Variable step mollifiers and applications

MiCHAEL HINTERMULLER ¥, KOSTAS PAPAFITSOROS T AND CARLOS N. RAUTENBERG

ABSTRACT. We consider a mollifying operator with variable step that, in contrast to the standard
mollification, is able to preserve the boundary values of functions. We prove boundedness of the
operator in all basic Lebesgue, Sobolev and BV spaces as well as corresponding approximation
results. The results are then applied to extend recently developed theory concerning the density of
convex intersections.

1. INTRODUCTION

Consider an open and bounded domain @ € RY, and bounded non-negative smooth maps p,7 :
RN — R such that supp(p) € B1(0) := {z € RY : || < 1} with “supp” the support set of a
function, and n(z) < dist(x,09) for all z € Q. Then, we define the variable step mollifier T as
follows:

Definition 1.1. Let f € L}, (2). We define T f(z) for x € Q, as

(1.1) Tf(z) =M, p(z)f(x —n(x)z)dz, with M, = (/B o p(y) dy) ,

B1(0)
with B1(0) := {z € RN : 2] < 1}.

Note that if n = 1 and if p is a smooth function, then (1.1) reduces to the usual mollifier. In
this paper, however, we are interested in n(x) < dist(xz,0Q) for all € Q, which implies that the
domain of integration in the definition of T is always within 2.

To the best of our knowledge, the idea of such mollifiers with variable step was introduced by
Burenkov; see [Bur82, Bur98] and references therein. In particular, Burenkov considers mollifiers
defined as infinite sums of constant step mollifiers that are localized by means of the partition of
unity procedure. Further, the operator in Definition 1.1 is mentioned on Remark 26 in [Bur9§]
but only a few comments are made. We also mention the paper by Shan'kov [Sha85], where this
operator is used to prove certain trace theorems for weighted Sobolev spaces. A detailed study
of such operators, however, is still lacking in the literature. In particular, we focus on identifying
conditions on the pair (p,7n) to guarantee boundedness of the operator on Lebesgue, Sobolev, and
bounded variation (BV) spaces, and the preservation of trace values, respectively. Additionally, we
study properties of approximations T;, (where 7 is replaced by n/n, n € N) of T. Finally, we apply
our work to establish results involving the density of convex intersections. For more on applications
we refer to [HRR17], which are partly recalled at the end of this section, for convenience.

In general, p denotes a standard smooth function, supported on the unit ball centred at the
origin, and 7 is a non-negative, smooth function in €2, with the property that its values and all its
derivatives, vanish on the boundary of 2. The existence of such a function follows from a classical
result of Whitney [Whi34]; see also Theorem 2.1. Moreover, the function M, helps to normalize the
convolution. The operator T' can then be thought of as a mollification process with a mollification
step encoded here by the smooth function 7 that satisfies n(x) < dist(x, ) for all x € Q. For
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n > 0, one indeed finds that the resulting function T'f is smooth. As a result, the operator T is
able to preserve the boundary values of f, when regarded in the appropriate sense depending on
the regularity of f. Note that this is in contrast to the standard mollification procedure, where
such a boundary behavior cannot be guaranteed in general. In the work by Burenkov [Bur98],
by using appropriate partitions of unity the approximation by smooth functions while preserving
boundary values can also be achieved. We point out, however, that in our case the definition of the
mollifying operator has a more explicit form and is thus easier to handle. This makes the mollifier
more suitable for our main applications as discussed below.

Applications. Let X be a reflexive Banach space of (equivalence classes) of maps u :  — R where
Q c RV is a domain with Lipschitz boundary, and such that strong convergence of a sequence in
X implies the existence of a subsequence converging pointwise, e.g., X € {L*(Q), H}(Q2),...}. Let
F : X — R be continuous, coercive and sequentially weakly lower semicontinuous, and K be defined
as

(1.2) K :={we X : Jw(z)| < a(z) for almost every (a.e.) z € Q},

where the bound « satisfies

(1.3) acC): oafx)>0, for ze€Q, and o«(z,) —0, for x, -zl COQ,

for some non-empty subset I'. Hence, there is no € > 0 such that |a(z)| > € for all x € Q. We
consider the optimization problem

(P) min F'(u), subjectto wu€ K,
ucX

which has a solution given the properties of X, F', and the convex nature of K. Such optimization
problems, where the bound is spatially dependent occur in many places including recent work in
mathematical imaging and other optimization problems with partial differential equations (PDE)
constraints; see, e.g., [HR16, HR17, HPR17, HRWL17, HK06, HHP18, AR18, AR19, CR18] and
references therein.

For the development of efficient infinite dimensional algorithms, and finite dimensional approx-
imation (discretization) methods, it is common to regularize the constraint K via the so-called
Moreau-Yosida regularization, and replace (P) by a sequence of problems of the type

. L ’Yl . .
(P) i B (u) = F(u) + (ngu wux) T Glu),

where 7, — 0o, and G, has, in general, the following property: For some dense subspace Y of X,
we have that G, (w) = 400 if w ¢ Y. There are two important examples fitting into this framework:

a. Tikhonov regularization. Let Y be a dense subspace of X consisting of more regular
functions than those in X. An example is Y = H}(Q2) and X = L?(€2). Consider

1
Gu(w) = — [l

where ¢, — 0o, and p > 1. Note that in this setting the solution to (P,,) approximating the solution
of (P) exhibits higher regularity. Such a regularity gap is sometimes required for utilizing efficient
solvers like semismooth Newton methods.

b. Conforming discretization. For each n € N, let X, be a finite dimensional subspace of X
such that X, C X, 1 and that the X closure of Y := U,en X, equals X. Then, we set

Gn(w) == Ix, (w),

the indicator function of X, i.e., G,(w) = 0 if w € X,, and +o0 otherwise. Observe that this is a
common setting for conforming finite element methods when discretizing the original problem. For
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example, if X = H'(Q), then X,, can be taken to be the space of globally continuous, piecewise
affine functions on a given mesh. Utilizing a hierarchical (geometric) mesh refinement one obtains
nested spaces satisfying X,, C X, 41, n € N.

The relation of a sequence (up)nen Where w, solves (P,) to solutions of (P) is highly related
to the I'-convergence of F,, to F. In particular, if I'lim F;, = F in the strong (weak) topology,
then strong (weak) accumulation points of (uy)nen solve (P). The I'-convergence is in turn closely
related to the following density property:

(1.4) KNy =K.

Specifically, if (1.4) holds, then I'-lim F,, = F' in the weak and strong topologies. On the other

hand, if (1.4) does not hold, then for any u* € K\ K N YX, there are subsequences (7, Jnen (or
(Vk,, Jnens (Ok,, )nen when relating to our example of Tikhonov regularization) for which Fy,_ (uy,) 4
F(u*), as n — oo, for any sequence (uy)nen such that ug, — u*.

We emphasize that density results of the type (1.4) can not be inferred, in general, from the
dense embedding Y — X; see [HR15] for a striking counterexample. In [HR15, HRR17] such dense
embeddings of convex intersections have been obtained, but only for non-vanishing bounds or under
additional regularity assumptions on the bound. In this work we close several gaps in the literature.
Most notably, in Section 6 we show that the variable step mollifier T" is the right tool to establish
density results for possibly vanishing bounds «.

Summary of the results and organisation of the paper. The paper is organised as follows.

In Section 2, we fix the pair (p,n) explicitly, establish basic results for the operator 7', and
introduce the approximations 7T,. In particular we show that for a function f € L}OC(Q), Tf
is smooth at z € €, where n(x) > 0. In this section, we also provide a first insight into the
mollification effect by T, by considering its action on continuous functions. Among others, we show
that if f € C(Q), then T'f = f at the points where 1 vanishes and T}, f — f uniformly.

In Section 3 we provide basic boundedness and approximation results for LP functions, 1 < p < oo.
With the help of the Marcinkiewicz interpolation theorem we show that the operator T' is bounded
from LP(Q) to LP(Q2) for every 1 < p < co. We also show the corresponding approximation result,
ie, T,f — fin LP(Q) for every f € LP(Q), 1 < p < 0.

Analogous boundedness and approximation results for WP functions, 1 < p < oo are the subjects
of Section 4, where also a formula for the weak gradient of T'f is derived. We also show that the
operator preserves the trace of WP functions in the appropriate Wlfl/p’p(aﬂ) sense. We put
particular emphasis on the case where the function 7 vanishes on a set inside €2, proving that the
function T'f has still a global weak derivative and all the corresponding results holds in that case,
too.

The case p = 1, which covers L'(Q), W(Q) and BV(Q) spaces, is treated separately in Section
5 since it is rather special. Indeed, issues similar to the ones appearing for the Hardy-Littlewood
maximal operator become relevant. In fact, the boundedness of T in L!'(Q) — and consequently in
WhH1(Q) and BV(Q) — is rather involved to prove. In order to do so, we must invoke additional
assumptions on the function 7 which however do not affect any of the other results of this work.

Finally, in Section 6 we focus on applications of our theoretical results. In particular, in Theorem
6.1 we prove the main density results of the type (1.4) for possible vanishing obstacle functions a.

2. THE SET UP AND BASIC DEFINITIONS

As stated before, we consider that Q C RY is an open, bounded domain, and, in general, we
do not assume any regularity of the boundary 9f2, unless explicitly mentioned. In this section we
3



define the function p that is used throughout the paper, and the basic map 7 used either directly
or to construct other maps. The pair (p,n) defines uniequivocally the map T

2.1. Construction of p and n. We denote by p a function with the following properties:
(i) pe CERN), 0< p <1 with p(z) =0 <= |2 > L;
(ii) p is radially symmetric.
(iii) p(z) > p(1/2) for every z with |z| < 1/2.
Note that, by slighly abusing the notation, above we use p(1/2) = p(z) for any = with || = 1/2.
Notice that the properties (i)—(iii) above are satisfied, for instance, by the standard mollifying

function
e - |1|2 lz] <1
plx) = -
(=) { 0, |z| > 1.
Note that we do not scale p to have unitary integral, as it is usually done when defining mollifiers.
The following result by Whitney [Whi34]| is of central importance to this work, and for the sake
of completeness we provide here a proof. It states the existence of a non-negative smooth function
vanishing on arbitrary closed sets and provides a main tool for defining 7.

Theorem 2.1 (Whitney). For any closed set © C RN there exists a non-negative function n €
C>®(RY) such that

(i) © =n~'({0}).
(ii) All derivatives of n vanish on ©.
(iii) n(z) < dist(z, ©) for every x € RV \ ©.

Proof. Note first that the open set RV \ © can be written as a countable union of open balls B;
each of which is compactly supported in RV \ 0, i.e.,

[e.e]
RY\© = JBi, where B; e RV\© foralliecN.
i=1
For every B; we associate a non-negative smooth function 7; such that n; > 0 on B; and zero on
the boundary of B;. After an appropriate scaling, we may also assume that all partial derivatives
of n; up to order i are uniformly bounded by \/%2_(”1). Define now

)
:an(:ﬂ)a :BERN'
=1

Denoting by 0™ any partial derivative of order n > 0, we have that

S i, e n—1 0o
;&zm(fv) < ;anm(m) + ;anm(:ﬂ) < > +\/1N;2—(i+1),

and thus from the Weierstrass M-test the above sum converges uniformly on RY \ ©. Hence, the
function 7 is smooth and for every n € N we have 9"n(z) = >°52, 9"n;(x), for z € RY. In particular,
since every n; € C°(RY \ ©) for every £ € © we have that 0"n(¢) = 0, n > 0. From construction
it obviously follows that n > 0 on RY \ ©. We have thus shown (i) and (44).

In order to show (iii) notice first that |Vn(z)| < 1/2 for every € R, Indeed, that follows from
the fact that for any j =1,..., N we have

Z 0j ni(z

ni(z)

o
1
8 — < 9= ’L+1 7
Osm(z)] = DI,

=1

-
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where we use 9; := 9/0x;. Since © is closed, we have that for every x € RY \ ©, there exists £ € ©
such that |z — &| = dist(z, ©). By an application of the mean value theorem for 1 we have that for
some z € [z,£], i.e., on the line segment joining x and &,

n(x) = |n(x) = n(&)] < [Vn(2)|le — & < dist(z, ©),
where we used the fact that |Vn(z)| < 1/2. Hence, the proof is complete. O

We now fix a smooth function 7 as in Theorem 2.1, where we take
0 = 01, or 0 =00UA,

for some set A in  such that © is closed. While 9Q is used to enforce the domain of integration
of T within Q, the set A is useful when dealing with sets K as in (1.2) where a vanishes within €.
For the sake of brevity, we denote by ¢ the distance function to the boundary of €, i.e., for every
x € €,

o(z) = dist(z,0Q) = min{|z — &| : § € IN}.
Since dist(z, ©) < dist(x, 9Q), from (iii) of Theorem 2.1 we get
(2.1) n(z) < o(x), forevery x € Q.

Finally, we denote the support of a function f : Q — R as supp(f), i.e.,
supp(f) :={z € Q: f(z) # 0}.

2.2. Basic properties of 7" and 7,,. We now provide some elementary properties of T" and the
sequence (Ty,)neny (where n is replaced by n/n) which subsequently help to show that they ap-
proximate the identity in a particular sense. A few remarks about Definition 1.1 are in order. In
particular note the following: If n(z) = 0, then T'f(x) = f(z), and if n(z) > 0 then

(2. Tfa) =) [ 4 ( - y) 7o) dy,

Q n(x)

with

o= ([ () %) s

Notice first that for every x €  such that n(x) > 0, the map y — p((z — y)/n(x)) is smooth in
and, in view of (2.1), is compactly supported in Q. In fact the domain of integration in (2.2) can be
equivalently taken to be B, ,(r) instead of all of 2. Hence the operator T is indeed well defined
on L} (). It is also straightforward to see that T'f is infinitely differentiable at points x € Q with
n(z) > 0, and that if © = 9Q then T'f € C*°(Q). In order to see for example that T'f is infinitely
differentiable at a point xg € Q with n(xg) > 0, consider the map = — p((x —y)/n(z)) restricted to
a small ball Bs(xg) € 2, with y fixed. This map is smooth in Bs(zg) with all its derivatives being

bounded there. From property (2.1) we have that
D := U Bn(w)(az) € ,

z€Bs(z0)
and thus
_ x—y
F@)i= €)' 11w = [ p(L22) sy, o € Bl
In order to perform differentiation under the integral on the right hand side in the definition of F',

it suffices to check that the k-th order partial derivatives of the map z +— p (%) are uniformly

bounded in y by a constant which depends only on k. This follows from the fact that p and 75
5



are smooth, 7 is bounded away from zero in Bs(zg), and from the fact that the k-th order partial

derivatives of x — p ( (;5) are sums of products of terms which are one of the following, respectively:

Partial derivatives of p up to order k, evaluated at = p(x)
Partial derivatives of n up to order k evaluated at x.

Terms of the type O )n, l<n<k.

Products of the type Hle(wzvi — YN, )-

We refer also to Appendix A for more explicit statements concerning the first-order derivatives.
We now define the following sequence of approximations of f € L; OC(Q):

Definition 2.2. Let f € L}, (2). We define T,,f(z) for z € Q and n € N, as

= z x—@z z w1 =
20 T =y [ ooy (=00 ) a0 (/B 1(O)p<y>dy>

Note in particular that if n(x) > 0, then

-1

nN

x—y )
(2.5) T.f(x) = C (x)/ pl +——= | fly)dy, with Cy,(z):=M,———, forallneN.
' et (@) " Zne)N
In order to have a first insight into the difference between the smoothing procedure of the operator
T and the one of a standard mollification, we provide the following proposition which states that
the operator preserves the boundary values of a function in C'(€2).

Proposition 2.3. If f € C(Q), then Tf € C(Q), Tf = f in OQUA, and T,,f — f uniformly as
n — oo. Further, if f € C(Q) and T' C 90 is a closed set such that supp(f) NT = 0, then also
supp(Tf)NT = 0.

Proof. Let f € C(Q), £ € © = 0QU A, (zp)ney € Q\ © with z, — ¢ We will show that
Tf(xn) — f(&). Since n(zy) > 0, we have

75 = 1) = [Clan) [ (Z=2) (1) - 116 do

< w1560 FO1CG@) [ () ay

yEBn(zn)(Z‘n) n(xn)
=1

= sup [f(y) = f(&)]

yeBn(zn) (:Bn)

< [f@n) = SO+ swp [f(y)~ [ 50,
YEBy (o) (Tn)
where we used the fact that n(z,) — 0 as well as the uniform continuity of f. Thus, this proves
that Tf € C(Q) and Tf = f in QU A.
In order to show the uniform convergence, note that if x € O, then T, f(z) = f(z), and for every
z €\ © we have

Ln(z)

< s |f() - F@] =0 asn oo
yeEB 1

T f(2) = f(2)] < Cul) /Q p ( y) £ (y) — f(2)|dy

n(w)



where the last quantity is going to zero independently of x, due to uniform continuity of f.

Let f € C(R), supp(f) NT = 0 and T" C 9Q where T" is closed. Then, there exists € > 0 such
that if d(z,I') < e, then f(z) = 0. Also, since 7 is smooth, n(I') = 0 and also all the derivatives of
7 vanish on T, there exists ¢ > 0, such that if d(z,I") < € we have B,,)(z) C {z : d(z,T") < €}.
Then, if n(z) > 0, T'f is equivalently defined as

(2.6 7f() = C) [ (@(gﬁ)p(“””‘y) Fw) dy.

n(x)

We further have that T'f(x) = 0 if d(x,T') < €. Also, if n(z) = 0, then T'f(xz) = f(x) = 0 if
d(z,T) <€, ie, supp(Tf)NT = 0. O

In particular note that the above results imply that the space C.(2) is T-invariant, i.e., T'(C.(Q2)) C
C.(Q). In fact, f € C.(Q) if and only if f € C(Q) and there exists an € > 0 such that if d(z, Q) < €
we have f(z) = 0.

3. APPROXIMATION RESULTS IN LP SPACES

It will be convenient for this section as well as for the following ones to denote by Z(X) the
space of bounded, linear operators from X to X, where (X, | - | x) is a Banach space.

We are now interested in investigating how the operator T" acts on LP(£2) functions. Throughout
this section we consider the case 1 < p < oo. The case p = 1 has some extra complications and is
treated separately in Section 5 below, under additional assumptions on 5. Our aim is to show that
the operator T belongs to Z(LP(2)) for 1 < p < oo. In order to do so, we employ the Marcinkiewicz
interpolation theorem; see for instance [DiB02, Chapter VIII, Theorem 9.1].

For this matter, we will show that 7" belongs to .Z(L>(2)) and it is also bounded from L'(Q)
to LY (Q), i.e.,

(3.1) ITflloo) < | fllzoo(), for every f & L>(€),
M
(3.2) Hr e Q: [Tf(x)| > A} < TleHLl(Q)v for every f € L'(),

for an appropriate constant M; that does not depend on f. In particular, the formulation of the
Marcinkiewicz interpolation theorem associated to the above inequalities entails the following:

Theorem (Marcinkiewicz). Let T be a linear map defined on L*(Q) and L>=(Q), and suppose that
it satisfies (3.1) and (3.2). Then, T is a bounded linear operator in LP(QQ) for any 1 < p < oo, and

ITfllLe) < Cllflle),  for every f e LP(),
where C' depends only on My and p.
Note however that the estimate (3.1) is trivial, and for (3.2) we use an argument similar to the

one utilized for singular integral operators. Further, note that if A # () in © = 9Q U A, then (3.2)
is inferred if the following holds true

(3.3) o e VA ITF@)] > M) < S f iy, for every € IHQ\ A)

In order to see this, let Ay = {z € Q\ A : |Tf(x)| > A\} and suppose that (3.3) holds true, and
f € LY(Q). Then, we have
{z € Q: [Tf(x)] > A=A+ Kz e A: [Tf(x)] > A}

= [Ax[+H{z e A [f(z)] > A}]
7



M 1
< Tl”fHLl(Q\A) + X”f”Ll(A)

max Ml,l
< ()\)’f\Ll(Q)y

where we have used that T'f|a = f. Hence, it is enough to consider A = ) so that n > 0 on .
Proposition 3.1. The operator T is bounded from L'(Q) to L' (), i.e., (3.2) holds.

Proof. We have to show (3.2) for a suitable constant M. Note initially that our assumption on the
mollifier p yield the bounds

T —y
XBn(m)(m) (y) 2 P ( 77($) > 2 P (1/2) XBn(ac) (:E) (y)’ fOI' every r,y € Q’

where Xg denotes the characteristic function of the set S. Note that in view of the inequality
Hex e Q: |Tf(x)| > A} <|{z €Q: T|f(x)] > A}| it suffices to prove (3.2) for f > 0. For f > 0 we
get

2

| o, wiwar= [ p<°””‘y) F)dy = p(112) [ Xy ) )

()
Consequently,
e [ Ay o) [ () wan= PR [ s ay
Define now the following sets
E:={z: |Tf(z)|>A}, and FE:= {:U: ]\4,;/ Xp_ ()Y f(y)dy > )\},
n@)?N Jo T

where E C E. Further, E C |J »c 2 Bn(z)(7) and thus from the Vitali covering lemma we have that
EC 5By (@),
zel
where I is a countable subset of E and By (2)(%i) N By, (w5) = 0 for every z;, x; € I with x; # x;.

Finally, denoting by wy the volume of the unit ball in RV, we get

{z: ITf(2)| > A} =Bl < [B| < 5% ) |By (@)l

zel
=5Nwy Zn(m)N
zel
5Nwuy M,
<Y | 5wy
S
5NwNM 5NOJNM
< 2 [ 15wl dy = 2 e
Q

g

The result concerning boundedness of T' in LP(£2) and the approximation property that the
sequence of operators (T, )nen strongly tend to the identity is stated next.

Proposition 3.2. The operator T belongs to L (LP(2)) for 1 <p < oo, and if f € LP(), 1 <p <
oo, then T, f — f in LP(Q) as n — oo.
8



Proof. The proof of the LP boundedness follows directly from estimate (3.1), Proposition 3.1 and
the application of Marcinkiewicz theorem. Let now f € LP(Q2) with 1 < p < co. We can find a
function ¢ € C,(2) such that | f — ¢|1»(q) < §. Since each T), belongs to £ (LP(Q2)) there exists a
constant C' such that

€

(3.4) |Tnf = TodllLr) < CIf = Bllir) < c3

The independence of C' of n follows from the fact that for T;,, M1 = 5Nwn M, pin (3.2) is independent

of n (see the construction in the previous proposition), the bound in (3.1) is identically 1, and hence

the operator norm of 7}, obtained via the Marcinkiewicz interpolation theorem is independent of n.
Moreover since ¢ € C.(€2), from Proposition 2.3 we get that for large enough n

€
(35) T = dlln(ey < M,

for another constant M > 0. Thus, finally for sufficiently large n we have

1Tnf = fllize) < NTuf — Tudlrr) + 1 T0d — @llr) + 19 — fllze)
€ € €
<cfimEss
< 03 + 3 =+ 3
< Ce,

for some constant C' > 0.

4. PROPERTIES OF T ON WP spACES

We now turn our attention to properties of T'f for f belonging to a suitable Sobolev space. First,
let © = Q. Our goal is to establish boundedness of the operator in W1P(Q) (and closed subspaces
of interest) for 1 < p < co. Subsequently, we treat the case © = AU with A # (). Note that the
case p = 1 is considered in Section 5 as it requires an alternative approach, and slightly different
properties for 7 are needed.

We emphasize that the case A # () in the present setting is significantly more complex than in
the situation with Lebesgue spaces, as the function T'f is defined by

) = {cm Jor (538) F@) dy, =€ Q\ A,
f(z), xz € A.
Hence, it is necessary to prove that the above function has a global weak derivative. We start by
showing that T' is bounded in certain Sobolev spaces for © = 02, and then transfer this result via
a limiting process to © = 9Q U A with A # ().
In addition to the usual VVO1 P(Q) and WP (Q) spaces [AF03], we define the Banach space Wll P(Q)
for 1 < p < 0o by

1,
Wll’p(Q) ={w € C®(Q) : supp(w) NT = (ZJ}W p(m,
where I' € 092 is a closed set. Note that the spaces Wll’p () are of utmost importance in the treat-
ment of partial differential equations (PDEs) with mixed (Dirichlet/Neumann/Robin) boundary
conditions. Tt follows that WAP(€2) = WhP(Q) if T' = ), and W P(Q) = Wy P(Q) if T = 9.

9



4.1. The case A = . In the next proposition, we compute the gradient of T f, where for the sake
of full generality we assume that f € BV,.(2). Recall that the space BV;,.(€2) consists of all the
functions f € L}, .(Q) such that V(u, A) := sup{ [, udivedz : ¢ € C°(A,RY), ||¢[l < 1} < 0
for every open set A which is compactly supported inside Q. In that case there exists a RY-valued
Radon measure, denoted here by Df € M;,.(€2), that represents the distributional derivative of f.
If f € LY(Q) and V(u,Q) < oo then Du is a finite Radon measure and we say that f is a function
of bounded variation. We then write f € BV(Q). See [AFP00] for more details.
In our subsequent exposition, we denote the gradient as a row vector.

Proposition 4.1. Let f € BV,.(Q) and © = 9Q. Then the gradient of T f € C*°(Q) is given by
_ -y Vi (z) (fc—y> AT,
@) T =) [ o(50) ans+ oS [ (2 ) - -ans)

Proof. The proof is based on basic differentiation rules for BV functions and can be found in
Appendix A. O

Note that if f € W" 1(Q) then (4.1) can be written as

loc

(1.2) VIS = TN @) + @ s [ (2o )TV ) dy

Here T'(Vf) is acting componentwise. We note here that the formula (4.2) can also be found in

[Sha85]. Since |x — y| < n(z) in (4.2), notice that we immediately obtain the following pointwise
estimate for f € T/Vlicl(Q)

(4.3) VT f(z)| < [T(Vf) (@) + V@) T(V)(z), =€
Bearing this in mind the following proposition follows immediately.

Proposition 4.2. Let © = 0. The operator T' belongs to Z(WEP(Q)) for 1 < p < oo, and if
feWpP(Q), 1< p< oo, then Tpf — f in WpP() as n — oo.

Proof. Let f € Wll’p(Q). Note that maxzeq |Vn(z)] < 400 and since T € Z(LP(2)), we have
IT(VH|, T(|Vf]) € LP(R2). Hence, by (4.3), V(Tf) € LP(Q), and since T'f € LP(Q)), we infer
T: Wﬁ’p(ﬂ) — WLP(Q). The boundedness of T follows directly from (4.3), max,cq |Vn(z)| < +o0,
and T € Z(LP(2)).

Since f € Wll’p(Q), by definition, there exists (f,)neny With f, € C*°(Q)NWEP(Q), supp(f,)NT =
) and f, — f in WHP(Q). By Proposition 2.3, one gets supp(T'f,) N T' = ), and by properties of T
we have T'f € C*°(Q2). We further have for a generic constant M > 0 that

VT =TTy < M (TP = D)y + (1 (9@ ) TV = DD e
< M (= Dl

and further || T'f, — Tfllre) < Cllfa — fllir(@)- Hence, T'f, — Tf in WP(Q), so that Tf €
WEP(Q). Hence, T : WpP(Q) — WrP(Q), and as a result T € Z(WpP(Q)).

From Proposition 3.2 we get that ||T;,f — f|Lr) — 0 as n — oco. Thus, it suffices to show that
IVT.f =V fllrr@) — 0 to prove that T, f — f in Wr’p (©). Keeping in mind that from Proposition
3.2 we also get that |Tn(V f) = Ve — 0, from the triangle inequality it is enough to show

HVTf T(vf)HLp —0 asn— oo.
10



According to Proposition 4.1 and similarly to (4.3) we have that

\Y
(4.4 VTS )~ TV 1) @) < V17 (19 ),
for all z € Q. Since | T,(Vf)|lzr() = IV fllzr() we further find

VTS~ Ta(V ) lipiey < e V22D

which completes the proof. O

1T (IV Dl Le@) = 0 as n— oo,

As in the case of continuous functions, the operator T preserves the traces of W1?(§) functions.
This is shown in the following proposition. Note that in this case, some regularity for the boundary
of € must be assumed in order to define the trace operator. We note again that an analogous result
for traces in weighted Sobolev spaces can be found in [Sha85].

Proposition 4.3. Suppose that © = 99, Q has Lipschitz boundary and f € WHP(Q), with 1 < p <
0o. Then

(4.5) mf =7(Tf),

where T denotes the zero-order boundary trace and the above equality is considered in W'=1/PP(99).

Proof. Let f € WHP(Q), with 1 < p < oo, and consider a sequence (f,)nen € C(Q) convergent to
f in W1P(Q). Note that for this sequence the equality (4.5) is satisfied. Indeed from Proposition
2.3 we have that T'f,, = f,, on 992. Moreover, for a fixed n € N, £ € 99 and for (x)reny with zp — &,
using (4.2) we get

TV k) = VI < [TV fa)(zr) = V(] + [Vn(ze) [TV fal) (2k),

with the righthand side going to zero as k — oo. This follows from Proposition 2.3 yielding
T(Vf)(zk) — Via(6), as Vi, € [C(Q)]Y, |Vn(xr)| — 0 by construction, and since T(|V f,,|) is
bounded. Thus TV f,, = V f,, on 99).

Using Proposition 4.2 and the continuity of the trace with respect to the strong W1P-convergence,
we have for a generic constant M > 0

I7f - T(Tf)lefl/pm(aQ) <|rf— Tanvvlfl/p,p(aQ) + |7 fn — T(Tf)lefl/p,p(aQ)
< \Imf = 7hullwr-vmeoa) + 17T fn) = 7(TF)llwr-1m000)
<M f = fallwie) + MIT fn =T fllwrro)
< M| f = fallwrr@) — 0.
Hence, (4.5) holds, and the proof is complete. O

We remark here that since our main motivation is the application of the operator 71" in proving
certain density results of convex sets arising from constraints involving zero and first order deriva-
tives, see Section 6, we do not explore here corresponding results for higher order derivatives. We
note however that analogous higher order approximation results exist for sums of constant step
mollifiers introduced by Burenkov and mentioned in our introduction, see [Bur98, Section 2.6].

4.2. The case A # (. We are now in shape to consider the operator T defined with a function n
vanishing on any set A contained in €2 — such that A U 0 is closed — in addition to also vanishing
on 0f. For this purpose, consider 7° and 5! to be the functions obtained via Whitney’s theorem
for © = 99 and © = 9N U A, respectively, and suppose that n'(z) < o(x)/2 for x € Q, i =1,2. We
denote by T the variable step mollifier associated to n', and now we define the limit and a sequence
of variable step mollifiers 7.

11



Let f € L} (Q), we define Tf : Q — R as

(4.6) Tf(x):= lim (T"f)(x),

n—o0

for z € QQ where T™ is defined as
M, ‘
(n'(z) + £10(x))N

Indeed, T™ is the mollifier associated to n = n' + 770 The following results also hold in this general
case.

T f(x) := C"(x) /R ”(M) fly)dy, with C"(z) =

Proposition 4.4. Let f € L}, (), then the limit in (4.6) is well-defined and Tf = T'f, where this

equality holds almost everywhere in A and everywhere in Q\ A. Further, T belongs to X(Wép(ﬁ))
forl <p < .

Proof. Let x € A, then we have that n'(z) = 0 and hence

"(f)x) - f(z ! St R — flz
() (@) — £ >\<IRNP< ())dy/ P(ino(x)>f(y) F(@)| dy

nN

n°(x)N

Since f € L; OC(Q), almost every point in x € €2 is a Lebesgue point. Thus, the above limit as

<M,

[ X, 0 @If0) ~ 7).
Q

n — 00 is zero almost everywhere in €2, which proves Tf = f almost everywhere in A. The fact
that T'f = T f everywhere in Q \ A follows by application of the dominated convergence theorem.
Further, analogously as for Tj,, it follows that (||7"||.#(zr(q)))nen is uniformly bounded. By the

dominated convergence theorem we have that if ¢ € C(Q), then T"¢ — T¢ in LP(2). Proceeding
as in Proposition 3.2, given € > 0 we can find a function ¢ € C.(2) such that ||f — ¢||r) < €/3.
Hence, for sufficiently large n, and for a generic constant M we have

|T"f =T flleey < NNT"f = TPl o) + 1T"¢ = Thll o) + 1T¢ — T fllLr (o)
< M| f = éllpr (o) + 5T Mll¢ = fllrr(o)
< Me.

This shows that 7" f — T'f in LP(Q) for every f € LP(Q).
Let now f € WHP(Q), then T"f € W'P(Q) and VT f is given by

VT f(z) = T"(Vf) (@) + ¢n(2),

where

oy V) 4 L) vy N
o) = O G o no(x)up(nl(x)ﬁn%x))(y )y

It follows that T (Vf) — T(Vf) in LP(Q) by the first paragraph of the proof. Now we prove that
Yy — 1 in LP(Q) with

P(z) = { 0 fof Jo @) ( 7y)> (y =) Vf(y)dy, zeQ\A,

r € A.

12



Let x € A, so that n!(z) = 0, and

0 _
()] < O™ () L) / p<”““ y)ry—fo(y)\dy
B1yo@(®

n°(x) L0 ()
<o) [ e <5n0($)> IV £(y)| dy.

Since V7 is bounded, and

(. - in LP
o) [ o (;n%)) VAl dy — [Vf] in L7(9),

it follows that ¢, xa — 0 in LP(Q). If x € Q \ A, then application of the dominated convergence
shows that v, (7) — 9 (z), and analogously as done in Section 3, it is shown that ¥nxo\a = ¥Xa\A
in LP(Q)). Therefore,

/ Tf(x)dive(z)dx = nhﬁ\ngo/ T" f(x)divg(z)de = — lim [ VI"f(z) - ¢(z)dx
Q Q

n—oo 0

. /Q (T(V) + (@) - d(x)d,

for all ¢ € C°(Q)N. Therefore, Tf is weakly differentiable with weak gradient T(V f) + 1 that
belongs to LP(Q), i.e., Tf € WLP(Q). Since the inequality (4.3) holds here as well, in general in
an almost everywhere sense, the boundedness of 7' in WP () follows again from the fact that
max,cq |Vn(z)] < oo and T € Z(LP(2)). Hence T € L(W'P(Q)) and it remains to show that
L (W ().

If fe Wll’p(Q), then there exists (fy)nen in C°°(Q) such that supp(f,) NT = 0, and f, — f
in WHP(Q). In order to show that T'f € Wll’p(Q) as well, it suffices to show that for every k € N,
there exists a g, € WHP(2) N C*(Q) with supp(gx) NT = () such that

x|

(4.7) ITf = grllwie) <

We fix k € N. Since f, — f in W'P(Q) and T € DS,”(WEP(Q)) we have that there exists ng € N
with

1
(4.8) IT fro — T fllwro) < 57

- 2k
According to what has been shown above, we have that T" f,,, — T f,, in W5P(Q). Thus, we may
choose k € N such that

1
(4'9) Hkano - TfnoHWLP(Q) < ﬂ

Setting gp := T* f,,, from (4.8) and (4.9) we obtain (4.7). Noticing that g, € WP(Q) N C>(Q)
and from Proposition 2.3 we have that supp(gx) N T = 0. This completes the proof.
O
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5. THE CASES oF L}(Q), W11(Q) aND BV(Q)

5.1. L'(©2) boundedness. We would like to show that T also defines an operator in .Z(L'(f)).
This is more involved than the cases with p > 1. Consequently, we treat it separately here. It turns
out that we require a lower bound on the decay of 1 as a technical assumption. In order to see that
the boundedness of the operator in L!(Q) is more delicate, consider the following counterexample.

Let Q= (0,1), p = x(1,1) and 1 = dist(x,99), and the function fo(z) = (xlog(2/x))~? so that
fo € LY0,1). However, Tfo(z) = (xlog(1/x))~! for z € (0,1/2), so that T'fy ¢ L'(0,1). Even
further, the same can be obtained for a p such that p[sp, (o) = 0: Let p be defined as p(r) = g(r)
if > 0, and p(r) = g(—r) if r < 0, where g : [0,1] — R is non-negative (non identically zero),
decreasing, g(o,1) € C*°(0,1), g(1) = 0, and such that

1/2 1+a
lim g(a / / z(1 — 2))dzdx = 4o0.

al0 14a

Then, again T'fy ¢ L'(0,1), and T is also a mollifier in the sense that if f € L} (Q), then T'f € C(£).

We develop the results in this section assuming that A = () so that © = 9. We emphasize,
however, that all results can be extended to the case A # (), as well.

We first state a necessary and sufficient condition for the operator to be bounded in L(Q),
its proof can be found on [Lax02, Chapter 16]: Suppose that Q >< Q>3 (z,y) — K(z,y) € R
is such that the linear operator defined as (H f)(x) := fQ f(y)dy maps measurable func-
tions into measurable functions. Then, H : Ll(Q) —> Ll(Q) is a bounded operator if and only if
Jo K (2, y)|de < C < 400 for almost all y € Q. Thus, in our setting, this generates the following
criterion.

Proposition 5.1. The operator T belongs to £ (L' () if and only if

(5.1) = 21618/ C(x < > dr < 0.

In fact, it can be proven (see [Lax02, Chapter 16 - Corollary 2']) that provided T € Z(L'(2))
and [Tl ¢ (11 (q)) is the operator norm of 7', then it holds that

r—y
5.2 T :sup/ C(x ( ) dx
(5.2) 1Tl L1 () sup | (z)p @)

An initial approach to prove (5.1) is as follows: Since p ((z —y)/n(z)) < Xp,_  (x)(y) and C(z) ~
1/n(z)N for all z,y € €, then if

1
(5.3) 21618/977( )NXBW(I)(:E)( y)dx < 0o,

it follows that (5.1) holds true. Therefore, a first attempt would be to investigate whether we can
construct a smooth function 6 vanishing on 92 such that

(5.4) Aaéwdx<m,

and use this function 6 instead of 7 in the construction of the operator 7. We briefly discuss how
such a function 0 can indeed be constructed: In [CMMR14] it was shown that for a bounded, open
set 2, whose boundary 0f) has zero Lebesgue measure and upper Minkowski dimension strictly less
then N — q, for some 0 < a < N, it holds that

1
| L .
(55) Ammmex<”
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Then we set 6 := (T'¢)*/V, and it is not hard to show that § € C°°(Q) N C(Q) with § = 0 on 99,
satisfying also (5.4). We omit the details of the proof here but it resembles closely the steps of
the proof of Proposition 5.2 below. However, this approach has a few disadvantages. One of those
is that we must assume some regularity for 0€2. Moreover, note that 6 decreases in a sublinear
way close to 0f), hence it does not hold that § < o which implies that By,)(z) are not subsets
of ) anymore. One can show that if we define the operator T using this smooth function 6, the
boundary values of the functions will still be preserved under this operation, but the same will
not be true for derivatives. This is a significant disadvantage of this approach as it hinders the
possibility to deal with Sobolev spaces, and in particular to obtain trace-preservation results like
the one in Proposition 4.3.

As a consequence, in what follows, we will construct a smooth function that satisfies (5.1) and
vanishes on the boundary at a quadratic rate, resembling more the structure of the original n
function. We note that the following intermediate result can also be derived by [CZ52] but we give
here an independent proof which employs the operator T. We also mention that this result can also
be found in [Bur98, Chapter 2, Theorem 10] where also sharp estimates for derivatives of arbitrary
order for the function 7) are provided.

Proposition 5.2 (Regularised distance to the boundary function). For every 0 < e < 1, there

exists a function 1 € C*°(Q) N C(Y) with
(5.6) (1—=eo(z) <n(x) < (1+e)o(x), for everyx € Q.

Proof. Notice first that in view of (2.1), after some rescaling, the smooth function 1 of Theorem 2.1
with © = 912, can be chosen to satisfy

(5.7) n(z
(5.8) V()|

IAIA

eo(),
67

for every = € ). Hence, we have

(5.9) | —e<q M) _o(@) =) minfoly):ye Bn(x)(x)}7

o(x) o(x) o(x)

which implies that
(5.10) o(y) — (L —e€)o(x) >0, forevery y € By ().

We now set 7(x) = T'o(x), where the operator T is defined using the function 7 from above. Then,

from Proposition 2.3, 7 € C*°(2) N C(£2), and because of (5.10) we also have that for every z € Q

(1=l = C@) [ 5 (“”” - y) (1 - o(x)dy =

Q n(x)
=) [ o (L2) (0 - ola) = o) + )] dy
<c [ o (“;(;;’) o(v) dy

= i),

Thus the left inequality of (5.6) is satisfied. For the right inequality notice that using (5.7) and the
fact that o is Lipschitz with constant one, we get

n(z) <o)+ () —o(z)| = o(z) + |To(z) —o(z)| < o(z) + Eup( ) lo(x) —a(y)|
YLy (a) (T
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<o)+  sup  o(z) —o(y)| < o(x) +eo(z) = (1 +€)o(x),
yeQ: [z—y|<eo(z)

ending the proof. O

Note that by squaring (5.6) and rearranging the constants we get the existence of a C°°(2)
function 7 := 7% (not to be confused with the initial 7 used in the proof above) that satisfies

(5.11) ko(x)? < n(z) < o(x)?, for every z € Q,

for some 0 < k < 1. Observe that the operator T can be also defined using this 1 and everything
proven so far still holds for this case as well. In the next proposition we show that provided 7
satisfies the condition (5.11) then (5.1) holds and hence T' € .Z(L'(Q2)). In fact we will show that
the resulting sequence (||75[| #(L1(q)))nen is uniformly bounded.

Theorem 5.3. Let Q C RY open and n € C®(Q) with the property that there exists k > 0 such
that (5.11) holds. Then

(5.12) sup sup/ Cr(x)p f;y dx < 00,
neEN yeQ JQ gn(x)

and hence, T and T, for n € N belong to £ (L*()).

Proof. Note that it suffices to show

n

N
n
(513) sup s0p | g ) o < .

z—y
n(z)
show (5.13) only for y’s that belong to a small neighbourhood of the boundary. For that, we will
work with y € € such that

Note moreover that the map z — C(z)p ( ) is smooth of compact support. Thus it suffices to

(5.14) o(y) < %

In fact we may assume, via a rescaling argument, that (5.14) holds for every y € . Using the layer
cake representation formula and Fubini’s theorem, we get for every n € N and y € Q2

n 00
/Qn(a:)NXB"(J) @) (y)dz = /Q (/0 X{seﬂ: W&J)VN >t}(x)dt> XB@(z)(y) dx
([
(5.15) :/ gN({er;’W_Nl and yEBn(z)(x)}>dt,
0 n

n

<

Ht

n,y

We thus have to estimate the measure of Hfb,y. Let us for convenience set

Apy = {xEQ: yEB@(:c)}

Then, from (5.11) we have

2
A”vyg{xGQ: yGBW(m)}Q{weﬁr o~y < 22 }

n
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Fixing a y € €, we choose a &, € 92 such that
ly — &l =0o(y).

Hence for every x € A, , we have

‘7(51”)2 < |z — gy‘Q.

n n

lz —y| <

Setting z = = — y, the last inequality can be rewritten as

2y =& _ (2l +ly=&D* 1
|z| < " Vo< n ¢ :E(|Z|2+2‘Z||y_§y|+|y_£y‘2) =

1
0< n (|Z|2 + (2ly — &l —n)|z| + |y — £y\2) )

By solving the latter quadratic equation with respect to |z| we get

1
|Z|<*—|y éyl—*\/n2—4nly—£y\ =rp(y) or |Z|>*—|y €y\+*\/n2—4nly—£yl-

Notice, however, that we can ignore the second case above as one can also check that in this case we
would have |z — y| > § and thus 2 cannot belong to A, ,. Also, due to (5.14), the quantity inside
the square root is positive, independently of n. Hence we have that if z € A, , then x € B, () (y).
Notice furthermore that if z € B,, ,)(y) then o(z) < 7 (y) + |y — &§y|. Thus we have

In other words, so far we have shown

Apy C {er M g%(y)}.

n

On the other hand, for any z € B, (,)(y) and for any point § € 92, we have

(5.16) [z =& = |y — &l — ma(y).
Indeed if that was not the case then there would exist a z € By(,)(y) and £ € 9 such that
|z =&l <y =&l —mly) =
[z =& +raly) <ly—&l =
[z =&+ le—yl <ly—&| =
ly =&l <y — &l

which is a contradiction from the definition of ;. Notice that again due to (5.14), [y—&,|—rn(y) > 0,
and again this is independent of n. Now since (5.16) holds for every £ € 092 we get

o(x) >y — &l —rly) =
o(2)? > (ly— &l —mly)® =

2
”El) > = <—Z +2ly— &l + ;\/m> = Bnn(y)-

Hence we have showed that

(5.17) Ay C {:c €Q: Bun(y) < ntz) < ’Yn(l/)}-



Notice now that if ¢ < ﬁ, ie., Ya(y) < ==, then

n
T 1
C{QUGQ n(n)S’Yn(@/)SNt and yEBn(w)()}
C {x ceN:xc B7 (y)(y)}
Hence
oL (2) 1 oL
n x n
/v ) £N<{x eN: 2 <L i and y € By (:L‘)})dtg /W ) wN%L(y)th
0 n n 0
(5.18) < WN,
where wy = - “&V fl) is the volume of the unit ball in RY. Notice moreover that if ¢ > W, ie.,
2 n,K

Bk (y) > N%/i’ then from (5.17) we get that H,, , = 0. Finally we calculate

L 1
B ()N 1 Brs ()N
/ﬁ,(y)NﬁN({xGQ:n(“T)gN and yEBT;(x)(SU)})dtS/B’<y)N£N<B L (y)>dt

1 n 1 N
’Yn(y)N t ’Yn(y)N Vi
1
LA
= wn Bn,k (y) Edt
1
n (y) NV
Tn(y)
(5.19) = wyNIn (
Bn n(y)

We now compute the ratio %, where for notational convenience we set |y — &,| = a. We have

n_ 1 2 _
5 —3Vn dno

—5—&—204—1—1 n? — dna

my)
/Bn,n(y)

n— —4dna
Kda —n —|— \/n2 dna
1 (n—+vn?—4na)((4a —n) — Vn? — dna)
(4a —n)? — (n? — 4na)
n? — dna
—4da)

- aw

amm»

f
\/7
and hence

(5.20) Wy 1 n 2

Buwly) wn—da K

By combining (5.15) with (5.18), (5.19) and (5.20) we get

N
/ T s @(0) do Sy + N in (5?52))
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1 n
5.21 —wN—i—wNNln( )
(521) .

2
(5.22) <wy +wyNIn () )
K

Hence (5.13) and thus (5.12) holds and the proof is complete.
O

Observe that by using the estimates in the proof of Proposition 3.1, as well as (5.2) and (5.21),
we can now obtain the following bound on ||T, | #(£1(0)):

N
T — n
HTnHJZ(Ll = SUP/ Ch( (1 (@ )> dr < 21618 M, o W‘XB%(CE)(ZJ) dx

1
< M, sup <wN+wNN1n< n))
yeN KT — ‘y €y‘

1
< M,wy (1 +Nln <”1>> ,
rRn — 3
something that implies that

1
(5.23) limsup || Tl 221 (0)) < Mpwn (1 + Nln (K)> .
n—oo

Note: It still remains unanswered if the estimate (5.12) (or (5.13)) holds without imposing any
condition of the type (5.11). We leave that as an open question.

For the following results that deal with L' integrability, we will always assume that the operator
T is defined via a function n that satisfies (5.11). We next state the corresponding approximation
result in L'(Q):

Proposition 5.4. Let f € L'(Q). Then T, f — f in LY(Q) as n — oo.

Proof. The proof follows exactly the same steps as the one of Proposition 3.2, by taking advantage
of the fact that the sequence (||75[| #(L1(q)))nen is uniformly bounded. O

In view now of Proposition 5.4 and from the lower semicontinuity of the operator norm with
respect to pointwise convergence we have

(5.24) 1= [l 2z @) < liminf | T[] 2L @y

Thus, the natural question that arises is whether we can further sharpen the upper bound in (5.23)
to be one, as result that would also imply that lim, . ||7,,|| = 1. In the following paragraphs we
describe how we can indeed achieve this, by making some minor amendments to the construction
of T,,.

The first step is to define a sequence of positive, compactly supported, smooth functions (p,)nen,
such 0 < p,(z) < 1if and only if |z| < 1, satisfying also

1
(5.25) pn(xz) =1 for every x with |z| <1— —.
n

That is, p, converges to the characteristic function of the ball B;(0). We also define a sequence of
smooth functions (7, )nen that satisfy the condition

(5.26) (1-10(2))?0(2)? < nu(z) < o(2)?.
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Notice that these 7, can be easily constructed, for instance, by using (5.9) and applying the initial
operator T,, on o(x), i.e, n, := T,0. Observe also that in this case the uniform norm of the gradient
of ny, is uniformly bounded in n.

We can now defined a slightly modified sequence of operators as follows:

(5.27) Tof(z) == Cn(2) /Q Pn (‘””‘y) f)dy, z€Q, neN, feLl. (),

%nn(x)
where
~ T —y - M,,
(5.28) Cn(x) - </Q P <,1177n(x)> dy) N Un(x)N
with
1
(5.29) M,, < o ( - %)N

Notice that all the results that we have shown for the operator T' (also regarding the convergence
of the sequence T),) hold for the T',, as well. By following the same steps as in Theorem 5.3 and the
remarks after we get

. -y ., # N 1 Yn(y)
(5.30) /an(x)pn<,lmn(x)>d < (1_%)]\/ 1+ N1 (1_%\/@)2&@)

Since g:g; and ﬁ\/'yn(y) converge to one and zero respectively as n — 0o, also independently of

y, then we obtain

(5.31) lim sup ||Tn||$(L1(Q)) = lim sup sup/ Cn(2)pn lac I <1
n—oo n—oo yeN JQ o lin .%')

5.2. The case W11(Q). Up to this point, the mathematical machinery for the L!(Q) was devel-
oped on the assumption (5.11) that imposes simply that i ~ ¢2. This allows us to handle W11(Q)
and subsequently BV(Q).

Proposition 5.5. The operator T belongs to £ (WH1(9Q)).

Proof. Note first that since the new function 7) has been constructed via the (initial) operator
T acting on o € WhH*°(Q), then in view of (4.2) we have that n € Wh®(Q) as well. If now
f € WH(Q) then, cf. (4.3), the following estimate holds

(5.32) [VTf(2)| < |T(V)(@)] + V@) T(V ) (@) < [TV @)+ Vol TV (), = e

Hence, we have for a generic constant M

HVTfHLl(Q):/QIVTf(w)Idm</QIT(Vf)(J?)Ide+M/QT(|Vf!)(w)dw

<M /Q V()] di = MV ]| 11
In the end we get || T f|ly1.1) < M| fllwi1(q)- O

The analogue of Propositions 4.3 holds in the case of W11(Q), as well. We state them here

without proofs as these are similar to the setting with WP (), where p > 1.
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Proposition 5.6. Suppose that Q has Lipschitz boundary and f € WHH(Q). Then 7f = 7(Tf).
Proposition 5.7. Let f € WHY(Q). Then T, f — f in WHL(Q) as n — oco.

5.3. The case BV (). In this section we examine how the operator acts on BV functions. We
note that also in this case the operator T is defined via the function 7 that satisfies the extra
condition (5.11).

Proposition 5.8. The operator T belongs to £ (BV(Q2)).

Proof. Since we have shown already that T belongs to .Z(L'(Q)), it suffices to show that there
exists a constant M > 0 such that

INT £l 120 < MIDFI(R), for all f € BV(Q).

Using (4.1) we estimate, for a generic constant M,

Agvrﬂmwxgjkxm‘/p(z )

]
(5@ i eer]

Vil [ c@)| [
g/c@/y(()>dnmwm
9l [ C@) [ ( ~) dIDiI()

gM/Q (/Q C(m)p(n(;)>dx) d| D f|(y)
(),

gMAmeszWﬂQ

where we have made use of the fact that (5.1) holds.
O

Finally, we state the corresponding approximation results in the BV case. We note that by using
the operator T, this approximation is achieved in the sense of weak* convergence in BV (Q2). How-
ever, by using the alternative operator T, as discussed at the end of Section 5.1, this approximation
is achieved in the sense of strict convergence in BV(Q).

Proposition 5.9. Let f € BV(Q). Then the following approzimation results holds:
(i) Provided Q has Lipschitz boundary, T, f — f weakly* in BV(Q) as n — oo,
(i) Thnf — f, strictly in BV(Q) as n — oo.

Proof. We already know from Proposition 5.4 that T,,f — f in L'(Q). Note that from the estimates
in the proof of Proposition 5.8 we obtain that the sequence (7}, f)nen is bounded in BV(€Q). Then
from [AFP00, Prop. 3.13] we get that (T, f)nen converges to f weakly” in BV(Q2).

For the second part, notice initially that since we also have T, f — f in L'(2), from the lower
semicontinuity of the total variation we also have

(5.33) |Df](Q) < lim inf / VT, f(z)| de.
n—oo Q

Moreover, the estimates in the proof of Proposition 5.8, actually provide

~ - 1
[ I9Tuf @) de < Iallzwiiay (1+ 219 ) D)
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FIGURE 1. Zero set of a possible o : @ — R (left) and function values (right)

From the fact that the uniform norm of 7, is uniformly bounded, and from (5.31) we obtain

(5.34) limsup/Q VT, f(x)|dx < |Df|().

n—oo

Combining, (5.33) and (5.34) we obtain the strict approximation result.

6. APPLICATIONS: DENSITY OF SETS

Constraint subsets K of an arbitrary Banach space X often appear in many fields and problem
instances in mathematics. These constraints arise as natural limitations of problem variables (as,
e.g., in the obstacle problem where a membrane is deflected by acting forces, but not allowed to
penetrate a rigid obstacle; here the problem variable is the deflection out of an equilibrium position)
and Fenchel dualization of convex optimization problems, among others. A natural question that
appears in the aforementioned settings is the following one: Given a subspace Y densely and
continuously embedded in X, does the density relation

(6.1) KNy =K

holds true, as well. In particular, it is known that a dense and continuous embedding ¥ — X is
not enough for the above density statement to hold; see [HR15].

We are interested in the case where X is a Banach space of functions f : Q — R, with Q C RN
an arbitrary open set, and where K¢ is defined as

(6.2) Ko ={fe X : |(Gf)(x)] < a(x) for almost every x € Q},
for G € £(X,Z) with Z a subspace of RP-valued maps with domain in 2, and @ : Q@ — R
some non-negative function. An important example is given by G := V the weak gradient, and

X CWhP(Q), for 1 < p < oo, and Z C LP(Q)N. If G = Id, then we simply write K = Kg. The
difficulty on establishing whether smooth functions are dense on K is given by the fact that «
is not necessarily a constant and may have a non-trivial zero set. For example, o may vanish in
regions of the boundary, and the interior of €2, see Figure 1.

We consider the following notation throughout this section: Let A C  be closed, then we define
CR(2) to be the space of functions f : Q@ — R such that flo\n € C*°(Q\ A) vanishing on A, i.e.,
f € C(Q) if for for each € > 0, there exists a compact set Ac C Q\ A such that (2\ A)\ A C
and

sup  |f(z)| <,
re(CAM\A
and if z € QN A, then f(z) = 0. In particular, if A = (), then CP(Q) = C*°(Q) and if A = 01,
then CP(Q2) = C°(Q) N Cp(2) where Cy(2) is the space of continuous functions vanishing on 09
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(see [ABM14]). Further, if a map f : Q — R satisfies that f|o\ 5 is C°°, then (abusing notation) we
write

FeCc=(Q\A).

Notice that if « € C(Q), @ > 0 and A = o~ ({0}), then in general it holds C*(Q)NK C CL(Q)NK
since any function on the latter set is not necessarily differentiable on 0A N €.
We are now ready to state and prove the main density results of this section.

Theorem 6.1. Let a € C(Q) be non-negative and let A C Q be defined as A := a~*({0}). Moreover
let K¢ be the conver set defined in (6.2), with K := Ky4. Then the following densities hold:

(i) If G = Id and X = LP(QQ), with 1 < p < oo, it holds true that
KNnCc=©)" = K.
(i) If G = Id, then for X = WAP(Q), with T C 89, it holds true that
Enox (@) =K.
(iii) If G =V, then for X = Wll’p(ﬂ), with T C 0%, it holds true that

KenC=(Q\A)" = K.

Proof. Note that since « is continuous, A = a~({0}) is closed. Let n° := 322, ? be the function
obtained in Theorem 2.1 for © = 9QUA. Recall that supp(n?) = B; where (B;);cn is a sequence of
open balls compactly supported in 2\ O, each 77? has bounded derivatives of order up to ¢ by the
constant 27¢ and we can also suppose that n° < 1.

Step 1: We first show that we can construct a smooth function 7 :  — R such that n(z) = 0 if
and only if x € © and

o(z) ’

SUP{ye:|z—y|<n(z)/n} a(y) . =
(6.3) M, (x) = ifreQ\0O,
17 if x € @7

satisfies M,, — 1 uniformly in C(€2).
Let w : [0,00) — [0,00) denote the modulus of continuity of «, i.e.,

la(z1) — a(z2)| < w(|z1 — 22]), for all 21,25 € Q,

where w is strictly increasing, lim;ow(t) = w(0) = 0, and infinitely differentiable in (0, 00). Then,
for z € Q\ O, we have

SUD {ycQ:|o—y|<n(z)/n} |¢(y) — a(2)] _ w(n(z)/n)

Ml =1l = a(z) =@

=: Hy(x).

Note that Hy+1(z) < Hp(z) since w is increasing. We now show that we can choose 1 such that
(6.4) wn(z)) < a(x), and wn(z))/a(z) -0, as Q\O>z—zc€0O.
Let A,, be defined as
A, ={zeQ\O:1/(n+1) <d(z,0) <1/n},
forn e Nand Ag:={r €Q\O: 1<d(z,0)}. Note that each B; is contained in a finite union of
A, that we denote by ©; := Uf:ilAnj. Define the constants
6; := inf w(a(2)n°(2)) >0,

Z€0;
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and let

(6.5) n(x) = o) (z)
=1

If x € A, then in the above sum for n(x) we only need to consider i terms where = € B;, and hence
<Z§2Zf<w Zz < w N ez’ (2)),

and thus w(n(z)) < a(:p)no(x) for every x € (0. Hence, note that H,, can be continuously extended
to €, still denoted by H,, by setting H,(x) = 0 for every = € ©. The same can be done for M, by
setting M,,(x) = 1 for every x € ©. Finally, since (H,)nen is & non-increasing continuous sequence
that converges pointwise to zero, by Dini’s theorem, H,, — 0 uniformly, and thus M,, — 1 uniformly,
as well.

Step 2: G = 1d. Let f € K with f € Wll’p(Q), and let 7T;, be the singular mollifier constructed
with regulating function n in (6.5). Since f € Wll’p(Q), then T, f € WI}’p(Q) and T,,f — f in
WP (Q). Since f € K, then

T f (2)] < Cn(x) /QP (%) a(y) dy < My(z)a(z).

Consider )
P T g, — T
which implies that |3,T,f(z)| < a(z) for all x € Q. Since 3, — 1, then 8,T,,f — f in Wll’p(Q).
Since 5, T, f € CX (), (i7) is proven.
In order, to prove (i), consider the following. Let f € LP(2)N K and define the sequence (fy,)men
as follows:

fm(x) = f(x), if =x€ {y €N: % < d(y,@)} , and fp(z) =0, otherwise.

Note that f,, — f in LP(f2), and that each f,, has a compact support. The latter implies that
for each m,n € N, we have that T,,f,, € C°(Q). Further, since f € K, then f,, € K for all
m € N, and with 3, as defined above, it follows that 5,1, fn € K and B,T,fm — fm in LP(Q)
as n — o0. Since fp, — f in LP(Q), the sequence (5,7}, fm,, )nen for some subsequence (fi,, Jnen
satisfies 8, Ty, fm, — f in LP(Q) and (7) is proven.

Step 3: Let G =V, and f € Kg with f € WAP(Q). Then, T, f € WrP(Q)NC>(Q\ A) and from
(4.1), we have the estimate

x_

VT (f)(2)] < Cn( )/{2/)(177()) IVIy)ldy

\Vn / < )|y—m||Vf( )| dy




g<1+“m%%fm”)>MM@a@y

Define M, (z) := (1 + sup,cq |Vn(z)|/n) My (x) and 3, analogously as S, but with M, instead of
M,,. Hence, M,, — 1 in the sense of C'(Q), and 3,, 1 1, so that |3,VT,(f)(z)| < a(z) for all x € €,
and 5,1, (f) — f in X which proves (iii). O

7. CONCLUSION AND OUTLOOK

We have established analytical properties of the variable step mollifier introduced by Burenkov;
in particular, we have determined its boundedness on LP, WP and BV spaces, and proven bound-
ary/interior values preservation properties via the construction of the mollifier. Further, we have
shown that the operator is versatile to consider the question of density of smooth functions on
certain closed, convex sets in Banach spaces of functions. Future steps concern the application of
the mollifier for determination of constraint qualifications in the context of Fenchel dualization.
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APPENDIX A.

Proof of Proposition /.1. Note first that the product rule gives

() VIS = YO [ (“;; — ) J() dy+ C@)V, ( . (f} - ) 1) dy) .

In what follows we compute a series of gradients, towards a simplification of (A.1). We first compute

the gradient of the map z +— p (%)

v (e (5at) =7 () v Gt
(A.2) =0 (221) |- (o = (o= )9t
=vo () (v = O ?QTV”(‘”)

()

Note also that

(A.4) VC(z) = —N = —NC(x)



We now argue that we can alternate differentiation and integration, i.e., for every x € {2 we have

Ve </Qp<:;(;)y> f(y)dy> :/va (p <9;(;5y>)f(y)dy-

This can be done, provided that given € 2 and an open neighbourhood of it U € €2, we have that
Va (,0 <;C(_§J)> fly) < G(y), forevery z €U and y € Q,
n(x
where G is an integrable function. Since the expression of interest is zero unless |y — x| < n(z), then
in view of (A.2) and the fact that x is away from the boundary, we have

v (o (520) i) s’w(i(‘xf) (55 + 170 ) 1£ )
< Cxy, ()| f )l

where Uy = Uzey By(y)(2). Since U, is compactly inside £ we have that G := C Ay, f is integrable.
Thus, we can again alternate differentiation and integration. Then, using integration by parts, the
product rule in BV and (A.3), we get

([ () swan) = [ -9y (o(522)) (v + =078 sy ay
I

- fur () s

« [ (o (5@)) (0= )
B /Qp < n(ﬂf)g/) 405 ()

= e () (v 7sw) o

:/n (n(ﬂ«’;}) DI
v e () s
) o
Combining now (A.1), (A.4) and (A.
(e Gy 1)

we get

5)
VIf() = VC(a) [ p<”f7 [x;’) £y dy+ C(a)V,

e o (558 o

0@ [ o () i
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