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Abstract. In this paper we consider a slab of viscous incompressible fluid bounded above by a free boundary, bounded below
by a flat rigid interface, and acted on by gravity. The unique equilibrium is a flat slab of quiescent fluid. It is well-known
that equilibria are asymptotically stable but that the rate of decay to equilibrium depends heavily on whether or not
surface tension forces are accounted for at the free interface. The aim of the paper is to better understand the decay rate
by studying a generalization of the linearized dynamics in which the surface tension operator is replaced by a more general
fractional-order differential operator, which allows us to continuously interpolate between the case without surface tension
and the case with surface tension. We study the decay of the linearized problem in terms of the choice of the generalized
operator and in terms of the horizontal cross-section. In the case of a periodic cross-section we identify a critical order of
the differential operator at which the decay rate transitions from almost exponential to exponential.
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1. Introduction
1.1. Free Boundary Navier—Stokes Equations

Consider the evolution of a layer of viscous incompressible fluid subject to a constant gravitational force.
The physically relevant dimensions for the evolution are either 3 or 2, but we will actually consider
arbitrary dimension N > 2, as the results of this paper ultimately do not depend on the dimension.
The fluid is bounded below by a flat hyper-plane, corresponding to an interface with a rigid solid, and
above by a free surface that evolves with the fluid, corresponding to the interface with another fluid. We
assume that the fluid lying above the moving interface is trivial in the sense that it is of constant pressure
(a vacuum, for example). We will consider either the case in which the horizontal extent of the fluid is
infinite, in which case its cross section is

¥ =RV (1.1)

or else the case in which the fluid is horizontally periodic, in which case we assume its cross section is
the (IV — 1)-torus

¥ =TN"1, (1.2)
More general periodicity could be enforced by allowing the periodicity length to vary in each coordinate
direction, but this does not have any serious impact on the results of the paper, so we have chosen the
simplest setting of a standard torus.
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Let us now state the equations of motion governing the evolution. Throughout the paper we will write
points z € ¥ xR as z = (z,y) with € ¥ and y € R. In other words, z is the horizontal variable and y is
the vertical variable. We continue to write 0; = 0., for partial derivatives, with the understanding that
zi=x;for 1 <1< N —1and zy = y.

We assume that the moving upper boundary of the fluid is given by the graph of an unknown function
7 : ¥x[0,00) — (0,00), which means that the moving fluid domain is modeled by the open N-dimensional
set

Qt)={z=(z,y) eZxR|0 <y <nx,t)}. (1.3)
Then the moving upper surface is
Yt)={z=(z,y) e Z xR |y =n(z,1)} (1.4)

For each t > 0 the fluid is determined by its velocity and pressure functions (u,p) : Q(t) — RY x R.
Then the unknowns (u,p,n) must satisfy the incompressible Navier—Stokes equations in () for ¢ > 0:

Oou+u-Vu+Vp=Au—gey in Q(t)

divu =0 in Q(¢)

on =un — Z =1 u] 9 on X(t) (1.5)
(pI — Du)v = (Peyt — oH(n))v on X(t)

u=0 on {y=0}.

Here ey = (0,...,0,1) € RY is the vertical unit vector, g > 0 is the strength of the gravitational force,
(Du)ij = aiuj + 8ju,» (1.6)

is the symmetrized gradient of u, v is the outward-pointing unit normal vector on the moving surface
X(t), I is the N x N identity matrix, P.,; € R is the constant pressure above the fluid, o > 0 is the
surface tension coefficient, and

Vn

V14V

is (minus) twice the mean curvature of the free interface. The first two equations in (1.5) are the standard
incompressible Navier—Stokes equations with unit density and viscosity. The third is the kinematic trans-
port equation for 7, the fourth is the balance of stress at the interface, and the fifth is the no-slip boundary
condition at the bottom. The problem is augmented with initial data 1y : ¥ — (0, 00), which determines
the initial domain g, as well as an initial velocity field ug : Q9 — R . Note that the assumption 7y > 0
on Y means that g is a well-defined open, connected set.

It is convenient to rewrite (1.5) in an equivalent form. To do so we introduce an equilibrium height
¢ > 0 and redefine the pressure via

H(n) = div (1.7)

p(z,t) = p(2,t) = Pear + g(y — ). (1.8)
We then introduce the variation from equilibrium height as
h(z,t) = n(xz,t) — L. (1.9)
In terms of these new unknowns, the system may be rewritten as
Ou+u-Vu+ Vp=Au in Q(t)
divu =0 in Q(t)
Oth = un — Z 1 ujc?‘ h on X(t) (1.10)

(pI — Du)v = (gh — cH(h))v on X(t)
u=0 on {y = 0}.
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1.2. Equilibria, Stability, and Linearization

Associated to sufficiently regular solutions of (1.10) are physical energy and dissipation functionals: the
energy is

E(t) :/ﬂ(t) %|u(z,t)|2dz+%/Eg|h(x,t)|2dx+a/z(«/1+|Vh(a:,t)\2 S dr, (111)

and the dissipation is
1
D(t) = 7/ |Du(z, t)|*dz. (1.12)
2 Jow

The first term in the energy is the total kinetic energy of the fluid, the second is the gravitational potential
energy stored in the fluid, and the third is the surface energy generated by deviation from a flat interface.
The dissipation functional measures the extent to which the fluid flow deviates from a rigid motion. The
energy and dissipation are related through the energy-dissipation equation:

%E(t) + D) =0, (1.13)
as can be seen by taking the dot product of the first equation in (1.10) with u, integrating by parts,
and using the other equations in (1.10). The identity (1.13) and the non-negativity of D show that the
energy is non-increasing in time and that any decrease in the energy is accounted for by the dissipation
functional.

The energy-dissipation Eq. (1.13) reveals that any equilibrium (time-independent) solution must sat-
isfy D = 0, and so the no-slip boundary condition and Korn’s inequality, Theorem A.3, imply that v = 0.
In turn, this implies that p = 0 and h = 0. We deduce from this that the only equilibrium solution
corresponds to a quiescent fluid in the flat slab 3 x (0, £).

Clearly u = 0, p = 0, h = 0 corresponds to a global minimizer of the energy functional E, so we
formally expect the equilibrium solution to be stable. This is indeed the case, and in fact the equilibrium
is asymptotically stable, though the rate of equilibration is highly sensitive to the form of ¥ and the
value of 0. We now survey some of the known results. General data local well-posedness of solutions
without surface tension (o = 0) was first proved by Beale [1]. In [2], Beale showed global existence with
surface tension (o > 0) and ¥ = R? for small initial data. Algebraic decay in this case, assuming the
initial data belong to L', was proved by Beale-Nishida [3]. In [8], Nishida-Teramoto—Yoshihara showed
that with surface tension, ¥ = T2, and with small initial data, the energy decays exponentially. In [7],
Hataya showed that without surface tension when ¥ = T2, if the data are small in a certain Sobolev
space, then the energy decays algebraically: E(t) < (14 ¢)~2. In [6], Guo-Tice showed algebraic decay
without surface tension when ¥ = R? and with small initial data. In [5], Guo-Tice showed that when
¥ = T? without surface tension, we get almost exponential decay of the total energy for small initial
data, namely if M € N with M > 5 and |Ju||32n + ||770Hi{21‘“% is sufficiently small, then

Et) < (1 +t)~*M, (1.14)

We summarize the known decay rates in the following table. Recent work of Saito [9] studied the problem

o =R? S =T2
oc>0 Algebraic decay Exponential decay
c=0 Algebraic decay Almost exponential decay

without gravity or surface tension (g = o = 0) for ¥ = R¥~=1 N > 2, and proved the existence of global,
exponentially decaying solutions for small initial data.

We can get a rough understanding of the role that surface tension plays in determining the decay rate
by examining the linearization of (1.10). The linearized problem is posed in the fixed equilibrium domain

Q=3 x(0,0), (1.15)
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with the linearized unknowns (u, p,7) evolving according to the linearized equations:

Owu+ Vp = Au in Q
divu =0 in
Oth = un on {y =/} (1.16)
(pI —Du)eny = (gh — cAh)ey on {y =/}
u=0 on {y = 0}.
The corresponding linearized energy and dissipation are
1 1
Eion(t) = / Lu(e,t)Pdz + / (g1n(e. 0 +0 (. 1)) da (1.17)
Q2 2 Js
and )
Din(t) = 5 [ [Dulz, )P (118)
Q
and they obey a linearized version of (1.13):
d
@Elin(t) + Dlin(t) =0. (119)

We can hope to gain some insight into the decay properties of solutions by using this to study the decay
of Elin.

As defined, Dy;, provides no control of the linearized free surface function h, but we can use the
Eq. (1.16) to try to gain some control. Formally counting derivatives (in particular, ignoring the pressure
for now), we expect to have the regularity relation

gh — o Ah ~ Tr(Du)ey, (1.20)

where Tr denotes the trace onto I' = {y = ¢} (see Theorem A.1).
Now, when o > 0 the left side of (1.20) is a second-order elliptic operator, so we expect that

120l reve sy S NTrDW) | ey S N1l grovsrz ey - (1.21)

Formally choosing s 4+ 3/2 = 1 then shows that we expect
2
17737255y < Diin (1.22)

and since (writing « < y when Cz < y < x/C for some universal constant C' > 0)

1 2 2 2

3 J, @I+ o V@) ) dz = 5 s (1.23)
we conclude that it is plausible that the linearized dissipation is coercive over the linearized energy, i.e.

Eiin < Diin, (1.24)

which together with (1.19) would yield exponential decay of solutions with surface tension. When ¥ = T2,
this argument can be made rigorous in a higher-regularity context (this is essentially the strategy of [8]),
but when ¥ = R? there are certain technical complications that obstruct exponential decay (see [3]).

On the other hand, when o = 0, the left side of (1.20) is a zeroth-order elliptic operator, so no
regularity is gained. A formal derivative count then shows that we expect

Hh”Hs(E) < HTT(DU)“Hs(F) S ||UHH5+3/2(Q)1 (1.25)
which yields, upon formally setting s = —1/2,
||h|ﬁqfl/2(z) S Diin- (1.26)

In the case without surface tension

1
5 oM@ do < hlscs) (1.2
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and so we conclude that we cannot expect the dissipation functional to be coercive over the energy, and
as such we cannot expect exponential decay.

1.3. More General Boundary Operators

The above discussion highlights the role played by the order of the differential operator g — cA in
determining the decay properties of solutions to the linearized problem (1.16). Here o > 0 gives a second-
order operator, while 0 = 0 gives a zeroth-order operator. This suggests a natural question: what happens
if we replace the operator with a more general one of fractional order? The goal of this paper is to answer
this question for the linearized problem.

To this end, we first introduce the more general boundary operator. We will let the Fourier transform
be taken relative to the horizontal z variable only, i.e. F : L2(X) — L2(3) for 3 the dual group of :
Y =RV when ¥ = RV! and & = Z¥~! when ¥ = TV -1, We will also often write * = F to denote
the horizontal Fourier transform. The operator g — oA acts on the Fourier side via

Flgh — o AR)(€) = (gh — o AR)(€) = (g + 4n20 |€]*) Fh(€) for € € 5. (1.28)

The essential features here are that the Fourier multiplier g + 4720 [€ \2 is real, bounded below by a
positive constant, and grows quadratically for large . This suggests that we replace g — c A by the more
general Fourier multiplication operator, M, defined via

FM(R)(€) = u(§)Fh(&) for £ € 2 (1.29)

for a symbol function p : ¥ — R satisfying
1 .
0 <uE) =50+ €])? for all £ € % (1.30)

for some 6 > 0. When 3 = RV~ we will assume for simplicity that 1 is continuous. Occasionally in the
paper we will also demand that

lim M =0,
lel—oo [
but we will always make this extra assumption clear.

Since multiplication by £ on the frequency side corresponds to differentiation on the space side, we
can think of M as a generalized differential operator of order no more than 3. In particular, this choice
of p allows us to continuously interpolate between the second-order surface tension operator and the
zeroth-order operator without surface tension. It also allows us to exceed the order of the surface tension
operator and go up to third order. In principle we could allow u to grow faster than cubically, but various
calculations and statements of decay rates would become significantly more complicated, so we have
focused our attention on the case of at most cubic growth. We are most interested in the case

(1.31)

w(€) = g+ o(2n|E))* for 0 < r < 1, (1.32)

which provides a very simple way of interpolating between no surface tension (r = 0) and the presence
of surface tension (r = 1). In this case we can write

M(h) = gh+ o(—A)"h, (1.33)

as (27 |€])?" is the standard symbol for the rth power of the negative Laplacian.

Two features of the operator M defined by (1.29) are worth noting. The first is that p is not assumed
to be a radial function, so the corresponding operator M can be anisotropic. The second is that in general
the operator M is nonlocal.
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Switching to the generalized boundary operator in (1.16) leads to the following system of equations:

Odwu+ Vp=Au in Q

divu =0 in Q

Oth = un on{y ={} (1.34)
(pI — Du)ey = M(h)en on {y =/}

u=0 on {y = 0}.

Our goal is to characterize the decay properties of this problem in terms of M, or equivalently pu.
In the case that ¥ = TN~ there is an additional observation and convention we need. Note that the
condition divu = 0 guarantees by the divergence theorem that for all y € (0, /),

/ un(z,y,t)dr = / divu(z,t)dz =0 (1.35)
-1 N1 (0,)
and that
d
—/ h(z,t)dx = / un(x, 4, t)dr = 0. (1.36)
dt TN-1 TN-1

We will assume that the initial data for the free surface, hg, satisfies

/ ho(x)dx =0, (1.37)
TN—I

since otherwise we should choose a different value of £. Thus we add the requirement that our solutions
to (1.34) also satisfy

/ h(z,t)dx =0 for all £ > 0. (1.38)
TN-1
There is an energy-dissipation structure associated with (1.34), namely if we set
1 1
Et) = 7/ lu(z,t)|>dz + f/ M(h)(x,t)h(x,t)dx (1.39)
2 Ja 2 s
and
1
D) = 5 [ Dulz o (1.40)
2 Ja
then we have
d
€M) +D(t) = 0. (1.41)
On the Fourier side (recalling that we write * = F for the horizontal Fourier transform), we may write

.2

[ = [ i)
b b

so the energy is positive definite (when ¥ = TV~ the integral over S is really a sum). Note that changing

M directly changes the structure of the energy, while leaving the structure of the dissipation unchanged.

However, when we seek to use the linearized equations to control h in terms of the dissipation functional,

we appeal to the equation

dg (1.42)

M(h) = p — Duey - e, (1.43)

which shows that these estimates of h will also depend on the form of M. Thus, we expect that the decay
of solutions will depend on the balance of these features.
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1.4. Main Results and Discussion

In order to study the decay of the energy &£, we will decompose it into contributions from each individual
Fourier mode £ € X. To this end we define the full energy to be

I
5f2/9| | +2/2M(h)h, (1.44)

— 3 [ tiewra " (1.45)
These are clearly related via Fourier synthesis:
&= / Eede. (1.46)
b3

The main result of the paper is proved in Theorem 3.1, where we establish the decay properties of &¢
for £ # 0. We prove that

and for each £ € 3 we define

Ee(t) < bEe(0) exp (—c%t) (1.47)

for constants b, ¢ > 0. When ¥ = TV~ the zero mode is important, but it decays in a different manner:
in Theorem 3.3 we show that & decays exponentially in this case. These results highlight an essential
feature of the linearized problem (1.34): there is a significant difference in the decay properties of the
high frequency modes and the low frequency modes. Note that in the periodic case, ¥ = TV~ there is
only one low frequency mode, namely the zero mode. These decay estimates are essentially sharp in the
sense that there exist solutions that achieve these decay rates. We prove this in Theorem 3.4 for high
frequencies and in Theorem 3.5 for low frequencies, under some mild extra assumptions about .

In the rest of our results we primarily specialize to the case M = g 4+ o(—A)". This gives a striking
picture of the high-low split. In this case our frequency-based decay results are summarized in the following
table.

> =RN-1 5 — TN-1
High frequency modes exp —c|£|2’“_1t) exp (—c|§\2T—1t)
Low frequency modes exp —c|§|2t) exp(—6t)

As mentioned above, in the periodic case ¥ = TN~ there is only one low frequency mode, and it
decays exponentially. This means that the decay of the nonzero modes completely determines the decay
of the full energy £. When 1/2 < r < 1 these frequencies decay exponentially, and a Fourier synthesis
then allows us to prove in Theorem 4.1 that £ also decays exponentially. When 0 < r < 1/2 the nonzero
frequencies do not decay exponentially. In Theorem 4.3 we show that we can still prove that solutions
decay, but that they do so at an algebraic rate tied to the regularity of the initial data and to the difference
1/2 — r. In particular,

Et) S K(1+¢)~+/0/2=m) (1.48)
where s > 0 is a Sobolev regularity index associated to the data and K depends on the data (up to
regularity s). This means that the more regular the data are, the faster the solution decays. This is
almost exponential decay in the same sense as proved in [5] when r = 0, i.e. without surface tension.
Moreover, the closer r is to 1/2, the more decay is produced by gains in regularity of the data.

This analysis shows that there is a sharp transition that occurs at the critical index r = 1/2, with
solutions decaying almost exponentially for » < 1/2 and exponentially for 1/2 < r. This suggests a more
detailed study of the transition is in order. In Theorem 4.4 we consider the cases in which the symbol u

is of the form
AEppp— €

Tog <) (loglog &))" (1.49)

or (€)= g+ 270
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for large &. These provide a simple way of zooming in around the index r = 1/2 to further study the
transition. In the former case we prove that

E(t) < K exp (—ctlﬁ) , (1.50)
and in the latter case we prove that
t
Et) <K —— 1.51
(0 < Kexp (=epr e (151)

where K is a constant depending on the data and ¢ > 0 is a constant depending on the parameters.
This provides a more refined picture of what happens near the critical index: solutions shift from almost
exponential decay to weaker forms of exponential decay, as in (1.50) and (1.51).

The disparity between the high and low frequency decay rates plays a more serious role in determining
the decay of the full energy & in the non-periodic case ¥ = RV~!. This is due to the obvious fact that
there are nonzero low frequency modes. The decay properties of the high frequency modes remain the
same as in the periodic case, but the slower decay of the low frequencies slows the overall decay rate of
&, which we prove in Theorems 5.1 and 5.2. In these results we use assumptions on the initial data to
guarantee quantitative decay rates for the low frequencies. In Theorem 5.1 we use L?—based spaces and
the Riesz transform, as done in the analysis of the problem without surface tension (r = 0) in [6]. In
contrast, in Theorem 5.2 we use L'-based assumptions as done for the problem with surface tension in
[3]. These both yield fixed algebraic decay rates.

The following table summarizes our decay rates in terms of 3 and the operator M = g + o(—A)".

S =RN-! »=TN-!
1/2<r<1 Algebraic decay Exponential decay
0<r<1/2 Algebraic decay Almost exponential decay

2. Preliminaries

In this section we collect a few tools and notational conventions used throughout the remainder of the
paper.

2.1. Fourier Transform

Whenever we apply the Fourier transform, it will be with respect to the horizontal variable 2 € RV~1,
For any function that is at least horizontally L2, the Fourier transform will be defined in the standard
way, using the convention for the Fourier transform that

Fi©) = 1) = [ fae s (21)
for £ € 3. Here the dual group is

(2.2)

. RN iR =RN!
BRVARE if ¥ =TN-1,

We will use the fact that the Fourier transform with respect to  commutes with derivatives with respect
to y (both classical and weak derivatives).
We will also use the Sobolev spaces H*(X), defined through the norm

1121y = / (L4 €21 F£(6)Pde (2.3)
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and the space Hj(L2), defined by

4
Wiy = [ [0+ 6Py 56 ) e 2.4)

2.2. Function Spaces and Weak Forms

Here we quickly survey some of the function spaces used in defining a weak formulation of (1.34). We will
often use L7 (X) to mean L*([0,T]; X) and L2(X) to mean L*([0,£]; X). We define H'((0,¢)) to be the
Sobolev space of functions u € L?((0,¢)) with weak derivatives v’ = d,u € L?((0,¢)). We define H' ()
to be the Sobolev space of functions u € L?(2) with weak derivatives Vu € L?*(2). We equip both of
these with the standard norms and inner-products. We will use (-,-) to denote an L? inner product and
(-,-) to denote an H' inner product.

In order to accommodate the no-slip condition at the bottom of €2, it is convenient to define the space

H'((0,0) = {u e H'((0,£)) | u(0) = 0} (2.5)
and endow it with the inner product (u,v),y: = (v/,v’). Similarly, we define
oH " (Q) ={uec HY(Q) |u=0on {y=0}}, (2.6)

endowed with the inner product (u,v),y: = (Vu, Vv). By the Poincaré inequality (see Theorem A.2 in
the “Appendix”), these give norms equivalent to the standard one on H'. Given ¢ € RV~ let

Hé:{uEHl((O,E)) |u=0on {y=0}} (2.7)
with the inner product
() gy = (0 + 477 (u,0). (2.8)

This is essentially the o H'(Q) inner product for a particular Fourier frequency, since it is easy to see that

(o) = [ (0. 0(O)myde. (2:9)

We will use [-,-] to denote the pairing of HEI with its dual and the pairing of ¢H' with its dual. The
element of the dual will be the first argument.
On Q=% x (0,¢), we also define

oHL = {u e oH (Q;RY) |u=0on {y=0},divu=0} (2.10)

with the inner product (u,v) g1 = (Vu, Vo). Since this is inherited from its structure as oHY (RN,
this inner product gives a norm equivalent to the H' norm. Also similarly to how the H, 51 is essentially
the o H(£2) inner product for a particular frequency, we can define a space H, 178 to be essentially the

oHL,(Q) inner product for a particular frequency, namely

i=1

Hés = {u :(0,0) - CN

N-1
u € (Hfl)N,u§V—|—27riZ§iui:0} (2.11)

with the inner product inherited from (H{)N.

L7 For this
to make sense, we need an embedding ¢H}, — OHslol*' To get such an embedding, we note that oH_), is

We will need to consider functions that are in oHZ, and whose time derivatives are in oH_}

dense in its L? closure o H, 11 (with the L? norm). Then oH. 1| 1s its own dual under the L? inner product,

so we get an embedding oH., — oHL,". Composing, we get an embedding oH', — oH.,". The same
construction of embeddings will be used for ¢H', Hgl, and Hés.
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We have the following weak formulation of (1.34). We say that (u, h) is a weak solution to (1.34) if
u € Li,o([0,00);0Hyp), Oru € L, ([0,00); (0Hgo)™), 1 € Lit ([0, 00); L*(X)), M(h) € Lii,.([0, 00); L*(%)),

sol

Oih € Lloc([07oo);H1/2( ), and
[Opu, ] g1 = omr, + 5 1 (Du, Do) + f{y:e} M(h)uy =0Vv € LA(oHL)), fora. e.t
divu=0
Oth = un on {y =/} (2.12)
U = U att =0
h = ho att =20

with the extra condition
/ h(z,t)de =0 (2.13)
TN-1
when ¥ = TN-1,

2.3. Some Useful Estimates

Here we derive some estimates that will later be useful in various calculations.
Let v : (0,£) — R satisfy v € H}. Then

o]l = [1VIIZ2 + 472 [gll[oll72 2 (1+ 6]z (2.14)
by the Poincaré inequality, Theorem A.2 in the “Appendix”. Thus
vl 2
vl|pe < < 2.15
I (2.15)
For ¢ € C*°([0,¢]) with ¢(0) = 0, we may compute
‘
(+1eD1eOP < | [ ¢ 6] +il [ 20@ema
<€/ dy—l—2|£|\// 2dy\// y)2dy
< el (il + Zlelly ) < €+ Dl (2.16)
S0 Lot
Jr
0HP? < 2.17
|0 (€)] _1+|§||| el (2.17)
for all £&. We use density of such smooth functions in H, 51 to extend this to all p € H; !. Using this, we get
144, 5 14+ 144, 4
ap(l) > — al® — l - = 2.18
ol6) > ~TlaP - T pel0F > — el — 1l (218)

For the remaining three estimates, we assume that ¥ = TV ~!, consider w € OHI(Q), and fix some
€ € ZN~1. We then define @ : Q — R via @(x,y) = (£, y,1)e> € (that is, @ is just a single Fourier mode
of u). Then

Vu(€)e*™ €% = Vii(z,y) and Du(€)e?™E" = Di(x,y). (2.19)
If we define ¢(y) = (&, y), then (2.17) gives us
1+¢ 1+7 1+¢
’0' aé 2 S P 'a 5 " 2 1 = 1 V 2
46O < T3 71906 My = T B = 7 7g 1V
. 1+¢
la(e, O < V(s NE2(0,0)-

1+ ¢
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We can also use the Poincaré inequality on (0,£) to see that
2

_— d
936 M) = la(e, My 2 | a6

+ PNl Z2 (0,0 2 (1 +IEPNAE, IF2(0,0)5
L2(0,0)
(2.20)
SO )
(¢, - < ——[|Vu(é, )] 2.21
1a(€. Mlzz0.0 < 17 ‘E||IVU(§, i (2.21)
We may also use Korn’s inequality, Theorem A.3, to calculate
IVu(©)lZ20.0) = [Vul€)e*™ 720y = IVillF2(0) S DT () = [Du(€)e*™ |22 q)
IVu(€)l|Z2(0,e) S w720, (2.22)

where the constant suppressed by < may depend on ¢, but not on &.

3. Decay Analysis at a Fixed Frequency

Our goal in this section is to study the decay properties of the energy &, defined by (1.45), as a function
of £&. We will first derive decay estimates and then show that these are sharp in some cases.

3.1. Decay of Fourier Modes

We now turn to the question of determining the rate of decay of & (t). In order to treat the cases ¥ = TN ~1
and ¥ = RN¥~! in a unified manner, we begin by examining & # 0.

Theorem 3.1. Suppose that u is a weak solution to (2.12). There exist constants b,c > 0 such that for
almost every & € L\{0} we have that
[€171(6) )
Ee(t) < bEe(0) exp (—ct , 3.1
¢(t) ¢(0) (1+¢))3 (3.1)

where E¢ is defined by (1.45).

Proof. Throughout the proof we will abbreviate Lz = L2((0,¢)). We will initially prove the result in the

case ¥ = TVN~1 in which case ¥ = ZVN~1. Fix € € f]\{O} Upon complexifying the weak formulation of
(2.12), we have that

1

[Oru, V] (1 )« o1, + i(Du, Dv)r2(q) —|—/{ N M (h)oydz =0 Vo€ Li(oHL)) fora.e t, (3.2)
y:

where here the test functions v can take values in CV. Here we introduced the complexification for

convenience in working with Fourier modes. Note that in (3.2) we are taking L? inner products and dual

pairings in spaces of complex-valued functions, so we have to be careful about complex conjugates.
Consider V : Q x [0,00) — CV defined by

Vi, y,t) = a(§, y, t)e™ ", (3.3)

which is just the component of u from a single Fourier mode at spatial frequency &. It is a simple matter

to verify that V € L2.(oHL). From the commutativity of the Fourier transform with weak derivatives

and from the fact that V' (¢, y,t) = 0 for ¢ # &, upon setting v =V in in (3.2) we get

[8tu, V}(OHgol)*70H301 + [3tu, V}(oHslol)*yoHl

sol

= [8{&(5, K t)7 ‘A/(€7 B t)](HéS)*,HéS + [atﬁ/(€7 K t)a V(g? *y t)}(Hflq)*,H%q (34)
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Applying Theorem A.4 from the “Appendix” shows that

(O, V]gm ye omn, + (00, Vgm ye om, = tH@(ﬁmt)Hzm((ox)y (3.5)
Also,
DV (z,y,t) = Du(&, y, t)e>™é*, (3.6)
SO we may compute
(Du, DV) = |[Du(€, -, )|32((0.0))- (3.7)
Finally,
- M(h)Vydz = CGZZN 1 p(OC VN (S, 6 t) = p(&)h(E, B)an (€, 6, 1) = p(Eh(E, )Dh(E,1).  (3.8)

Adding the equation above to its complex conjugate then gives

—

/{ | MO [ MV = (b€ DAR(E D) + MOHE HIRE) = & @l 0
(3.9)

where in the last equality we have again used the commutativity of weak derivatives with the Fourier
transform. Thus adding (3.2) to its complex conjugate and dividing by 2 gives

d (1. 1(€) 5 1=
0= <2||U(€’ SHlZ + 5 IhlE, St )+ §||DU(€7'775)||%§ (3.10)
for t > 0.
We will now construct another function v :  x [0,00) — C¥ to plug into the weak formulation. First,
we set (IEl)
sinh(|£|y
= I 3.11
Note that ag € C°°([0,]) satisfies ag( =1, ag(0) = 0, as well as the bounds
[oecwras s [Py, [dwpasaviern e
We then let w : (0,£) — CV be given by
w(y) = (oot ). acly) ) (313)
2rl¢[2 ¢
where / = d/dy, and then we let v : Q x [0,00) — C¥ be given by
v(@,y,t) = h(&, 1)’ w(y). (3.14)
Clearly v(-,t) € oHL,. Then (3.2) gives us
0 = [Ovu,v](omy-om + 5 (DU Do)pagey + 3, RS H)IN (S, L t). (3.15)
cezN-1
Also, from Theorem A.4 in the “Appendix” and the polarization identity, we have
d
%(U, U)LQ(Q) = [at’ll,, U](OHl)*70H1 + [6{1}, U](OHl)*,oHl = [&u, U](oHl)*,oHl + (U, at’l})LZ(Q). (316)
Plugging this into (3.15) and using the formula for oy, we get
d
0= = —(u,v) 12(0) — (4, 04v) L2(0) + 2(Du Dv) 2y + 1€ N (3.17)

Applying Parseval’s theorem to this identity then shows that
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= %(ﬂ(&, '7t)7{)(§7 '7t))L§ - (12(5, ',ﬂ,@ﬂ?(f, K ))L2 + 35 (Du(§7 ) )am(€7 '7t))L% + u(£)|il(§,t)|2
(3.18)

We will take a positive linear combination of (3.10) and (3.18), weighing the latter by a factor 3, and

we will use the fact that 9,h(€,t) = an(E, 0, t) (which holds since weak derivatives commute with the
Fourier transform) to get

= % (;H’[L(& 7t)||%§ + @ﬁl(&t)ﬁ —l—,@(ﬁ(f?‘,t),{)(f, '7t))L§>

+§HHM, S Ol[Fz = B (€6 8)(@(E, - 1), w)is + 5 v 5 (Du(é. 1), Do(E, 1))z + Bu(©) (€, 1) .
(3.19)

We will employ this equality to prove the decay result, but to do so we must first absorb various terms.
We claim we can choose some 3 = 3(|¢]) so that the following hold:

B((€.£),0(6.- D)z < (e Dl + L2 e, o2 (3.20)
% Bute, 0, Bue, . )3 | < lBute, - 03 + 4 e e (3.21)
Bin (€, £ )((E, 1), w)sz) < LB, 0. (322

We will now proceed to determine what upper bounds on ﬁ these conditions require. We first compute
A . (S9N
(@€, 1), 0(&, - )z | < a6 DIl + 5= || (& )Ilig
. 2 |h £,1)]? 2
< §||u(£7'at)||L§ t o ; \w(y)| dy

§a||a(§’.’t)||2%+ |h(it)|2 <1+|§| N 1 )

[SE 9
X 1+ |£|
so in order to satisfy (3.20), we can take
1+ ¢ E171(8)
o? = and f < ¢y =—== (3.24)
[§171(6) 1+ [¢]
for a sufficiently small constant ¢ > 0.
A similar computation shows that
— o, —~ 1, =
|(Du(€7 7t)aDU(§7 7t))L§‘ < §||Du(€7 70”%% + %”D’U(fa aﬂ”%%
_ 1~
< allBu(e, 03, + 190, DIl
_ 1 . ¢
< of[Du(§, -, )ll7 + alh(éat)|2/0 W' (y)[? + 4n? € lw(y) [ dy
- L (1+1€)° €17
SCV Duév'vt 2 +*h§at 2<+]—+ 5 +
—~ 1+ €
S alBuce iz + S e o, (3.25)
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so in order to satisfy (3.21), we can take

201+ [e)?
EPue)Ve

for a sufficiently small constant ¢ > 0.
Finally, using (2.20) and (2.21) for the second inequality and (2.22) on the fourth inequality, we get

|1)N(§,£,t)(’ll(£, "t)vw)Li‘ < |’[I'N(§7£7t)”m(§7 '7t)||L§ ||wHL2

1 _ 1 1+€|>
< ———— ||V . P \V4 S 2
S v t>|Ly(1+|§|| u(e >||Ly)(1+|§|+ =

m|| il ()

S 7“ u(€, - t)l2s- (3.27)

€2V + el

Then in order to satisfy (3.22), we can take 8 < c[¢|?1/1 + [¢] for a sufficiently small constant c. Note
that 1(€) < (1 + |€])? implies that the condition

€12 (&)

and 5 < e )8

(3.26)

ePu)
ISty 52

is stronger than the other two conditions, so we can simply take

2
5=l “(5)3.
(1 +[¢])
in order to guarantee that (3.20)—(3.22) are satisfied.
With this choice of 8 in (3.19), we deduce that

£(t) S St D12 + LR 02 + B(a(E. 1), 006 D)y < ) (3.30)

(3.29)

and
§||m<£,-,t>||ig ~ Ban (6 6 H(@(E, ), w)s + 5 5 (Du(&. 1), Do(E, 1)) 2 + Bu(©) (&, 1)
2 IDu(s, - 1)l[72 + Bu(©)Ih(E )
2 NIVu(, - 6)[122 + Bu(€)lh(E, )P
2 [Pl - DliZz + Bu©h(E, - )2
2 BE(t)
> 5 (;Ila(& DI + e n e+ sace. - 0.0 ~,t>>Lg) , (3:31)

where the second inequality follows from (2.22), and the fourth one follows from the bounds on 3 derived
above. With these inequalities in hand, we can view (3.19) as a differential inequality, which we can
integrate to see that

Sl 011z, + M e o2 + sGace, 0,06 D)z
< (3106015 + " HE P + 506, 0) 66, 0z ) exp (e LHELL) 33

for some ¢ > 0. In turn, the above inequalities imply that

2
Ee(t) < bE(0) exp (—c%t) (3.33)
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for constants b, ¢ > 0. This completes the proof of (3.1) when ¥ = TN~

We now indicate how to modify the above proof to handle the case ¥ = RV ~!. In this case we cannot

use V and v as above since x — €2™'¢ does not belong to L2(RV~!). To get around this, we consider a
real-valued ¢ € C2°(RV~1) and define

Vi) = [ e 0@ ds and vl t) = [ O 0l et
(3.34)

where in the latter equation we have written w(§,y) for the mapping defined by (3.13). We may then
argue as above and employ Fubini’s theorem to see that

0= /RM [jt (;Ia(g, S)lZ + @Iﬁ(ﬁ, -7t)|2) + %Hnﬁ(g, -,t)||i;;] o(€)de (3.35)
and
/ |:jt(r&(§7 'ﬂt)v’[)(fa 'at))L%l - (ﬁ(f, ',t),at’f)(f, 'at))L§:| <,0(§)df
]RN—]
+ /RM B@u(& 1), D0(E, 1)) + u(é)%(&tﬂ p(§)d¢ = 0. (3.36)

Since (3.35) and (3.36) hold for all such ¢ we conclude that (3.10) and (3.18) hold for almost every
£ €Y =RY~1 With these in hand we may then employ the above argument for a.e. £ to see that (3.1)
holds for a.e. &. O

Remark 3.2. In the case X = TN ~! we use counting measure, so Theorem 3.1 tells us that (3.1) actually
holds for all ¢ € ZV~1\{0}.

When ¥ = T¥~1 Theorem 3.1 tells us nothing about the behavior of & when ¢ = 0. We handle this
case now by showing that & decays exponentially.

Theorem 3.3. Suppose that u is a weak solution to (2.12) with ¥ = TN=1. Then there is a constant § > 0
such that

Eo(t) < &E(0) exp (—dt), (3.37)
where & is defined by (1.45) with £ = 0.

Proof. Recall that in our notion of solution for ¥ = TV~! we require that h satisfies the zero-average
condition (2.13). On the Fourier side this corresponds to the condition A(0,¢) = 0 for ¢ > 0. Then

Y4 Y4
Galt) = 5 [ 1000.5.0Pdy + “PUh0.07 = 5 [ ja00.5.0Pay (3.38)

Thus (3.10) in the proof of the Theorem 3.1 becomes

d (1, . 1 —~
0= 4 (31001 ) + 511Ba00. .0, (3.39)
From (2.21) and (2.22), we get that
100, 8123 < 150, )2, (3.40)

which, together with (3.39), gives us the exponential decay in (3.37). O
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3.2. Sharpness for High Frequencies

In this subsection, we demonstrate that the decay bounds given in (3.1) are tight for large frequencies
¢ € . In order to prove this, we must impose some growth constraints on p that force the operator M
to be of order less than 3.

Theorem 3.4. Suppose that
(&)

im —% =0 and 1 < liminf . 3.41
Jim £ S liminf (¢) (3.41)
Then for € € 3 sufficiently large there is a solution (u, h) to (1.34) such that

Q@)zqem<@ﬁgh>&m) (3.42)

for constants c1,co > 0 independent of .
Proof. We take the Fourier transform of (1.34) and consider frequencies & € $\{0}. Write
ﬁ(f? Y, t) = aN(ga yvt) and ’lb(f, Y, t) = _i(ﬂh cee 7ﬁN71)(§a Y, t) (343)

To construct a solution to (1.34) we will find a transformed velocity (w,?) and pressure p satisfying the
PDEs

—2m€ - W&, y,t) + 0,0(&,y,t) =0 (3.44)
b, y, 1) + 2mEP(&, y, 1) + Am? [P (€, y, £) — Oy (€, 1) = 0 (3.45)
Q0(&,y,t) + 0yl y, 1) + AT E[70(8, y, 1) — D0 (&, y,1) =0 (3.46)
for t > 0 and y € (0,¢), together with the boundary conditions
2rE(E, 4, t) + Oyw(E, L, t) =0 (3.47)
B(E6.t) = 20,0(6,6,8) = p(§)h(E. 1) (3.48)
A h(&,t) = (&, 0,1) (3.49)
and
5(£,0,¢) =0 (3.50)
w(£,0,t) =0. (3.51)
The solution to the transformed problem will be of the form
4 4
(&, y,t) =e " Z v "V, W€ y,t) = Ee "t Z w;e®Y, (3.52)
j=1 j=1
4
P&y, t) =e ijeajy, and h(&,t) = e Pthy. (3.53)

j=1
Note that vj,w;,pj, a;, ho, p depend on &, but we suppress this in the notation for the sake of brevity in
what follows. We will show that we can construct nontrivial solutions of this form with

o< L (H0) < pe (14 1) (19). 58

Once this is established, the bound (3.42) follows immediately. When 3 = TV ~! we may use 9,0, p, and
h as a single Fourier mode solution to (1.34), but when ¥ = RV~! we again run into the problem that
x > e2™%¢ does not belong to L2(RN~1). To get around this we instead solve the transformed equations
in an open set U C RV~ such that ¢ € U, and we then use a Fourier synthesis weighted by a function
p € C*(U) such that ¢ = 1 in a ball centered at . The resulting pair (u, h) is then a weak solution to
(1.34) satisfying (3.42).
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If 0,4, p, h are of the form (3.52)—(3.53), then (3.44),(3.45),(3.46) become
—27)¢Pw; + ajv; =0
(4r?€)? — p— a?)wj +27mp; =0
(4m*[]* = p — a5)v; + a;p; = 0.

Combining the last two equations, we get

0= (471'2|§|2 —p— az)ajwj — 27T(47T2\§|2 —p— a?) (47r2|§|2 a?)(ajwj — 2mv;),

J

and upon substituting in the first equation we get

0= (4r?|¢)? —p— a?)(a? — 47r2|£|2)vj.

Then we set

ay = 2], a2 = =27[¢], ag = \/Am?[E[? — p,as = —/Am?[E? — p,

which are well-defined and distinct provided p # 472|¢[2. We also let

v o and (g —p—ad)
)= et = % ;

We will also define A = 27¢. Then the conditions (3.50),(3.51) on the bottom become

0=wv1+vy+v3+ 14

VAT R —p  AmPEP —p

U3 V4,
2 (€] 2m¢]
where (3.51) has been multiplied by |¢]. Condition (3.47) at the top becomes

0=v1 —vo+

0 = (27 + 2m) 2™Eley; + (27 4 27) e 7271810y,

2 2 2 2
(21 L =0 cvameaty, o (o 4 AL =0 -y,
2m|¢]? 27 |E[?

=

0 = Mely, 4 e=Nely,

P [€]2— P [€]2—
1- e 1- .
* < 87r2|s|2) ‘ s+ < 8w2|£2> ‘< v

The conditions (3.48) and (3.49) at the top become

w(&)ho = <27f|€| - 47r§|) eIty — (2 q 47T|§|> —2nleley,

— 2\/4A72|E|2 — peVATII =Pty 4 9\ [Ar2 (g2 — pem VATIIEP —rly,
0= pho + eMlpy + e Mely, 4 VP20 4 o= VIEP =220,

Substituting (3.65) into (3.66), we get

0= (Wﬂ + 1) My + <_2:'i(§)47r£|p + 1) e Mely,

_ 3e12 2)¢12
(VAR e R (VAT e ) v,
() n(€)

(3.55)
(3.56)
(3.57)

(3.58)

(3.59)

(3.60)

(3.61)

(3.62)

(3.63)

(3.64)

(3.65)
(3.66)

(3.67)
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Therefore, we have a solution if and only if vy, va, v3, v4 satisfy (3.62), (3.63), (3.64), (3.67). This means
we want to find a nonzero solution to

U1
v
Ap.&) | 2| =0 (3.68)
3
Uy
where A(p,€) € R*** is given by
1 1 1 1
1 —1 F23 _F23
A(p,§) = Ml o~ Mél 1ﬂ‘%e,\,/\gﬁiﬁ F3367>\M (3.69)
F41€)‘|£| F42€_)\|£‘ F43€)\V ‘€|27# F44€7>\M
for
VAT €2 —p P
F = — ]_—‘f = 1 - -
23 2] , I'ss 8fep
a1 S E——ye
27 [E] 2r[E]
Tm=—"———p+1, Tpo=—"———p+1,
1(€) 1(§)
N Y 2\ /IEE = p
Pyy= VT OE TP,y pyy= VBP0 3.70
v u(©) “ () (8.70)

Thus there is a solution to the equations with a given p, ¢ if and only if det A(p, &) = 0.
In light of (3.41), we may assume that || is large enough that

1
(1 + ) &? <1 (3.71)
Ar /1]
We then define k+ > 0 via
1+4r+1
=\ 3.72
e 8T ( )
Choosing p4 = Iiip‘(TE‘), we then have that
1 S
0<ps <= (144 ) 1 <ler. (373

Note that, by (3.54), with p = p; we have
IPas], s, [Taal, [Tazl, [Tasl, [Taa] <[], (3.74)
so if we write out det A(p, £) as a polynomial of the entries of A(p,&) and use the fact that 0 < p = py <
|€]2, we get
det A(p, €) = (Tag — 1) (T3 — Tgalay) MIWVEP =52 L O([g| 0Nl 1 O([g| 0V EF 32y, (3.75)
Next note that

_ wxpl) _ Repl§)
Ar|gf T an g

I's3 — 1 < 0 and |F23 — 1| =1—4/1 (376)

for |£| sufficiently large. We also have

- 2
ot o e o5 (e )

B Arrg p(€) pe(l—dreg) KLY p(d) p(€)?
= —AmwKky + A +1—(1—4mky) + (871'2 - 271_) |§|3+O( HE )




JMFM Decay of Solutions to the Linearized Free Surface Navier—Stokes. .. Page 19 of 28 48

S YL

82 €[3 BE
2
=(1+4r— SWﬁi)iMé? +0 (’lj(jg >
§ £)?
-t 0 () 7

where the last equality follows from the choice of k1. Comparing (3.75)—(3.77) and using (3.41) then
shows that for sufficiently large &

det A(p4,€) > 0 and det A(p—,&) < 0. (3.78)

Consequently, the intermediate value theorem provides us with p € (p_, p1) such that det A(p,&) = 0,
which in turn provides us with the desired solution. (I

3.3. Sharpness for Low Frequencies in the Non-periodic Case

Theorem 3.4 tells us that the decay bounds of Theorem 3.1 are tight for sufficiently high frequencies
under reasonable restrictions on p. In the non-periodic case, ¥ = RV =1, this leaves open the question of
tightness for low frequencies. We address this now.

Theorem 3.5. Suppose that
0<yg 75 — and hn%(,u(f) —g)=0. (3.79)

Then for & sufficiently small, there is a solution (u,h) to (1.34) on ¥ = RN~ such that
Ee(t) > bre 2l g, (0) (3.80)
for constants by, by > 0 independent of €.

Proof. We argue as in the proof of Theorem 3.4, reducing to proving (3.68) with A(p, &) given by (3.69)
as the criterion for having a solution satisfying (3.80).

To verify the criterion we will introduce another free parameter k € C\{1} and then set p = 472k|¢|%.
We insist that & # 1 in order to guarantee that as # a4. In light of (3.79), we may rewrite the terms in

A(p,€) as

VAT €2 —p
F232#:

2rl€] bon
[y =1— % —1- g
L — Arl] 813k (K — 2)|¢[3
T — 2 |§| 1= 1 3
. n(&) e g oliel)
— g 47l 873k (K — 2)|€
Ty = 27 || 1=1— 3
42 G p+ +o(l¢]%)
2 2 __ 3 _ 3
D= VA Zp gy 16mRVI R ey
(&) g
2 2 __ 3 _ 3
Piu= D0y g BV R e, (351)
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where here we write o(|¢ |3) to mean a quantity vanishing faster than |¢ \3 as £ — 0, with the parameter
k viewed as fixed. Then

1 1 1 1
1 —1 Fzg - I-_‘23
Ap:©) = | el o lel PaseVI-RMEl oo vI-mAldl | - (3.82)

TyeMél Tyge el TygeVT=rAE Ty e VIZRAK

We now refer to the columns of the matrix A(p,£) as ¢y, ¢a, ¢3,cq. Let A(p, €) € C*** be the matrix
with columns
c1+co 63+C4 C1 — C2 C3 — C4
, , , and
2 2 2 2
The matrix A can be obtained from A by means of column operations, so det A(p, &) = 0 if and only if
det A(p,&) = 0. Then

(3.83)

1 1 0 0
i _ 0 0 1 VvV1—k
BO=1" 1+0(ep 1=5+0(®)  Me[+0(Ef)  A1L=$VI=rl|+O(1el*)
L A6 +o(lel) 1+ 25721 +o(€)  Aus +o(lEl) A+ o(l¢]?)
(3.84)
for
A3 8r -2
Aua =gl + (% + =2 g
3(1 _ .)3/2 3 — )
Ao = WT= sl 4 (UG - TSR g, (3.55)

where again in O(-) and o(-) we refer to quantities with x fixed and & — 0.
We will now perform a sequence of row and column operations on A(p, ), which do not change the

vanishing of the determinant. Subtracting the first row from the third, 1+ A;|§|2 times the first row from
the fourth, and A|¢| times the second row from the fourth, we get

1 1 0 0
0 0 1 VI—k
oel)  —5+0(¢P) |+ O(l¢l*) A1 = 5)VT=k[¢] +O([¢]%)
ol€)  =EIEP +o(lel?) (3 + BED Y e o(lgf?) (UGS - 1T eVImR (e 4 ojg )
(3.86)
Subtracting the first column from the second and v/1 — & times the third column from the fourth, we get
1 0 0 0
0 0 1 0
o) —5+00¢P) o€ — AWV =Kl + O(lel) - (387)
o6F) =2l +ollgP)  O(l¢f?)  (FAmARE — EVISE JefB 4 (¢ )

The vanishing of the determinant of this matrix, and hence of det A(p, ), is then equivalent to

0= (~A5vI=rel) (- 501eR ) - () (S - S i o), (389

which in turn is equivalent to

A2 A 4nik

B S o PUE B AT AN :2_3£_4W3“
0=r"V1-—kl¢ 4+ 13 +o(1) K1 — K[€] 5 7 +o(1)

= w21 = KIEPT(k, €). (3.89)
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Again we note that the term o(1) depends on &, so we cannot directly set the term in parentheses to 0
to choose k. However, this expression tells us how to choose the value of k when £ = 0. Indeed,
A2 4Andk g\

0=Y(k,0)=— S K= .
(,0) =G ==~ @ K=o

(3.90)

We have now shown that when £ =0, u(0) =g, and k = 294A:3 we have that det A(p, &) = 0.

Let us now consider u € (0,00) as a parameter rather than as the function of . The formula for
A(p, &) shows that the map

(& p, k) = det A(p,€) (3.91)
is C'! in an open set containing the zero
g\’
5207/1':97’{:247T3~ (392)

Moreover, the derivative of this map with respect to x at the zero is nontrivial, so we may apply the
implicit function theorem to solve for k = (&, 1) in a neighborhood of (0, g) such that det A(p, &) = 0.
Choosing (&, u(€)) then provides the desired solutions with

g\’
K =

2473

Note that if % > 1, then v/1 — k is not real, so k may not be real. This is why we need the implicit

function theorem, rather than just the intermediate value theorem as in the proof of Theorem 3.4. (]

+o(l) as £ — 0. (3.93)

4. The Periodic Problem

Our goal in this section is to study the decay of the full energy £, defined by (1.44), in the periodic case,
¥ = TN~!. We will do this primarily within the context of the extra assumption that

(&) = g+ o(2mlé])* (4.1)

for g,0 > 0. When r = 1, this is the same as linearized Navier—Stokes with a free boundary, gravity, and
surface tension, while when r = 0, this is the same as linearized Navier—Stokes with a free boundary,
gravity, and no surface tension.

4.1. Decay Rates Based on Initial Data

We begin our analysis of the decay of £ by considering the case when r > 1/2 in (4.1), in which case we
can prove exponential decay.

Theorem 4.1. Suppose that (u,h) is a weak solution of (2.12) on ¥ = TN=! and that u is of the form
(4.1) with r > % If ug € L2(Q) and hg € H™(X), then there are constants ¢, K > 0, depending on g, o,
such that

E(t) < KE(D)e (4.2)
where the total energy E(t) as defined in (1.44).

Proof. First recall that since ¥ = TN~! we have that ¥ = ZN~1. For ¢ # 0 the estimate (3.1) of Theorem
3.1 tells us that

Ee(t) < bE(0) exp (—ct), (43)
while for £ = 0 the bound (3.37) of Theorem 3.3 states that

50 (f) S 50 (0) exp (—5t) . (44)
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Recall that

E(t) = &l1). (4.5)

ces
This, (4.3), and (4.4) then imply that
E() =Eo(t) + Y Eclt) < Eo(0)e™ +bY e E(0) S (b+ 1)E(0)e MM, (4.6)
§#0 £#£0
which is (4.2). O

Remark 4.2. By Theorem 4.1, we get exponential decay of the energy. In fact, when r > %, higher
frequencies decay faster, so for t > 0, we get that u(z,y,t), h(z,y,t) are infinitely differentiable with

respect to the horizontal variable x.

We next turn our attention to the case in which r < 1/2 in (4.1). In this case we do not get exponential
decay, but instead algebraic decay directly linked to the regularity of the initial data.

Theorem 4.3. Suppose that (u,h) is a weak solution of (2.12) on ¥ = TN=! and that u is of the form
(4.1) with 0 < r < 3. Then there exists a constant K > 0 such that if ug € H3(LY) and ho € H*'" for
s >0, then

—s

St < K (||uo||%1;<Lg) + ||ho|\%15+r) 1+0)%. (4.7)

Proof. Theorems 3.1 and 3.3 provide us with the estimate

E(t) = Eolt) + Y E&(t)

§#0
< Ep(0)e" by (€**Ec(0)) [€]7** exp (—clé* 1)
§#0
< E(0)e™% + bexp(ccd ™) Z (J€1*2E¢(0)) €] exp (—cl€]* 1 (t+ 1))
§#0
< (00 + C (Lol iy 13y + 0@ ol ) supe] 2 exp (~ele 1+ 1) (4
Y §#0

The substitution a = |£[*"~1(t 4+ 1) then gives us

—2s

~ 2s
g(t) < 50(0)6_6t +C (H’UJ()H?_I;(LQ) + ||h0||%15+7-) Sugal—zr (t + 1) =27 exp (—ca)
v a>

< £0)e + C (1ol yuz) + ol ) (E+ 1) (4.9)

for some constant C' > 0. Then (4.7) follows immediately from this. O

4.2. Understanding the Transition Near r = 1/2

Theorems 4.1 and 4.3 show that there is a transition in the decay behavior of the energy when r = % in
(4.1), that is when p(§) = g + 2w0l€|. We now examine this transition more carefully. Note that in the
following result we only need to define  when || is sufficiently large; the remaining finitely many values
when |£] is small can be chosen arbitrarily.

Theorem 4.4. Suppose that (u, h) is a weak solution of (2.12) on ¥ = TN~ and that ug € H, hg € H**3
for some s > 0. Let p: > =7ZN"1 — (0,00) and R > e. Then the following hold.
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(1) If there exists oo > 0 such that

w) =g+ 2710( <] for || > R, (4.10)

log [€])~
then for t > 0 we have that

E(t) < K (J[ull3- + |||

2 eis) Xp (—C‘stﬁa) : (4.11)

where the constants Cs, K depend on s, o, R, and ming|ej<r p(§)-
(2) If there exists a > 0 such that

€]

w&) =g+ 2r0————— for |£| > R, 4.12
© Goglog €)= *" 1 1
then for t > 0 we have that

v t

where the constants Cs, K depend on s, o, R, and ming<|ej<r p(§)-

Proof. Throughout the proof we will write v : (R, 00) — (0,00) to refer to either
z

z
= = ————— 4.14
v(2) Tog e " 7(2) (oglog ) (4.14)
which allows us to write
n(€) = g+ 2moy(|¢]) for [§] >R (4.15)

in both cases under consideration. Note that in both cases 7 is such that (R,00) 3 z +— z/v(2) is
continuous and strictly increasing, and
z
lim — = . 4.16
2=o0 (2) (41
We also write 3 : (0,00) — (0,00) via either

B(z) = exp (zl/") or 3(z) = exp (exp (zl/o‘)) (4.17)

depending on the form of v above. The value of 3 is chosen so that 5(z/v(z)) = z, as is easily verified.
Theorems 3.1 and 3.3 provide us with the estimates

Ee(t) < c1&:(0) exp (— ;i:i_(é)

for constants c1, ¢g, 3, ¢4 > 0. Consequently, we can bound

D Ee(t) Sesem Y E(0) (4.19)

lEI<R lEI<R

t) for £ # 0 and &y (t) < 3 (0)e 4 (4.18)

for another constant c¢5 > 0. Similarly, we can bound

Y &t)<er D exp ( |€£|)t) £ (0). (4.20)

[EI>R |EI>R
Thus
=3 &+ 3 &
[§I<R [€|>R
ot X &0+ 3 (Sl + 1P el©) 162 e (-1 De)
[§I<R [EI>R
3 El0)+ (Il + rs) sop 6] exp (2300 (121)

lE|<R I€]> 7
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Next we use the substitution a = 7(||§||)t > 0 to calculate

sup [¢]7% exp (—C27(|£)t) < sup(B(t/a)) "% exp(—cqa)

>R €] a>0

< supexp(—2slog B(t/a) — coa)
a>0

< exp(— 31;%(25 log B(t/a) + ca)). (4.22)

Thus, if we write

B = |[ullfs + [l Fs+s, (4.23)

then we have the bound
E(t) < Be " + Bexp(— ir>1%(23 log B(t/a) + cza)). (4.24)
a

For (4.24) to be useful we want a lower bound on inf,~0(2slog 3(t/a)+cza). For t > 0let a, = a.(t) > 0
solve 2slog 3(t/as) = caas, the solution to which is easily seen to uniquely exist. Since (0,00) 2 a —
2slog B(t/a) € (0,00) is decreasing and (0,00) 3 a +— c2a € (0,00) is increasing, we have that for all
t >0,

ir>1t(;(2s log B(t/a) + caa) > caa.(t). (4.25)
Thus
E(t) < Be ' + Bexp(—caa.(t)). (4.26)
We now handle the separate cases. For the first case
1) = 5 g) and f(z) = exp(z'/%), (4.27)
and so

1
Co t «

« = 2sl t/ay) & —a, = | —
cpa. = 2slog f(t/a.) & S-a a*>

t ~
& Cual = — & Cual™ =t & a, = Cita (4.28)
Ay

where Cy, C are constants depending on s, ¢o. Then (4.26) gives us
E(t) < Be ! + Bexp(—czcstﬁ) < KBexp (—C’Stl%a) (4.29)

for some constant K > 0. This proves (4.11).
For the second case ;
v(z) = m and ((z) = exp exp(zl/a), (4.30)

and so

Q=

t
caa, = 2slog B(t/a.) < ;—Qa* = exp (()
s

G4

< (log(Csay ) = AP a, (log(Csa, ) =t (4.31)

Q4
where Cs = ¢2/(2s) > 0 is a constant depending on s, cy. Note that the second equivalence in (4.31)
implies that
a.(t) > 1/C, for all t > 0. (4.32)

On the other hand, we can pick T , > e, depending on s, ¢, such that

1 /2 loglogt]®
5 Ty = |14 28LC/2) _ loslogt]™ (4.33)
' logt logt
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From the final equivalence in (4.31) we see that if ¢ > T ,, and

a.(t) < t

2[1 + (logt)e]’ (34

then

B o t Cst ¢ _t logt +log(Cs/2) — aloglogt|®
t= D) lo(Cua- () < 53007y [log <2(10gt)“>} 2 { logt

t log(Cs/2) loglogt]®
=1 - t 4.35
2 * logt @ logt < (4.35)
a contradiction. Hence ,
() > ———fort > T, ,, 4.36
(1) 2 g for 2 (1.36)

and we deduce from our pair of lower bounds on a, that there exists a constant Cy > 0, depending on s,
such that

~ t
ax(t) > Gy for all t > 0. (4.37)
1+ [log]
Then (4.26) gives us
~ t ~ t
£(t) < Be=“' + B —eCi— )< KB " 4.38
05 8+ e (-l ) < )Bow (G ) @3
for a constant K > 0. This proves (4.13). O

5. The Non-periodic Problem

In this section we focus our attention on the decay properties of £ when ¥ = R¥~1. We will again assume
that p has the special structure given in (4.1). The decay properties will depend heavily on the sort of
assumptions we place on the initial data. The reason for this is that the high and low frequencies decay at
very different rates, with the low frequencies decaying more slowly. The low frequencies may be handled
with different arguments depending on which spaces the data belong to.

5.1. Decay with Data in L2-Based Spaces

We begin our analysis when ¥ = RY~! by considering the case in which the initial data are assumed to
belong to L?—based spaces. In this context we will follow [6] and assume that \|I,\u||L2 @) HI,\hHLQ(Q
00, where

T2y = / €72 [a(6) |12 de (5.1)
RN-1\{0} Y
and

INJIPTS E|7 M h(E))Pde. 5.2
sl = [ 16l 1hee) (5.2

Control of these terms allows us to prove crucial estimates for the low frequency part of the solutions.

Theorem 5.1. Suppose that (u,h) is a weak solution of (2.12) on ¥ = RN~1 and that u is of the form
(4.1) with 0 < r < 1. Assume that the initial data (uo, ho) satisfy ||Ixuo||r2(q), [[Inhol| L2 () < 00, where
these terms are as defined above. Further assume that if v > L, then ug € L?> and hg € H", and if

27
0<r<32, thenuge H‘?(%ﬂ’)(Lz) and hg € H2+"1=X Then
Et) < K1 41t)~2 (5.3)

for some K which depends on the initial data.
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Proof. Fix any cg > 0, which we use as the cutoff between low and high frequencies. Then we can write
E(t) = Ecey(t) + Esy (t) for

Eceo(t) = /0<£<CO Ee(t)dE and s, (t) = /g Ee(t)dE. (5.4)

[>co

We already know how &, (t) decays. Indeed, the Sobolev spaces chosen in the hypotheses allow us to
employ the same arguments used in Theorems 4.1 (for » > 1/2) and 4.3 (for 0 < r < 1/2), with the sums
replaced by integrals, to see that

Eneo(t) < K(14) (5.5)

for a K depending on the data.
To understand the behavior of £, (t), we use the estimate (3.1) of Theorem 3.1 to see that

Ee(t) < bEe(0) exp (—c|¢?t) for |¢] < co, (5.6)
which implies that

Eenl®< [ bEexp (-cigfryde< [ bebe()enp (e 1) de
{1€l<eo} {I€l<eo}

< bescd (/ 55(0)|€2Ad£> sup [€[** exp (—clé[*(t + 1)) . (5.7)
{lgl<co} ¢

The substitution a = |£|(t + 1) then gives us
E ey (t) < be€d (HI)\UOHLZ(Q) + (g9 + (2W00)2T)||I/\h||2m(2)) sup a*(t + 1) exp (—ca)
a>
<K(1+t)~ (5.8)

for K depending on the data. Then (5.3) follows by combining (5.5) and (5.8). O

5.2. Decay with Data in L'

We can also assume that the initial data is L', as is done in [3], in which case we get the following variant
of Theorem 5.1.

Theorem 5.2. Suppose that (u,h) is a weak solution of (2.12) on ¥ = RN~! and that u is of the form
(4.1) with 0 < r < 1. Assume that the initial data satisfy uo € L7 (L)), ho € L. Further assume that

No1(1_,
if 1/2 < r < 1, then ug € L? and hg € H", and if 0 < r < 3, then uy € H,’ (3 )(L?J) and
ho € H 5 +7577. Then
ER)<K(1+t) = (5.9)

for some K that depends on the initial data.
Proof. Fix some ¢g > 0. Then E(t) = E<¢y(t) + Es¢, (t), where

Eceo(t) = / Ee(t)dE and s, (t) = / Ee(t)d§. (5.10)

0<|€]<co [€]>co

The argument used in Theorem 5.1 may be readily adapted to show that

1

Eoue ) < K(1+1)" "2 (5.11)

for a K depending on the data.
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To understand the behavior of £, (t), we note that the Fourier transform of an L' functions is L,

so & (0) is bounded independently of £. Thus we get (performing the change of variables a = p?(t + 1)
when going to the fourth line)

Ee®< [ bEO)exp (~clgt) de
{Iel<eo}
< Ceccs / exp (—cl¢*(t+1)) d¢
{ll<eo}
< C"/ pN 2 exp (—cp?(t+1)) dp
0

2

< é/ooo(t +1)" 7 a7 exp(—ca) (2a(t +1))"%)da

(5.12)
Then (5.9) follows by combining (5.11) and (5.12). O
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Appendix A: Some Useful Analytic Facts

Here we have compiled some analytic facts that we use in the paper. The forms given here are the forms
we use, and no attempt has been made to state them in any additional generality.
First we record a simple version of the trace theorem.

Theorem A.1. (Trace). If Q = (0,£) or Q = RN~"1x(0,£) or @ =TN=1x(0,£), then there is a continuous
linear map Tr : HY(Q) — L?(09) so that for f € C>®(Q), we have Trf = f | 9Q and so that f,Trf
satisfy the integration by parts formula for all f € H(Q).

Proof. This is a special case of Theorem 3 in Chapter 5.9 of [4]. O
Next we record a version of the Poincaré inequality.

Theorem A.2. (Poincaré inequality.) If = (0,¢) or Q@ = R¥=1 x (0,£) or Q = TVN=1 x (0,¢), then there
is some constant C > 0 so that for all f € H*(Q) satisfying f =0 on {y = 0},

Al S 1D ze- (A1)
Proof. For RVN=1 x (0,£) and TN=! x (0,/), it follows from the Poincaré inequality for (0,¢), which in
turn follows from integration and Minkowski’s inequality. (]

Next we record a version of Korn’s inequality.

Theorem A.3. (Korn’s inequality). If @ = RV =1 x (0,£) or Q = TN=1 x(0,¢), then there is some constant
C > 0 so that for all f € H* () satisfying f =0 on {y = 0}, we have

IDfllz> < DS][ (A.2)
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Proof. For a proof, see [1], Lemma 2.7. O
Finally, we record a result about time derivatives.
Theorem A.4. If v is a compler-valued function satisfying v € LQT(Hg(O,E)) and Oy € L%(Hgl*(O,K)),
then v € C([0,T]; L*(0,¢)) and
d -
£||U||i2(o,a = [0, vl =y + [0, 0] () 1y (A.3)

The same holds if we replace Hg with Hlys. Also, if v is a complex-valued function satisfying v €
L2(0H'(Q)) and 8w € L2 (oH (Q)), then v € C([0,T); L*(Q)) and

d

a”v”%lz(ﬂ) = [5t1}, v](oHl)*,oHl —+ [3t1}, 'U](OHI)*70H1. (A4)
The same holds if we replace o H' with OHsl()l'
Proof. This is proved in the same manner as Theorem 3 in Chapter 5.9 of [4]. (]
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