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ABSTRACT

Deaf and hard of hearing (DHH) viewers watch multimedia with
captions on devices with widely varying widths. We investigated
the impact of caption width on viewers’ preferences. Previous re-
search has shown that presenting one word lines allows viewers
to read much more quickly than traditional reading, while others
have shown that the optimal width for captions is 6 words per line.
Our study showed that DHH viewers had no preference difference
between 6 and 12 word lines. Furthermore, they significantly pre-
ferred 6 and 12 word lines over single word lines due to the need
to split attention between the captions and video.
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+ Human-centered computing — Accessibility systems and
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1 INTRODUCTION

Captioned television is essential visual access to auditory informa-
tion for the 36 million Americans who are Deaf or Hard of Hearing
(DHH). Captions can be defined as a text representation of speech
in television, in the shape of one or more lines of written text
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presented on screen, that is in sync with the speech. Access to
captioned television has a direct impact on participation in society,
as it is everywhere: entertainment, news, political engagement,
government, schools, post-secondary education, at-home learning,
social engagement, and much more.

However, captioning has not kept up with the shift from broad-
cast TV to video that can be produced by anyone. The technology
and processes for creating captions are fundamentally the same as
in the 1980s and 1990s, and do not serve the needs of consumers to-
day. Today, our personal devices have high-quality screens and can
support customized captions. The differences between resolutions
and viewing size between large screen television displays and small
screen phone displays, can influence viewer preferences depending
upon the program speaking rate and automatic speech recognition
rate. We are in the middle of a disruptive transition to captions that
can be viewed anywhere, anytime. These new technologies create
different types of caption errors, compared with human captioning
techniques that have evolved over 40 years. As a result, there has
been much consumer frustration.

There has been research on how fast human eyes can read, in par-
ticular the timing of vision. Rapid serial visual presentation (RSVP)
is one such methodology. Instead of a passage of text, words are
shown one-by-one in quick succession, and the words are always in
the exact same location. When viewers concentrate, they can read
at a much faster rate measured in words per minute (WPM) as the
viewer does not have to move their eyes down lines or passages.

There has not been any prior work on assessing viewer pref-
erences for caption single-word lines for TV broadcasts or online
videos. Research has shown presenting one word lines allows view-
ers to read much more quickly than traditional reading, while other
research has shown that the optimal number of words per caption
line is around 6 words per line.

We investigated the impact of caption width on viewers’ pref-
erences. Our study showed that DHH viewers had no preference
difference between 6 and 12 word lines. Furthermore, they signifi-
cantly preferred 6 and 12 word lines over single word lines due to
the need to split attention between the captions and video.
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2 RELATED WORK

Deaf and Hard of Hearing community have to obtain information
through reading text, or they will not be able to understand any
content in detail or get confused about what information they are
providing. One of the reasons for this confusion is because there
is a mismatch between speech and text perception, in that speech
perception is speaker synchronized, while text perception is reader
synchronized. The reader’s experiences in following the captions
is grounded in their life experiences, and hence their preferences
are shaped by those experiences. Given this mismatch between
the speaking and reading speeds and prior reading experiences,
captions are usually shown two lines at a time. If the captions
consist of two lines with different lengths, the upper line should be
shorter in order to ensure that as much of the screen as possible is
free so that the viewer does not have to move the eyes unnecessarily.

We investigate alternative methods to present textual informa-
tion to expedite reading speed, while preserving capacity to follow
the captions. Traditional captions can be shown either as a list of
short lines, but sometimes also as longer lines shown sentence-by-
sentence, and the rapid serial visual presentation or RSVP, first
proposed in the 1950s [7] and adapted to reading in the 1970s [5],
and that four words per second may elicit performance compara-
ble to traditional text presentation formats [10]. Also, less fluent
readers may benefit from RSVP displays [4]. RSVP consists of dis-
playing in sequential order one or more words at a time, and the
elimination of saccades should reduce visual fatigue and improve
comprehension. The display of one or more words at a time and in
sequential order minimizes the eye movements generated during
reading, and increasing the attentional focus.

Most speech is in the range of 120-240 words per minute (2-4
words per sec). If captions are shown over two lines then each
pop-up line should have around 3-6 words, and each line is shown
for 0.5-2 seconds.

Captioning guidelines recommend that caption display time
follow the “the six-seconds rule”, i.e., a full two-line subtitle should
be displayed for six seconds in order for an average viewer to
be able to read it [1, 6]. This six-seconds guideline translates to
approximately 140-150 WPM or 12 characters per second (CPS),
and applies across languages [9]. The display of caption lines for a
longer time can increase the viewer’s reading time, but decrease the
time on following video details. Longer caption display times may
benefit viewers by giving them more time to follow video details.
But viewers, especially those who are fluent may be able to read
the captions more efficiently and not require longer caption display
times.

Given that caption guidelines stick with the most common pref-
erences for all readers, they limit the set of solutions that will be
considered. Thus the current guidelines for around 6 words per line
may miss out on presenting an optimal, elegant solution.

The Described and Captioned Media Program (DCMP) Caption-
ing Key guidelines suggest that each line be limited to 32 characters
[1]. A recent questionnaire study with responses from 237 profes-
sional captioners from 27 countries around the world shows that
captioners work with a maximum of 37 to 42 characters per line.
Furthermore, the data show that the number of characters for a full
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Table 1: Distribution of the 27 stimuli videos.

Video 1 | 1, 6, 12 words per line
140 WPM | Video 2 | 1, 6, 12 words per line
Video 3 | 1, 6, 12 words per line
Video 4 | 1, 6, 12 words per line
180 WPM | Video 5 | 1, 6, 12 words per line
Video 6 | 1, 6, 12 words per line
Video 7 | 1, 6, 12 words per line
240 WPM | Video 8 | 1, 6, 12 words per line
Video 9 | 1, 6, 12 words per line

two-lined subtitle has increased from maximum 64 characters in
the 1980s to maximum 84 characters [11].

3 RESEARCH QUESTION

For DHH college educated viewers who rely on captioning, what is
the most comfortable number of characters or words per line for
captions? That is, what is the most comfortable number where it
does not feel like too many or too little words on a line?

4 RESEARCH METHODS

We collected different videos and calculated the speeds. Each video
is approximately 30 seconds long. We used Aegisub software [2] to
measure the CPS for each line, and then used that to estimate the
average WPM for the video. We have three different speeds: 140
WPM, 180 WPM, and 240 WPM. For each of those, we have three
different videos with the same average WPM.

Next, we need to have various caption width for the videos. We
re-recorded each video, and edited the subtitles so that we had 3
variations of each video: 1 word per line, 6 words per line, and 12
words per line.

Variables such as font size and typeface were not manipulated
and were kept constant during the whole experiment and across
the conditions. So the only difference resided in the way the text
was displayed.

In total, we had 27 different videos: three videos for each of the
three WPM-levels, and 3 instances of each of those videos, with
different numbers of words per line. Table 1 illustrates a summary
of this. In the figures and this paper, "140_1" refers to a video at 140
WPM with the one-word captions, and so forth.

We used an between-subjects design, in which the participants
were arbitrarily allocated to each condition. We counterbalanced
the order in which we would show these to participants, using a
Latin-square method [3]. We adopted this approach to minimize
the influence of other factors on the results, such as the content or
speaking differences in the videos themselves. The only factors we
focused on were the caption speed and caption line width.

We recruited participants from the Gallaudet University through
flyers and word-of-mouth. After explaining the basic purpose and
principles for the experiment, we asked the participants to complete
a preliminary survey to ensure that they were eligible by meeting
the requirements of regularly watching live TV with captions for
speech accessibility. Then the participant signed a consent form
and filled out a demographic questionnaire and then took the study.
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During the study, each participant watched nine different clips,
to ensure that they saw each possible combination of the three
speeds (140, 180, and 240 WPM), and each caption width (1, 6, and
12 words per line). After each clip, which were 30 seconds long,
participants answered five Likert-scaled questions:

(1) How easy was it to follow the video action?
o (1=Too difficult, 5=Very easy)

(2) How easy was it to follow the video captions?
e (1=Too difficult, 5=Very easy)

(3) What do you think about the width of the captions on this
video?
e (1=Too short, 5=Too long)

(4) How fast was the captioning in this video?
e (1=Too slow, 5=Too fast)

(5) What do you think about the caption style on this video?
e (1=Very uncomfortable, 5=Very comfortable)

5 RESULTS AND DISCUSSION

We recruited a total of 14 participants for the study. All were col-
lege students who were fluent English caption readers. The average
age across all participants was 27 years old, with a standard devia-
tion of five years. Seven participants identified as Male and seven
identified as Female. Thirteen participants identified as Deaf, and
one identified as Hard of Hearing. The majority of the participants
watched live TV at least every other day, and at least 1-2 hours a
day on average.

1) How easy was it to follow the video action?
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Figure 1: Boxplot summaries of participants’ responses to
the likert-scaled question, "How easy was it to follow the
video action?"

Figure 1 shows the participant responses to the first Likert-scaled
question, which is "How easy was it to follow the video action?" A
response of 1 means it was too difficult to follow, while 5 means
it was very easy to follow. For one-word length, it was harder for
participants to follow the video action. Participants indicated it
was neutral at 140 WPM, but shifted to difficult at 180 and 240
WPM. Since the participants were not used to the one-word length,
perhaps at 180 and 240 WPM, the captions were distracting from
the video action since they basically are flashing single words.
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2) How easy was it to follow the video captions?
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Figure 2: Boxplot summaries of participants’ responses to
the likert-scaled question, "How easy was it to follow the
video captions?"

In Figure 2, the participant responses to the second question,
"How easy was it to follow the video captions?" also indicate that
it was difficult to follow the video captions themselves. For 140
WPM, the median was also 3, and the spread was similar to figure
1. However, at 180 and 240 WPM, responses indicated it was more
difficult to follow the video captions. At 140 WPM, the one-word
caption lines take longer to change, so it is easy to glance at the cap-
tions, read, and go back to the video action quickly. The responses
were very spread out at this speed. However, at 180 WPM, every
participant responded with either 1 or 2, which indicated that it
was too difficult to follow the video captions. This suggests that, if
one-word captions are used, it would be better at slower speeds.

3) What do you think about the width of the captions on this video?
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Figure 3: Boxplot summaries of participants’ responses to
the likert-scaled question, "What do you think about the
width of the captions on this video?"

The same pattern is clear in the rest of the questions. In figure
3, it is strongly evident that participants thought the width of the
captions was too short, as all the responses were 1 or 2 across all
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speeds, while only a couple of responses were below 3 for each the
six-word and twelve-word lines.

We believe that RSVP might be more suitable for very short
texts when split attention is not an issue; future studies should
investigate this.

4) How fast was the captioning in this video?
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Figure 4: Boxplot summaries of participants’ responses to
the likert-scaled question, "How fast was the captioning in
this video?"

In Figure 4, it is also evident that participants thought the cap-
tions were too fast. At each of the WPM levels, a majority of partici-
pant responses to the question "How fast was the captioning in this
video?" were 4 or 5 at the one-word level, which means they were
too fast, however at the six and twelve-word level, just about all the
responses were at or under 3, which indicates they were not fast.
The one-word style of the captions seemed too fast for participants
to follow while they also had to split their attention to the video
content. At the six or twelve-word level, participants thought the
captions were slow, even though they followed the same speed in
WPM. Other things equal, understanding of captions is maximized
when audiovisual issues are minimized.

In figure 5, participants respond to the question "What do you
think about the captioning style on this video"? There is a statis-
tically significant difference between 140_1 with both 140_6 and
140_12 (p<.001 and p<.01 respectively), 180_1 with both 180_6 and
180_12 (p<.001 and p<.01), and 240_1 with both 240_6 and 240_12
(p<.01 and p<.0001).

This shows evidence that the one-word length captioning style
is more uncomfortable than the six and twelve-word lengths. For
the six and twelve word lengths, however, there was no significant
difference in either one; participants were equally, roughly neutrally
comfortable with both.

6 CONCLUSION

Caption presentation width and time of presentation influence the
time spent for viewers to comfortably follow both the captions
and video. Based on the responses to Questions 1 through 5, it
seems that viewers adjust time in reading the captions according
to caption width while leaving sufficient time to follow the video.
For 12-word caption lines that were displayed for a longer time,
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5) What do you think about the caption style on this video?
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Figure 5: Boxplot summaries of participants’ responses to
the likert-scaled question, "What do you think about the cap-
tion style on this video?"

the viewer comments suggested that the viewers could read more
slowly, while being able to quickly switch to video and back. Con-
versely, it appeared that when the viewers followed the 6-word
caption lines that were displayed for a shorter time, the viewers
commented that they could read them more quickly while also
dividing attention on the video. This is consistent with Luyken’s
findings: If the ratio between the amount of text and the time of
exposure remains constant, the resulting reading speed will also
remain constant. [8].
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