
Multihazard Scenarios for Regional Seismic Risk
Assessment of Spatially Distributed Infrastructure

Nafiseh Soleimani1; Rachel A. Davidson, M.ASCE2; Craig Davis, M.ASCE3;
Thomas D. O’Rourke, Dist.M.ASCE4; and Linda K. Nozick5

Abstract: This paper introduces the multihazard optimization-based probabilistic scenario (multihazard OPS) method to create an ensemble
of multihazard scenarios that can be used for efficient evaluation of spatially distributed infrastructure. Each multihazard scenario is a map
depicting a possible realization of the co-occurring multiple hazard effects associated with a single earthquake, including ground motion
intensity contours, liquefaction potential contours, and locations of surface fault rupture. Together, when the small set of multihazard
scenarios are combined with their computed weights, they represent the probabilistic hazard in a way that captures spatial correlation,
includes multiple hazards, and is computationally efficient. In demonstrating the method for Los Angeles, California, we find a set of
350 multihazard scenarios matches the regional hazard and damage with errors small enough for most practical purposes. Further reduction
is possible depending on the desired tradeoff between acceptable errors and computational efficiency. A sensitivity analysis suggests it is
important to consider each hazard type in determining the multihazard scenarios, although the outcome is not sensitive to the precision of the
weights. DOI: 10.1061/(ASCE)IS.1943-555X.0000598. © 2021 American Society of Civil Engineers.

Introduction

Recognizing their importance in community resilience, spatially
distributed infrastructure, such as water supply and electric power
networks, has received increasing attention within the earthquake
engineering community. Seismic risk assessments of these infra-
structures ideally: (1) capture spatial correlation, (2) are probabilis-
tic, (3) are computationally efficient, and (4) address the multiple
hazards that co-occur in an earthquake. Unlike risk assessment of
a single-location facility, the analysis must address the spatial cor-
relation of the components that comprise an infrastructure system,
and thus scenario-based approaches, in which the joint performance
of all facilities is assessed for one earthquake at a time, are preferred
(Crowley and Bommer 2006; Han and Davidson 2012). As with
single-location facilities, probabilistic risk assessment is required
to support resource allocation and other decisions because the best
designs or policies often differ depending on which earthquake oc-
curs. Although probabilistic seismic hazard analysis methods have
been available for years, combining it with scenario-based analysis
leads to computational challenges. The most straightforward way to
accomplish probabilistic scenario-based analysis is using conven-
tional Monte Carlo simulation, in which a rupture, ground motion,
facility damage, and system performance are simulated in turn; the

process is repeated many times, and the results are combined. To
capture the more intense, less frequent events, however, requires
many replicates. With computationally intensive models of system
performance (e.g., traffic model for the highway system), this ap-
proach becomes highly inefficient if not intractable. Finally, in many
regions and for some infrastructure types, liquefaction, surface fault
rupture, and landslide can cause substantial damage in addition to
ground motion. For buried pipelines and roads, in particular, these
collateral hazards have represented a major portion of the damage
(e.g., O’Rourke et al. 2014). For a complete risk assessment, all rel-
evant hazards should be included.

Recent work has addressed the first three issues—spatial cor-
relation, probabilistic analysis, and computational efficiency—by
developing methods to identify a computationally efficient set
of earthquake rupture or ground motion scenarios, each with a
hazard-consistent annual occurrence probability, that can be used
for probabilistic analysis of spatially distributed infrastructure
(“Computationally Efficient Probabilistic Approaches for Spatially
Distributed Infrastructure” section). The methods perform well, but
almost always address only ground motion. In parallel, research
has expanded typical ground motion analyses to include collateral
hazards like landslide and liquefaction (“Risk Assessment with
Multiple Hazards” section), but those studies have not been fully
probabilistic. This paper contributes to the literature by integrating
these two lines of research to develop a method for multihazard
probabilistic seismic hazard analysis for spatially distributed in-
frastructure. It builds on the extended optimization-based probabi-
listic scenario (OPS) method from Han and Davidson (2012) and
Manzour et al. (2016), but expands it to make it multihazard, spe-
cifically to include ground motion, liquefaction, and surface fault
rupture hazards in an integrated way. The method is applied to the
City of Los Angeles, California. In the case study, we demonstrate
the method, examine if including multiple hazards requires more
scenarios to match the probabilistic hazard than when ground mo-
tion alone is addressed, and assess the extent to which developing
an ensemble of multihazard scenarios by matching one hazard type
indirectly achieves a good match for others.
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Key strengths of the new multihazard OPS method include the
following. First, it generates a relatively small, user-specified number
of multihazard scenarios, each with an associated hazard-consistent
annual occurrence probability, and each of which represents a physi-
cally realistic description of ground motion, liquefaction, and surface
fault rupture that could co-occur in a single event. Together, the set of
multihazard scenarios (on the order of a few hundred for a large,
seismically-active city) are determined so as to minimize the error
between (1) the probabilistic ground motion, liquefaction, and sur-
face fault rupture hazard based on the reduced set and (2) that based
on a full conventional Monte Carlo simulation. Second, the tradeoff
between the error and the number of multihazard scenarios included
in the reduced set is explicit, allowing the user to decide the appro-
priate balance for a given application. Third, once the reduced set of
multihazard scenarios is determined for a city or region, it can be
used for seismic risk analyses for all aspects of the city (e.g., utility
and transportation networks, buildings) to ensure consistency and
minimize repetition of effort. Following a summary of the relevant
literature, the new multihazard OPS method is presented. This is fol-
lowed by a description of a case study for Los Angeles, and the paper
concludes with suggested avenues of future research.

Literature Review

Computationally Efficient Probabilistic Approaches for
Spatially Distributed Infrastructure

Recognizing the computational demands of conventional Monte
Carlo simulation (MCS), Chang et al. (2000) introduced the idea
of selecting a relatively small set of earthquake scenarios (defined
by a source-magnitude combination) and assigning each a hazard-
consistent annual occurrence probability. That set is then used for a
risk analysis instead of the full set of simulated scenarios. Each
hazard-consistent annual occurrence probability can be thought
of as a weight. It is not the actual likelihood of occurrence of the
associated earthquake, but rather an artificial probability assigned
so that the probabilistic combination of the selected set of earth-
quake scenarios matches hazard maps based on a full probabilistic
seismic hazard analysis using a typical discretization approach
(which we call PSHA) or conventional MCS.

Jayaram and Baker (2010) extended the idea to include selec-
tion of a reduced set of ground motion scenarios with associated
hazard-consistent occurrence probabilities. They also advanced
it by introducing importance sampling to efficiently generate the
candidate sets of earthquake scenarios and ground motion maps,
and using a k-means clustering approach to simultaneously select
the reduced set of ground motion maps and assign the hazard-
consistent annual occurrence probabilities. The extended OPS
method further advanced the idea, providing a reproducible
method based on a mixed integer linear program that guarantees
the minimum error between the reduced set of ground motion
scenarios and a full PSHA, and that explicitly characterizes the
magnitude and nature of those errors (Vaziri et al. 2012; Han
and Davidson 2012; Manzour et al. 2016). Zolfaghari and Peygha-
leh (2016) offered a similar application for Tehran, Iran, and Api-
vatanagul et al. (2011) applies a similar method to hurricane wind
and coastal flooding. Christou et al. (2018) describes Hazard
Quantization, a method similar to k-means clustering but derived
from the concept of continuous random fields. Finally, Miller and
Baker (2015) extend these ideas to probabilistic damage scenarios
that can further improve efficiency in a risk analysis for spatially
distributed infrastructure, using exceedance rates instead of ex-
ceedance probabilities.

These methods accomplish the goal of computationally trac-
table, scenario-based, probabilistic seismic hazard analysis. Using
the extended OPS method in an application in the highly seismic
area of Christchurch, New Zealand, just 125 ground motion scenar-
ios matched the hazard curves and loss exceedance curves based
on a million-year simulation with errors insignificant for practical
purposes (Manzour et al. 2016). With the exception of Du and
Wang (2014), which applies the extended OPS method with the
addition of slope displacement, all of these studies address only
the transient ground movement hazard. In this paper, we build
on the extended OPS method.

Risk Assessment with Multiple Hazards

Other research is developing methods to address multiple hazards.
These multihazard approaches include two distinct situations—
combining diverse hazards (e.g., earthquake, wildfire, hurricane)
because they can occur in the same region (e.g., Greiving 2006;
Salman and Li 2018), and integrating hazards because one triggers
another or they co-occur (e.g., earthquake ground motion triggering
landslide or liquefaction) (Kappes et al. 2012). For the latter, the
multiple hazards can be part of a single complex event.

Recent efforts to address multiple hazards in the context of spa-
tially distributed infrastructure systems include analyses of ground
motion, flood, and landslide hazards for transportation networks in
Europe (Clarke and Obrien 2016; INFRARISK 2019); ground mo-
tion, liquefaction, post-earthquake fire hazards for gas pipelines in
Tehran (Omidvar and Kivi 2016); ground motion and hurricane
wind hazards for electric power transmission systems (Salman
and Li 2018); and earthquake ground motion, liquefaction, and
landslide hazards for gas pipelines (De Risi et al. 2018). With a
focus on integrating the models of different hazards, however, these
studies have not typically emphasized an effort to simultaneously
make the analysis efficiently probabilistic. Instead, De Risi et al.
(2018) and Omidvar and Kivi (2016), for example, limit their
analyses to a single earthquake scenario or fault, including uncer-
tainty in ground motion and component damage, but not rupture.
As the former notes, they are appropriate for post-event analysis,
but for a long-term risk analysis that considers all possible
ruptures, they would be too computationally intensive. Even
with importance sampling, a seismic analysis for Christchurch,
New Zealand resulted in approximately 75,000 rupture scenarios
(Manzour et al. 2016). At the almost 20 min per run for one rup-
ture that De Risi et al. (2018) reports, it would be infeasible to
apply for all of them.

Multihazard OPS Method

The multihazard OPS method is similar to that in Manzour et al.
(2016), but modified to address multiple, co-occurring earthquake-
related hazards. Whereas Manzour et al. (2016) and other methods
aimed to produce a set of earthquake scenarios (defined by source
and magnitude) and/or ground motion scenarios, the multihazard
OPS method output is a small set of multihazard scenarios, each
with an associated hazard-consistent annual occurrence probability.
A multihazard scenario n is a map depicting a possible realization
of the multiple hazard effects associated with a single earthquake,
including ground motion intensity, liquefaction potential, and
surface fault rupture (Fig. 1). The hazard-consistent annual occur-
rence probability Pn can be thought of as a weight. Together, when
the small set of multihazard scenarios are combined with their
weights, they represent the probabilistic hazard in a way that
captures spatial correlation, includes multiple hazards, and is com-
putationally efficient.
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Specifically, for ground motion, the reduced set of multihazard
scenarios match as well as possible the true hazard curves (i.e., those
based on a conventional PSHA or MCS) and the true spatial corre-
lation (i.e., that based on a conventional MCS). The matches are
defined at a set of specified sites i, and a set of specified points on
the hazard curves (defined by the corresponding return periods r).
Similarly, for liquefaction, the reduced set of multihazard scenarios
match as well as possible the true liquefaction hazard curves and
spatial correlation, although the specified sites and return periods
may or may not be the same as those for ground motion. For surface
fault rupture, the reduced set of multihazard scenarios match as well
as possible the true probability of rupture on specified critical faults.
The method also provides errors in the hazard curve, spatial corre-
lation, and rupture probability matches.

We consider ground motion, liquefaction, and surface fault rup-
ture hazards, three of the most consequential hazards. The method
could be extended further, however, to consider additional collat-
eral hazards, such as landslide or tsunami inundation. We expect
that as more hazards are included, more multihazard scenarios will
be required to achieve the same match.

Component Hazard Models

Including multiple hazards requires a component hazard model
for each. Any metric can be used for ground motion intensity
(e.g., peak ground acceleration, spectral acceleration) as long as
there is a model to compute it. Ground motion prediction equations
(GMPEs) will typically be used, although the method could be
adapted to apply physics-based models.

A second model is required to compute liquefaction potential
and/or intensity at each site in the region for a specified earthquake
and ground motion scenario. Liquefaction susceptibility describes
characteristics of the soil that make it more or less prone to lique-
faction. When subjected to sufficiently strong ground motion,
liquefaction can be triggered in susceptible soil, subsequently po-
tentially producing permanent ground deformation (PGD). Lique-
faction potential depends on the combination of liquefaction
susceptibility and ground motion. Metrics that could be used to de-
scribe liquefaction potential or intensity include probability that
liquefaction occurs (e.g., Zhu et al. 2017; Kayen et al. 2013; FEMA
2003), liquefaction potential index (LPI) (Iwasaki et al. 1984;
Maurer et al. 2014); factor of safety for liquefaction (e.g., Mayfield
et al. 2010); a binary indicator variable (liquefaction/no liquefac-
tion); and PGD caused by liquefaction (e.g., Baska 2003; Youd
et al. 2002). The liquefaction model employed should: (1) be able
to predict liquefaction potential/intensity at each site in the study
region as accurately as possible, (2) describe liquefaction in terms
of the desired metric, and (3) be applicable throughout the whole
study region, which means that all required input data are available
throughout the region. If the intent is to use the multihazard sce-
narios to estimate damage to pipelines or buildings, the liquefaction
measure used must be the same as (or able to be translated into) that

used in the damage model. Because most methods require site-
specific geotechnical data such as cone penetration test (CPT) or
standard penetration test (SPT) results, which are not typically
available for an entire region, this final requirement can be limiting.

Although it is often omitted in favor of focus on more geo-
graphically widespread effects like ground motion, the surface fault
rupture hazard can be important, especially for long ruptures that
could simultaneously damage pipelines or other infrastructure in
multiple places in a single event. Surface fault rupture hazard dif-
fers from ground motion and liquefaction because it is localized
along the length of a fault rupture, and therefore must be modeled
differently. Multiple earthquakes can cause ground motion and/or
liquefaction at a site, allowing the method to match the probabilistic
hazard by determining hazard-consistent probabilities in a way that
eliminates some earthquakes and weighs others heavily. By con-
trast, at a particular site, typically only one earthquake-generating
source could cause the permanent ground deformation associated
with fault rupture. Thus, the only way to match the probability of
surface rupture displacement at a site is to include a rupture on that
fault in the final reduced set of multihazard scenarios. It is impos-
sible, therefore, to match the surface fault rupture hazard every-
where in the study area with a small set of scenarios. Instead,
we focus on a small user-identified set of faults that are of particular
concern and we require the reduced set of multihazard scenarios to
match the probability of rupture on those faults only. Surface fault
rupture intensity can be measured as a binary variable (occurs or
not) or in terms of the resulting permanent ground displacement
(e.g., Petersen et al. 2011). As with liquefaction and ground mo-
tion, the best surface fault rupture hazard model depends on pre-
dictive power, availability of the required input data, and output
metric required for use in subsequent analyses.

Step-by-Step Implementation

The multihazard OPS method includes five main steps, adapted
from Manzour et al. (2016) (Fig. 2): (1) generate a candidate set
of earthquake scenarios (ruptures), (2) reduce the set of earthquake
scenarios based on their contribution to the ground motion and
liquefaction hazards, (3) reduce it and assign hazard-consistent an-
nual occurrence probabilities using a mixed integer linear program
(MILP), (4) generate multihazard scenarios for each earthquake
scenario in the reduced set in a way that minimizes sampling vari-
ability, and (5) reduce the multihazard scenarios using the same
MILP from Step 3. Han and Davidson (2012) and Manzour et al.
(2016) include additional detail; this section highlights aspects that
are new.

Step 1: Generate Candidate Set of Earthquake Scenarios
We first generate an initial candidate set of Nqc earthquake scenar-
ios. In general, this is done by sampling events for each earthquake
fault or area source based on the associated magnitude-frequency
distribution, using importance sampling of the magnitudes to more
efficiently include higher magnitude events of greatest conse-
quence (Han and Davidson 2012). (Note that, in the case study
herein, we use a different earthquake scenario generation approach
for fault sources so as to be consistent with the recent 2014 National
Seismic Hazard Map.) The user also identifies and includes in the
candidate set any particular earthquake scenarios that are of inter-
est due to their potential surface fault rupture hazard. Importantly,
there is no single best candidate set of earthquake scenarios, so the
method used is not critical (Vaziri et al. 2012). The candidate set
should include only physically realistic earthquakes and should
be sufficiently large and diverse that the hazard curves can be

Study area

High 
liquefaction 

potential

Ground 
shaking 
contours

Fig. 1. (Color) Schematic figure of a multihazard scenario.
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matched. Beyond that, it does not matter because only a small
number will be included in the final reduced set anyway.

Step 2: Reduce Candidate Set of Earthquake Scenarios
Based on Contribution
In Step 2, we reduce the candidate set of earthquake scenarios by
removing any that are not among those that contribute most to the
ground motion or liquefaction hazard. The contributions, CG;j and
CL;j, of each earthquake scenario j to the ground motion and lique-
faction hazard, respectively, are defined as

CG;j ¼
XIG
i¼1

XRG

r¼1

ωG;ir

�
PjPðyij ≥ YirÞP

J
j 0¼1

Pj 0Pðyij 0 ≥ YirÞ
�

ð1aÞ

CL;j ¼
XIL
i¼1

XRL

r¼1

ωL;ir

�
PjPðlij ≥ LirÞP

J
j 0¼1

Pj 0Pðlij 0 ≥ LirÞ
�

ð1bÞ

where Pj = annual occurrence probability of earthquake scenario j;
Yir = true ground motion for return period r at site i; yij = ground
motion at site i caused by earthquake scenario j; Lir = true lique-
faction potential for return period r at site i; lij = liquefaction po-
tential at site i caused by earthquake scenario j; J = number of
earthquake scenarios (same as Nqc); 0 ≤ ωG;ir ≤ 1 and 0 ≤ ωL;ir ≤
1 = user-specified weights that can be used to give extra weight to
certain sites and/or return periods if desired, such that

P
irωG;ir ¼ 1

and
P

irωL;ir ¼ 1; IG and IL = number of sites for the ground mo-
tion and liquefaction hazard, respectively; and RG and RL = number
of return periods for the ground motion and liquefaction hazard,
respectively. The Pðyij ≥ YirÞ are computed by integrating over
the ground motion prediction equations. [Note that although the
Pðyij ≥ YirÞ values are conditional probabilities more completely
written as Pðyij ≥ YirjScenario jÞ, for brevity and to remain con-
sistent with Han and Davidson (2012) and Manzour et al. (2016),
we use the notation Pðyij ≥ YirÞ]. Uncertainty in lij depends only
on earthquake magnitude and ground motion intensity [so to com-
pute Pðlij ≥ LirÞ, for each possible magnitude, we calculate the
ground motion intensity YLir

associated with Lir and then find
Pðyij ≥ YLir

Þ�.
To ensure earthquake scenarios are retained if they contribute

greatly to either the ground motion or liquefaction hazard, all can-
didate earthquake scenarios are ranked from largest to smallest based
on maxðCG;j;CL;jÞ. Only those that together account for the top T%
of total ground motion contribution and the top T% of liquefaction
contribution are retained. At the end of Step 2, Nqr1 earthquake
scenarios remain. Note that different thresholds T could be used
(Manzour et al. 2016). Conceptually, Step 2 is not required because
Step 3 will reduce the candidate set of earthquake scenarios again
anyway. It is recommended, however, because it makes the optimi-
zation in Step 3 easier to solve computationally, the scenarios omit-
ted in Step 2 contribute so little to the hazard curves that their
removal has little effect, and it adds little time since the required

probabilities, Pðyij ≥ YirÞ. and Pðlij ≥ LirÞ, have to be computed
for Step 3 anyway.

Step 3: Reduce Candidate Set of Earthquake Scenarios
using Optimization
In Step 3, a mixed-integer linear program is used to further reduce
the candidate set of Nqr1 earthquake scenarios to smaller user-
specified Nqr2 and to assign a hazard-consistent annual occurrence
probability, Pj, to each remaining earthquake scenario [Eqs. (2)–
(13)]. The optimization is like that in Han and Davidson (2012) and
Manzour et al. (2016) except that new constraints are added to de-
fine errors in liquefaction and surface fault rupture hazard, and
those errors are added to the objective function so that the optimi-
zation aims to reduce them as well as errors in the ground motion
hazard curves.

Minimize

kG
X
i∈IG

X
r∈RG

wG;irðeþG;ir þ e−G;irÞ þ kL
X
i∈IL

X
r∈RL

wL;irðeþL;ir þ e−L;irÞ

þ ks
X
f∈F

wS;fðeþs;f þ e−s;fÞ ð2Þ

such that

XJ
j¼1

fPj×Pðyij ≥ YirÞg− eþG;irþ e−G;ir ¼ 1− e−1=r ∀ i ∈ IG;r ∈RG

ð3Þ

XJ
j¼1

fPj×Pðlij ≥ LirÞg− eþL;irþ e−L;ir ¼ 1− e−1=r ∀ i ∈ IL;r ∈RL

ð4Þ
X
j∈Jf

Pj − eþs;f þ e−s;f ¼ Pt;f ∀ f ∈ F ð5Þ

X
j∈Jf

zj ≥ 1 ∀ f ∈ F ð6Þ

Pj ≤ zj ∀ j ð7Þ

XJ
j¼1

zj ≤ Jr ð8Þ

eþG;ir; e
−
G;ir ≥ 0 ∀ i ∈ IG; r ∈ RG ð9Þ

eþL;ir; e
−
L;ir ≥ 0 ∀ i ∈ IL; r ∈ RL ð10Þ

eþs;f; e
−
s;f ≥ 0 ∀ f ∈ F ð11Þ

0 ≤ Pj ≤ 1; zj ∈ f0; 1g ∀ j ð12Þ

1. Generate 
candidate set 
of earthquake 

scenarios

2. Reduce 
candidate set of 

earthquake 
scenarios based 
on contribution

3. Reduce 
candidate set of 

earthquake 
scenarios using 

optimization

4. Generate 
candidate set of 

multihazard
scenarios

5. Reduce set of 
multihazard

scenarios
using 

optimization
Nqc Nqr1 Nqr2 Nmc Nmr

Fig. 2. Main steps in multihazard optimization-based probabilistic scenario (OPS) method.
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The objective [Eq. (2)] is to minimize the weighted errors in
the ground motion, liquefaction, and surface fault rupture hazards.
The user-specified constants, kG, kL, and kS, allow the user to stipu-
late the relative importance of matching the three types of hazard.

As in Manzour et al. (2016) and Han and Davidson (2012), the
ground motion error term is the weighted sum of errors over all sites
i and return periods r, between points on the true ground motion
hazard curves and the corresponding points on hazard curves
developed with the reduced set of earthquake scenarios and the
hazard-consistent annual occurrence probabilities. The first term
in Eq. (3) is the annual probability of exceeding Yir as estimated
based on the reduced set of multihazard scenarios. Thus, eþG;ir
and e−G;ir are the errors resulting from overestimating and underes-
timating, respectively, the true annual exceedance probability,
1 − expð−1=rÞ, for return period r at site i. The errors eþG;ir are
positive if the true values are overestimated and zero otherwise;
e−G;ir are positive if the true values are underestimated and zero
otherwise. The liquefaction error term is analogous to the ground
motion error term. The liquefaction potential errors, eþL;ir and e−L;ir,
are similarly the over and underestimation of liquefaction potential
for return period r at site i [Eq. (4)]. Note that the sites and return
periods used to match ground motion and liquefaction need not be
the same. Because liquefaction will likely be physically impossible
at some locations and vary more locally than ground motion in
others, the set of sites considered in matching liquefaction poten-
tial, IL, will likely be smaller than that for ground motion, IG. The
user-specified weights wG;ir;wL;ir ≥ 0 are typically set to wG;ir ¼
wL;ir ¼ r to give equal weight to each error as a percentage of its
true exceedance probability (Manzour et al. 2016). If desired, they
could be set to vary by site to indicate locations that are more or less
important to match (as in Legg et al. 2010).

The surface fault rupture error is defined differently than ground
motion and liquefaction errors because at a particular site, typically
only one earthquake generating source could cause the permanent
ground deformation associated with fault rupture. Thus, we define
the surface fault rupture error in terms of the difference, for each
fault in F, between the true annual occurrence probability, Pt;f,
and the hazard-consistent annual occurrence probability based
on the reduced set,

P
j∈JfPj [Eq. (5)], where F is the user-specified

set of faults considered important for surface fault rupture hazard
and Jf is the set of all earthquake scenarios j with at least one
segment on fault f. The user-specified weight wS;f ≥ 0 should typ-
ically be set to wS;f ¼ 1=Pt;f to normalize the surface fault rupture
errors so they are approximately the same order of magnitude as the
ground motion and liquefaction errors and the k weights can re-
present relative importance of the different hazards. With zj defined
as a binary variable that indicates whether earthquake scenario j is
included in the reduced set of events, Eq. (6) (which is optional
depending on user preferences) ensures that at least one earthquake
is included for each fault in Jf; and Eqs. (7) and (8) limit the num-
ber of earthquake scenarios j included in the final reduced set to a
user-specified number Jr ¼ Nqr2.

The optimization provides as output values for the decision var-
iables Pj, which define the new hazard-consistent annual occur-
rence probability for earthquake scenario j. If Pj ¼ 0, scenario
j is not included in the reduced set. It also provides values of all
the errors—eþG;ir, e

−
G;ir, e

þ
L;ir, e

−
L;ir, e

þ
s;f , and e

−
s;f , which can be used

to ensure that they are of an appropriate size and character for the
intended purpose.

Step 4: Generate Candidate set of Multihazard Scenarios
In Step 4, we generate a user-specified Nmc candidate multihazard
scenarios. Each multihazard scenario is a map that includes (Fig. 1):
(1) the surface rupture from the associated earthquake scenario,

(2) ground motion contours, and (3) liquefaction potential contours.
The ground motion contours are computed using the ground motion
prediction equations, and sampling values the residuals. The lique-
faction potential contours are computed using the information
about the earthquake scenario (e.g., magnitude) and the sampled
ground motion map, so that all hazards described in the scenario
are internally consistent.

Eq. (13) is used to determine Nj, the number of multihazard
scenarios associated with each earthquake scenario j. As derived
in Han and Davidson (2012), employing Eq. (13) minimizes the
variability in the estimated probability of exceeding ground motion
Yir, while ensuring a total of Nmc ≅ P

jNj candidate multihazard
scenarios are sampled. Using this approach, more multihazard
scenarios are sampled from those earthquake scenarios j for which
the probability of exceeding a specified ground motion varies a lot
across ground motion scenarios. Unlike Manzour et al. (2016),
which included fewer earthquake scenarios, here we allow Nj to
be zero when rounded

Nj ¼ Nmc

2
64 Pj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pðyij ≥ YirÞ × ½1 − Pðyij ≥ YirÞ�

p
P
j 0
Pj 0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pðyij 0 ≥ YirÞ × ½1 − Pðyij 0 ≥ YirÞ�

p
3
75 ð13Þ

Ground motion is used to determine the number of multihazard
scenarios associated with each earthquake scenario in this step be-
cause the variability across multihazard scenarios for a specified
earthquake scenario is associated with ground motion. In any case,
as in Step 1, there is not just one best candidate set. The candidate
set need only be large enough and represent enough variability that
a reduced set of multihazard scenarios can be identified in Step 5
that minimizes the errors to an acceptable degree.

Step 5: Reduce Candidate Set of Multihazard Scenarios
using Optimization
The optimization in Step 3 [Eqs. (2)–(12)] is applied again in Step 5
to reduce the candidate set of Nmc multihazard scenarios to a user-
specified set of Nmr multihazard scenarios that together minimize
the error between the description of hazards based on the reduced
set and the true description of hazards. The only differences in
applying the optimization in this step are that: (1) we replace earth-
quake scenario jwith multihazard scenario n; (2) the user-specified
number of scenarios in the reduced set, Jr, is now Nmr; and (3) the
values of Pðyin ≥ YirÞ and Pðlin ≥ LirÞ are binary (zero or one)
values since there is no uncertainty in the ground motion or lique-
faction potential at site i in multihazard scenario n.

Evaluation Metrics

Results are evaluated using four types of metrics. First, we present
the average of the errors for each hazard type in terms of
probabilities—Average eþ=−

G;ir , Average eþ=−
L;ir , and Average eþ=−

s;f —
the quantities directly being minimized. Second, for errors that are
easier to interpret, we use the mean ground motion hazard curve
error,MHCEG, and mean liquefaction hazard curve error,MHCEL.
MHCEG is the same metric that was known as MHCE in Han and
Davidson (2012) and Manzour et al. (2016). It is the mean over all
sites i and return periods r of the ground motion hazard curve errors,
HCEG;ir, defined as the horizontal distance at return period r from
the reduced set hazard curve to the true hazard curve for location i
[Eqs. (14) and (15)].MHCEL is the analogous metric defined for the
liquefaction hazard [Eqs. (16) and (17)]

ðHCEÞG;ir ¼ ðYir − ŶirÞ=Yir ð14Þ
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MHCEG ¼ 1

IGRG

XRG

rG

XIG
iG

jðHCEÞG;irj ð15Þ

ðHCEÞL;ir ¼ ðLir − L̂irÞ=Lir ð16Þ

MHCEL ¼ 1

ILRL

XRL

rL

XIL
iL

jðHCEÞL;irj ð17Þ

where Yir, Ŷir, Lir, and L̂ir are the true and reduced set ground mo-
tion intensities, and true and reduced set liquefaction potential index
values at site i and return period r, respectively.

Third, we define spatial correlation errors for ground motion
and liquefaction hazards as in Han and Davidson [2012, Eqs. (15)
and (16)]. Eqs. (18) and (19) define the mean spatial correlation
error for ground motion, MSCEG, where ρtruei1;i2

and ρreducedi1;i2
are

the weighted correlation coefficients of the ground motions at sites
i1 and i2, for the true and reduced set, respectively, and the weight
for each scenario is its annual occurrence probability. An analogous
definition holds for the mean spatial correlation error for liquefac-
tion, MSCEL

ðSCEÞG;i1;i2 ¼ ρtruei1;i2
− ρreducedi1;i2

ð18Þ

MSCEG ¼ 1

I2G − IG

XIG
i1

XIG
i2≠i1

jðSCEÞG;i1;i2 j ð19Þ

Finally, to examine the practical implications of replacing a full
set of scenarios developed using conventional MCS with a reduced
set based on the multihazard OPS method, we compare estimates of
number of damaged water pipes from each. Any relevant damage or
loss model for any type of infrastructure could be used; this was
chosen for our case study as an example because it relies on both
ground motion and liquefaction potential. Specifically, using Dn,
the expected number of damaged pipes in multihazard scenario
n and annual probability Pn for each multihazard scenario n, an
empirical CDF of damage is created. The mean damage curve error
(MDCE) is then defined as the average absolute error as a percent-
age, over all exceedance probabilities, whereDe and D̂e are the true
and reduced set number of damaged pipes with annual exceedance
probability e, and ne is the number of probabilities evalauted (every
0.0001 from 1=2; 500 to 1=100 in the case study)

MDCE ¼ 1

ne

X
e

jðDe − D̂eÞ=Dej ð20Þ

City of Los Angeles Case Study

Inputs

The aim of this case study is to demonstrate the multihazard method
and examine the effect of considering multiple hazards. The City of
Los Angeles, a seismically active region with 4.0 million people in
an area of 1; 300 km2, serves as the case study region (US Census
Bureau 2019). The city was partitioned into IG ¼ 369 2-km-by-
2-km grid cells. Because liquefaction varies at a higher geographic
resolution, those ground motion grid cells in areas with nonzero
liquefaction susceptibility were partitioned into IL ¼ 367 1-km-by-
1-km grid cells. The liquefaction susceptible areas were identified
based on liquefaction hazard zone 7.5-min quadrangle maps pre-
pared by the California Geologic Survey, which in turn were used

to develop the 21 liquefaction susceptibility maps covering Los
Angeles over the period 2001–2003 (SCG 2003). The hazard curve
values for matching both ground motion and liquefaction were cal-
culated at the same four return periods of r ¼ 100, 475, 1,000, and
2,500 years, as in Han and Davidson (2012). In Step 2, the weights
ωG;ir are assumed to all be equal; the same is true for ωL;ir. For the
base case, the user-specified relative hazard weights were
kG ¼ kL ¼ kS ¼ 1=3, corresponding to an assumption of equal im-
portance across all three hazard types. Other values were tested in
the sensitivity analysis.

Earthquake Sources
All earthquake source and ground motion inputs were identified so
as to be consistent with the most recent 2014 National Seismic
Hazard Map (NSHM), which is based on the Uniform California
Earthquake Rupture Forecast v3 (UCERF3) (Petersen et al. 2011;
Field et al. 2014; Powers 2015). To relax fault segmentation as-
sumptions and include multifault ruptures, UCERF3 makes a sub-
stantial departure from previous methods (including those used in
Han and Davidson 2012). Rather than constructing a magnitude-
frequency distribution model for each fault separately then adding
background seismicity, in UCERF3, all fault sections are divided
into small equal-length subsections, all plausible combinations of
two or more contiguous fault subsections are considered possible
ruptures, and the rates of all ruptures are computed simultaneously
using the inversion method (Field et al. 2014). UCERF3 results
in 250,000+ possible ruptures compared to <8; 000 in UCERF2.
In this case study, we directly used the 186,716 ruptures from the
earthquake rupture forecast that are within 200 km of Los Angeles
in the candidate set of earthquake scenarios. In addition, consistent
with the 2014 NSHM, background sources are represented as
gridded seismicity at 0.1° longitude by 0.1° latitude following
truncated Gutenberg–Richter relationships. Including only those
within 200 km of Los Angeles resulted in 2,505 background
sources.

Component Hazard Models
Ground motion was modeled using the five ground motion predic-
tion equations and weights for the Western US from the 2014
NSHM (table 16 of Petersen et al. 2011). In the case study, we used
the ground motion intensity parameter spectral acceleration at 0.2 s,
Sa;0.2s, although another could be substituted.

We compute the liquefaction hazard using the LPI3 model in
Kongar et al. (2017). This model was chosen because the data
are available to apply it to a large region unlike methods that require
CPT, SPT, or other detailed geotechnical data, and because, based
on the comparison in Kongar et al. (2017) and our own comparison
for the 1994 Northridge earthquake (Soleimani 2020), it offers ac-
curacy that is reasonable for regional analysis like that targeted by
the multihazard OPS method. The LPI3 method estimates liquefac-
tion potential in terms of the liquefaction potential index (LPI),
which Maurer et al. (2014) interprets as corresponding to no
(LPI < 4), marginal (4 ≤ LPI < 8), moderate (8 ≤ LPI < 15), and
severe (LPI ≤ 15) liquefaction. The method, which is based on
the average shear-wave velocity over the top 30 m of soil, Vs30,
is a combination of previous work by Seed and Idriss (1971),
Andrus and Stokoe (2000), Juang et al. (2005), and Boore (2004).
At each location, the soil is partitioned into layers, each hk ¼ 5-m
thick, where zk is the depth to the bottom of layer k and k ¼ 1 is the
top layer. It requires computing for each layer k: (1) average shear-
wave velocities, Vs;k, and stress-corrected shear-wave velocity,
Vs1;k [Eqs. (21) and (22)]; (2) cyclic stress ratio, CSRk [Eqs. (23)–
(26)]; and (3) cyclic resistance ratio, CSRk [Eq. (27)]. We then use
Eq. (28) to compute LPI
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Vs;k¼

8>><
>>:
10

�logVs30−0.042062
1.0292

�
for zk≤10

2

�
10

�logVs30−0.025439
1.0095

��
−10

�logVs30−0.042062
1.0292

�
for10<zk≤20

ð21Þ

Vs1;k ¼ Vs;k

�
100

σ 0
v

�
0.25

ð22Þ

rd ¼
	
1 − 0.00765zk for zk < 9.2m

1.174 − 0.0267zk for zk ≥ 9.2m
ð23Þ

σv;k ¼
Xk
m¼1

ρmhmg ð24Þ

σ 0
v;k ¼

	 σv;k for zk ≤ zwt

σv;k − ρwðzk − zwtÞg for zk > zwt
ð25Þ

CSRk ¼ 0.65

�
amax

g

��
σv;k

σ 0
v;k

�
rd ð26Þ

CRRk ¼
�
0.022

�
Vs1;k

100

�
2

þ 2.8

�
1

V�
s1;k − Vs1;k

− 1

V�
s1;k

���
Mw

7.5

�−2.56
ð27Þ

LPI ¼
X4
k¼1

�
1 − 1.4

CRRk

CSRk

�
ð10 − 0.5zkÞ ð28Þ

Fig. 3. (Color) Traces of 15 considered faults for surface rupture hazard (Sources: Esri, GEBCO, NOAA, National Geographic, Garmin, HERE,
Geonames.org, and other contributors, Esri, Garmin, GEBCO, NOAA NGDC, and other contributors.).
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where rd = shear stress reduction coefficient; σv;k = total overbur-
den stress at depth zk in N=m3; σ 0

v;k = effective overburden stress at
depth zk in N=m3; ρm = soil density of layer m in kg=m3; ρw ¼
1; 000 kg=m3 is density of water; zwt = water table depth in m;
amax = peak horizontal ground acceleration (PGA) in m=s2; g =
acceleration of gravity; V�

s1 = limiting upper value of Vs1 for cyclic
liquefaction occurrence, assumed to be 200 m=s for all sites; and
Mw = earthquake moment magnitude. Following Anbazhagan et al.
(2016), we assume soil density is ρdry ¼ 0.523V0.193

s for layers
above the water table and ρsat ¼ ρbulk ¼ 0.412V0.262

s for those be-
low. The input data required is thus only Vs30, zwt, amax, and Mw.
The Vs30 data was taken from Wills and Clahan (2006); zwt was
obtained by spatially interpolating over data from California
Department of Water Resources (2019); and amax and Mw are from
the earthquake scenario.

The user-specified set of faults considered important for surface
rupture hazard, F, was defined with input from the Los Angeles
Department of Water and Power (LADWP) (Davis 2019). It was
taken to include the following 15 faults (with number of earthquake
scenarios in associated set Jf): Hollywood (771); Malibu Coast
[alt1 (460) and extension (364)]; Mission Hills (160), Newport
Inglewood alt1 (520); Northridge Hills (1595); Palos Verdes (169);
Raymond (639); Santa Monica (783); Santa Susana [east (256) and
alt1 (388)]; Sierra Madre (494); Sierra Madre–San Fernando (84);
Verdugo (608); and Hollywood-Raymond-Santa Monica combina-
tion (730). These faults include earthquakes of magnitudes 5.80–
8.05 (Fig. 3).

True Hazard
The true ground motion and liquefaction hazard were based on con-
ventional MCS because unlike PSHA, MCS allows comparison of
the spatial correlation error (Han and Davidson 2012). However,
the true ground motion and liquefaction hazard were computed
in two parts. The 186,716 UCERF3 fault rupture scenarios were
included directly (“Earthquake Sources” section), and a conven-
tional MCS over 200,000 years was applied to generate 157,175
background source scenarios to add to the set.

Pipe Damage Model
To compute the method performance in terms of error in damage
estimates, we apply the logistic regression model labeled R3 in
Bagriacik et al. (2018) to estimate the expected number of damage
pipe segments [Eqs. (29 and (30)], where ptin is the probability a
pipe segment of type t in grid cell i breaks in multihazard scenario
n; xPGV;in and xLRI;in are the peak ground velocity and liquefaction
resistance index (LRI) in grid cell i for multihazard scenario n, re-
spectively; and xCI , xAC, xDI , and xS are binary variables that are
one if the pipe is cast iron (CI), asbestos cement (AC), ductile iron
(DI), or steel (S) respectively, and zero otherwise

Z ¼ −2.39þ 0.014ðxPGV;inÞ − 0.677ðxLRI;inÞ
þ 0.014ð25Þ − 0.885xCI − 0.522xAC − 1.74xDI − 0.739xS

ð29Þ

ptin ¼
expðZÞ

1þ expðZÞ ð30Þ

The LADWP, which operates the water supply system in the
study area, has approximately 11,800 km of distribution mains
(LADWP 2017). For simplicity, we assume they are evenly distrib-
uted across the city; that each pipe segment, defined as the length
between intersections with other pipes, is 25 m long; and that
the distribution of materials is the same as at the time of the
Northridge earthquake in 1994, 72% CI, 9% AC, 8% DI, and

11% S (O’Rourke et al. 2014). For these purposes—examining
the effect of using a reduced set of multihazard scenarios instead
of a full set from conventional MCS on pipe damage—these sim-
plifications are reasonable. An evaluation of system functionality
would require the actual network. To obtain the xLRI;in values, we
save the CRR values while computing LPI (“Component Hazard
Models” subsection of “Inputs” section) and map CRR to LRI
as defined in Cubrinovski et al. (2011). The expected number of
damaged pipes in multihazard scenario n is Dn ¼

P
i;tptinNt,

where Nt is the number of pipe segments of type t in each grid cell.

Application of Method

The method is implemented using Python version 3.5 (python.org)
to create and call the optimization model in Steps 3 and 5, and
Matlab version R2017b (mathworks.com) for everything else. The
optimizations were solved using Gurobi version 8.1, a commercial
solver (gurobi.com). To help interpret the results of this analysis,
we compare to them to those in Han and Davidson (2012) and
Manzour et al. (2016), which apply the ground-motion-only version
of the Extended OPS method to Los Angeles and Christchurch, New
Zealand, respectively. Han and Davidson (2012) also differs in that it

Fig. 4. Cumulative contribution versus number of earthquake scenarios
included.

Fig. 5. (a) MHCEG and MHCEL; and (b) average probability errors,
both as functions of Nmr, the number of multihazard scenarios in the
final reduced set.
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does not include Step 2, and it used input from the 2008 NSHM
instead of the substantially modified 2014 NSHM used here.

Step 1: Generate Candidate Set of Earthquake Scenarios
Due to the new way the 2014 NSHM generated earthquake scenar-
ios, we did not have to simulate earthquake scenarios from fault
sources. Rather, we directly used the 186,716 ruptures from the
2014 NSHM earthquake rupture forecast that are within 200 km
of Los Angeles in the candidate set of earthquake scenarios. Addi-
tional candidate earthquake scenarios were generated from the
background sources using importance sampling as in Han and
Davidson (2012) and Manzour et al. (2016). In doing so, the mag-
nitude range was divided into bins of width 0.1. This approach led
to 147,470 background source earthquake scenarios. In total,
Nqc ¼ 334,186 candidate earthquake scenarios.

Step 2: Reduce Candidate Set of Earthquake Scenarios
Based on Contribution
The first reduced set included Nqr1 ¼ 19,154 earthquake scenarios,
which was based on ensuring we retained at least T ¼ 85% of the
total contribution for both ground motion and liquefaction hazard.

Fig. 7. Comparison of true and reduced set hazard curves, for the sites
for which 90% of matches are worse, for (a) ground motion; and
(b) liquefaction.

Fig. 6. Map showing the faults and area sources considered and those selected in the final reduced set of 351 multihazard scenarios (Sources: Esri,
HERE, Garmin, © OpenStreetMap contributors, and the GIS user community.).

© ASCE 04021001-9 J. Infrastruct. Syst.

 J. Infrastruct. Syst., 2021, 27(1): 04021001 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

U
N

IV
ER

SI
TY

 O
F 

D
EL

A
W

A
R

E 
LI

B
R

A
R

Y
 o

n 
06

/2
9/

21
. C

op
yr

ig
ht

 A
SC

E.
 F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

rig
ht

s r
es

er
ve

d.



The actual percentages of contribution included for ground motion
and liquefaction were 97% and 85%, respectively (Fig. 4). By com-
parison, in Manzour et al. (2016) 99% of the contribution was re-
tained because that resulted in only 6,500 earthquake scenarios. For
both Los Angeles and Christchurch (Manzour et al. 2016) the cu-
mulative contribution curves are much steeper than for liquefaction
(Fig. 4). A scatterplot of CL;j versus CG;j suggests that they are
highly correlated (ρ ¼ 0.96), but the average contribution of each
earthquake scenario to the liquefaction hazard is 65% that of the
average contribution of each to the ground motion hazard.

Step 3: Reduce Candidate Set of Earthquake Scenarios
Based Using Optimization
The maximum number of earthquake scenarios allowed in the sec-
ond reduced set was taken to beNqr2 ¼ 1; 000, but the optimization
selected only Nqr2ðactualÞ ¼ 815, suggesting that including addi-
tional earthquake scenarios would not reduce the error further. The
mean errors at this intermediate step were MHCEG ¼ 0.025 and
MHCEL ¼ 0.061 meaning that on average, the reduced set ground
motion hazard curve based on those 815 earthquake scenarios dif-
fered from the true ground motion hazard curve by 2.5%. Similarly,
on average, the reduced set liquefaction hazard curve differs by
6.1%. In terms of probabilities, the average absolute value errors
were eG ¼ 9.3 × 10−7, eL ¼ 1.6 × 10−6, and eS ¼ 0.

By comparison, at this stage in Han and Davidson (2012),
the method selected only 143 earthquake scenarios resulting in
MHCEG ¼ 0.025 and in Manzour et al. (2016), 83 earthquake sce-
narios were selected with MHCEG ¼ 0.001. Both those studies
considered only ground motion hazard, so they could achieve
smaller errors with fewer earthquake scenarios. Nevertheless, these
multihazard results were on par with the earlier results at this step,
and these intermediate errors appear small enough for practical
purposes.

Step 4: Generate Candidate Set of Multihazard Scenarios
We tried five values for the number of candidate multihazard sce-
narios, Nmc (900; 2,000; 3,000; 5,000; 10,000). Ultimately, we set
Nmc ¼ 900 [with the actual number generated NmcðactualÞ ¼ 805],
fewer than the Nmc ¼ 2; 000 and Nmc ¼ 3; 000 used in Manzour
et al. (2016) and Han and Davidson (2012), respectively. The rea-
sons for the choice were that using Nmc ¼ 900 resulted in errors
small enough for most practical purposes, and the Step 5 optimiza-
tion did not converge for Nmr ≤ 300 if Nmc was higher (e.g., for

Fig. 8. Histograms of probability errors for (a) ground motion; and
(b) liquefaction.

Fig. 9. (Color) Maps of (a) true ground motion Sa (0.2 s); and (b) ground motion hazard curve errors, HCEG, i, 475, for 351 reduced set multihazard
scenarios, both for 475-year return period (Sources: Esri, GEBCO, NOAA, National Geographic, Garmin, HERE, Geonames.org, and other
contributors, Esri, Garmin, GEBCO, NOAA NGDC, and other contributors.).
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Nmc ¼ 5,000 and Nmr ¼ 200 the gap was above 50% after four
days). One could explore other solution algorithms to allow for larger
Nmc values if desired, but that was not necessary for this study.

Step 5: Reduce Candidate Set of Multihazard Scenarios
Based Using Optimization
Finally, the maximum number of multihazard scenarios allowed in
the final reduced set was varied Nmr ¼ 200 to 600 to examine the
tradeoff between the error introduced and the final number of multi-
hazard scenarios. Fig. 5, which depicts the tradeoffs, suggests that
Nmr ¼ 400, which resulted in NmrðactualÞ ¼ 351, represents a rea-
sonable point in the tradeoff, and thus we use that as the base case.

Results

Final Recommended Set of Probabilistic Multihazard
Scenarios
The base case run can be summarized as follows (Fig. 2): Nqc ¼
334,186 candidate earthquake scenarios; Nqr1 ¼ 19,154 earth-
quake scenarios after reduction based on 85% contribution; Nqr2 ¼
1; 000 earthquake scenarios allowed after reduction using the opti-
mization, [Nqr2ðactualÞ ¼ 815]; Nmc ¼ 900 candidate multihazard
scenarios specified [NmcðactualÞ ¼ 815]; and Nmr ¼ 400 multiha-
zard scenarios allowed in the reduced set [NmrðactualÞ ¼ 351]. The
resulting 351 multihazard scenarios range from magnitude of
5.2–7.9, and the adjusted annual occurrence probabilities from
6.065 × 10−7 to 2.464 × 10−3. They include 338 multihazard sce-
narios from fault sources and 13 from background sources (Fig. 6).

Performance
To determine how well this reduced set of 351 multihazard scenar-
ios captures the true ground motion, liquefaction, and surface

fault ruptures hazards, we examine the evaluation metrics. The
probability errors introduced by using the reduced set of 351 multi-
hazard scenarios are: Average eG ¼ 1.634 × 10−4, average eL ¼
2.506 × 10−4, and average eS ¼ 1.615 × 10−4. These values are
small and useful for comparing across runs. Metrics that are easier
to interpret are MHCEG ¼ 3.2%, MHCEL ¼ 5.8%, which indi-
cate the reduced set ground motion and liquefaction hazard curves
differ from the true ones in the horizontal direction by 3.2% and
5.8% on average across all sites i and return periods r. For com-
parison, Han and Davidson (2012) resulted in 194 ground motion
scenarios with MHCEG ¼ 0.84%, and Manzour et al. (2016) re-
sulted in 124 ground motion scenarios with MHCEG ¼ 0. Spatial
correlation errors areMSCEG ¼ 0.088 andMSCEL ¼ 0.026, com-
pared to MSCEG ¼ 9.4 × 10−4 and MSCEG ¼ 0.031 for Han and
Davidson (2012) and Manzour et al. (2016), respectively. To offer

Fig. 11. Comparison of probability distributions of number of da-
maged pipes based on conventional MCS with 343,891 multihazard
scenarios and reduced set of 198 and 351 multihazard scenarios.

Fig. 10. (Color) Maps of (a) true liquefaction potential, LPI; and (b) liquefaction hazard curve errors, HCEL, i, 475, for 351 reduced set multihazard
scenarios, both for 475-year return period (Sources: Esri, GEBCO, NOAA, National Geographic, Garmin, HERE, Geonames.org, and other
contributors, Esri, Garmin, GEBCO, NOAA NGDC, and other contributors.).
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some intuition about the magnitude of error introduced, Fig. 7
shows a comparison of the true and reduced set hazard curves
for the sites for which 90% of matches are worse.

The errors also should not introduce bias. Fig. 8 shows histo-
grams of the errors, suggesting no notable bias. Maps of the ground
motion and liquefaction errors at 475-year return period (Figs. 9
and 10), suggest no geographic bias either. Similar maps for other
return periods lead to similar conclusions (Figs. S1–S8).

Finally, Fig. 11 shows the results of the damage analysis. It com-
pares the annual probability distributions of the number of damaged
pipes in Los Angeles based on the conventional MCS with 343,891
multihazard scenarios and based on reduced sets of 198 and 351
multihazard scenarios, suggesting relatively small differences com-
pared to the vast reduction in computational demand. The mean
damage curve error (MDCE) is 0.028 for the reduced set of 351
multihazard scenarios. Overall, given other uncertainties in a dam-
age or loss analysis, these errors are reasonable for many applica-
tions. More or fewer multihazard scenarios could be included in the
final set, however, depending on the desired tradeoff between error
and computational efficiency. The set of sites i and/or return peri-
ods r could be modified to achieve fewer scenarios or smaller errors
as well. While computational savings will depend on the particulars
of the case study and hardware, in this case computing the pipe
damage required approximately 3.5 h for the full set of 343,891
multihazard scenarios when parallelized across 35 nodes on a com-
puting cluster (approximately 120 h without parallelization). It only
required nine minutes for the reduced set of 351 multihazard
scenarios.

Sensitivity to Objective Function Weights

To examine the effect of considering multiple hazards, we con-
ducted sensitivity analysis on the hazard weights, kG, kL, and
kS. Specifically, we did 10 runs in which the weight for each hazard
was varied from zero (the hazard was not considered at all) to one
(it was the only hazard considered) (Table 1). Not surprisingly, as
the weight for a specified hazard (e.g., ground motion) was in-
creased, the errors associated with that hazard decreased. Runs
1, 2, and 3 provide the minimum error possible for ground motion,
liquefaction, and surface fault rupture, respectively. Runs 1–6 also
suggest that when the weight for a specified hazard goes to zero, the
errors can be quite large for that hazard. That is, matching one haz-
ard has an effect on matching the other hazards, but it does not
match them very well. When kG ¼ 0 in Runs 2, 3, and 6, for ex-
ample, the MHCEG is on the order of 25% to 57% compared to
2.7% when kG ¼ 1. Nevertheless, the results also suggest minimal
difference in errors for each hazard when the weight is between
0.25 and 0.5. Overall, Table 1 indicates that as long as the weight

for each hazard is at least 0.25, the errors for all hazards are kept
small enough for practical purposes.

Conclusions

In this paper, we introduce a new multihazard version of the OPS
method of developing a computationally efficient, set of hazard
scenarios for use in analysis of spatially distributed infrastructure.
It retains the general approach of the previous version (Manzour
et al. 2016), but includes liquefaction potential and surface
fault rupture in addition to ground motion. The application to Los
Angeles indicates that while more scenarios are required for the
multihazard analysis to achieve a similar match in a ground motion
only analysis, it is still possible to achieve errors small enough for
practical purposes with on the order of a few hundred multihazard
scenarios. In addition, the sensitivity analysis suggests that devel-
oping an ensemble of multihazard scenarios by matching one haz-
ard type does not necessarily indirectly achieve a good match for
others. However, as long as the weight for each hazard is at least
0.25, the errors for all hazards are kept small enough for practical
purposes.

Opportunities for future research remain. Improved liquefaction
and surface fault rupture component models could be incorporated.
Additional co-occurring hazards, such as landslide, could be in-
cluded in a similar way. More applications in more places may
strengthen the conclusion that the method can produce excellent
results anywhere. Finally, although it was not considered necessary
in this case study, it could be useful to develop a new solution al-
gorithm for the Step 5 optimization for cases when there is a larger
number of candidate multihazard scenarios and a small number al-
lowed in the final reduced set.
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Table 1. Results of sensitivity analysis for hazard weights

Run kG kL kS Nmr MHCEG MHCEL Avg:eG Avg:eL Avg:eS MDCE

1 1 0 0 324 0.027 0.271 1.08ð10−4Þ 0.080 1.07 0.054
2 0 1 0 259 0.571 0.051 1.75 1.80ð10−4Þ 1.73 0.619
3 0 0 1 15 0.323 0.508 0.246 0.031 0 0.052
4 0.5 0.5 0 306 0.032 0.057 1.64ð10−4Þ 2.52ð10−4Þ 1.47 0.046
5 0.5 0 0.5 335 0.029 0.284 1.11ð10−4Þ 0.075 0.62ð10−4Þ 0.032
6 0 0.5 0.5 245 0.254 0.048 1.54 1.92ð10−4Þ 3.38ð10−4Þ 0.100
7 0.5 0.25 0.25 334 0.032 0.058 1.47ð10−4Þ 2.64ð10−4Þ 2.07ð10−4Þ 0.024
8 0.25 0.5 0.25 294 0.036 0.056 1.88ð10−4Þ 2.41ð10−4Þ 2.77ð10−4Þ 0.054
9 0.25 0.25 0.5 310 0.032 0.058 1.63ð10−4Þ 2.51ð10−4Þ 1.03ð10−4Þ 0.041
10 1=3 1=3 1=3 351 0.032 0.058 1.63ð10−4Þ 2.51ð10−4Þ 1.61ð10−4Þ 0.028

Note: Metrics are defined as in the section on the case study.
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resources at the University of Delaware, specifically high perfor-
mance computing resources.

Supplemental Materials

Figs. S1–S8 are available online in the ASCE Library (www
.ascelibrary.org).
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