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1. Background

The study of thermodynamic properties of complex fluid involving electrical solvent is of interest of many biological
and physiological applications [1-3]. For example, electrokinetic microfluidic devices have been widely used in biomedi-
cal and biotechnological applications and chemical synthesis, which can be used for pumping and controlling the liquid
flow in microfluidic systems or separating constituents suspended in a liquid [2,4]. While low thermal conductivity devices
are widely used, temperature effect should be included as it affects the electrical conductivity and can produce substan-
tial heat driven flow. In addition, the interaction between heat flux and electric field could result in Joule heating effect
as a byproduct of presence of electric field [5,6]. This effect is generated by the ohmic resistance of the electrolyte sub-
jected to electric current and, clearly, the traditional isothermal models are not adequate in such situation. More recent
works account for thermal effects and show that these interactions can be modeled in a thermodynamic consistent way
(see [7]).

Another important pool of applications stems from biology, namely, modeling ion channels. Such channels are formed by
charged walls and play a fundamental role in controlling and regulating the nervous system. In addition to the three main
types of ion channels: voltage gated, ligand gated and chemically gated ion channels, temperature controlled ion channels
are also been found and studied in the literature (see [8,9]). For example, six members of the mammalian Transient receptor
potential ion channels (TRP) respond to varied temperature thresholds. TRPV1, TRPV2, TRPV3, and TRPV4 are heat activated,
whereas TRPM8 and TRPA1 are activated by cold [9].
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Despite there is vast amount of works devoted on related experimental studies [6,2], mathematical modeling [10,11] and
simulation [12], [13], thermodynamically consistent models are much less studied and developed.

To begin the discussion of the non-isothermal model we first consider the isothermal case and the Poisson-Nernst-Planck
(PNP) system. This model is widely used to describe the transport of charged particles [14-17] with low concentration
and couples the well-known drift-diffusion equations for the concentration with the Poisson equation for the electrostatic
potential with appropriate initial and boundary conditions [18]:

N
=V - (eVe) =ec Z qipPi. (Poisson Equation)
i=1
api - o g .
rTie -V (Drift Diffusion equation)
Ji=—DiVp; — qipipiVé. (Flux)

Here € is the dielectric constant, D; > 0 is the diffusivity, g; is the valence number, and w; is the mobility of the i-th ion
species. The PNP system models the interaction of N ionic species through an electrostatic field, usually N > 2. ¢ is the
electrostatic potential, p; stands for the charge density of the i-th species.

Both ion channels and electroosmosis can be modeled by taking the background fluid into consideration and coupling
the PNP system with the Navier-Stokes equation. The energetic variational formulation which deals with the isotropic case
for the resulting system from a mechanical prospective is well elaborated in [19,20]. The energy law for this system, as
stated in [19] is:

N
d 1 _, € 5 K 5
—{| =prlu i(pi—1)+ =|Vo|“dx —|p|°ds
U 5prli?+ Y o= 1)+ 590l [ Siopds
Q i=1 Ty
- ST N
n vVu+Vvu
= [T R 3 DipiVdog i+ qio) P
Q i=1
Here, ' denotes the part of boundary where the Robin boundary condition: €V¢ -1+ k¢ = C is imposed. The total energy
consists of the sum of the kinetic energy of the background fluid, the electro potential energy and the free energy of each

of the species. The dissipation of the total free energy is driven by the viscosity and diffusion. This coupled system can be
derived through energetic variational approach (EVA, introduced in [21]) and is as follows:

N
—V .- (eVg) =e, Z qipi, (Poisson equation)
i=1

4 0i - o vice s .
T -V-Ji (Drift diffusion equation)
Ji=-DiVpi — qipipi Vo — pil. (Flux)

L Vi+ Vil & ,
pf(ut+u-Vu)+Vp=V~f—Zqi,o,-qu, (NS equation)

i=1

V.-u=0. (Incompressibility)

As is evident from the equations above, this model does not take temperature effect into consideration.

A number of numerical solution approaches for the PNP system and relevant mathematical models have been considered
in the literature. For example, A. Flavell et al. (2014) [22] applied a conservative finite difference scheme which achieves
second-order accuracy in both space and time and also conserves total concentration for each ion species. C. Liu et al.
(2015) [23] used an energetically stable finite element method for the PNP-NS(Poisson-Nernst-Planck-Navier-Stokes) system.
In one of their follow-up paper [33], they presented a more effective numerical approach. D. Xie et al. (2016) [24] used a
non-local finite element method for the PB (Poisson-Boltzmann) equation to tackle the problem of solution singularity
caused by point charge term.

In order to capture the temperature change [25], [26] considered a thermodynamic approach for incompressible New-
tonian fluid coupled with temperature model. The resulting model is based on the first law and the second law of
thermodynamics and in accordance with the Fourier's Law assumes that the internal energy is proportional to the tem-
perature and the heat flux is proportional to the temperature gradient. The equation for the temperature is derived through
energy conservation and the whole system satisfies the inequality constraint for entropy production and this is in agreement
with the second law of thermodynamics.
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Some works in biology [10], [11], take both temperature and electrokinetics into consideration by a simple coupling
which adds electrokinetic force into the Navier-Stokes equation and use PNP or Poisson-Boltzmann to model the electric
field. The temperature effects are incorporated by including the Joule heat force term into the heat equation. One issue with
this model is that it is unclear what is the energy associated with this system, moreover, it is not evident whether the
second law of thermodynamics is satisfied by the model.

In our study, we are using a more consistent model to capture the interactions mentioned above. According to first law
of thermodynamics, heat and work can convert to each other, so it is natural to consider this energy interchange in order to
derive the equation for the temperature. By the second law of thermodynamics, the conversion between heat transfer and
work follows the rule that keeps the entropy increasing. We follow the ideas in [7] and add this as an inequality constraint
for the system. As it turns out, maintaining such inequality constraints is also crucial for the stability of the discretized
model. This motivated the choice of discretization and we have applied the Edge Average Finite Element (EAFE, see [27])
discretization, which satisfies the discrete maximum principle for the temperature. The discrete maximum principle turns
out to be the key to numerical stability and one of the key results that we present is the energy estimate satisfied by the
numerical model.

The paper is organized as follows. We introduce the Heat-PNP equations in section 2 and the corresponding energy law
in section 3. In section 4 we propose our discretization and prove an energy estimate for the discretized Heat-PNP system.
In section 4 some numerical experiments are provided to validate the stability of our numerical scheme. We also provide
numerical tests which show consistency with qualitative phenomena observed experimentally [1].

2. The heat-PNP equations and their discretization

As it is well known [28] the PNP system is as follows:

0 zie .

Pi= V. (Di (V/Oi + k,TTin¢>> si=1,..,N,
N

V- (eVe)=— <,00 + ZZiE,Oz) .
i=1

We treat the evolution equations for ions’ concentration as a system of continuity equations. After introducing the flux
variable for each ion species, this system can be written as:

1)

dpi -
L —=_V. ]
P Ji
zie

.]l:_DlV/Ol_ kB—TIOIV¢v (22)

N
V.- (eVg) =— (po + Zziepi) .

i=1

We use the same fashion to rewrite the PNP system with temperature throughout this paper.
We consider the temperature PNP system in 2 € R", n = 2,3 without background fluid. According to [7], this system
has the form:

0 - .
P +V.-(piuj)=0,i=1,...,N,
vipitli = —kgV(p;T) — ziepiVe,i=1,...,N,

—V-eVgp= Zpilie-i—pf,

1

N 3T N N
(;kBC,-,o,) T + (;kgcipiﬁi> -VT + (Zkg,oiv . ﬂ,) T =

i=1

(2.3)

VkVT + N vipilii? 4 q.

Here, ¢ is the electrostatic potential, p; stands for the charge density of the i-th species, T is the temperature function and
u; is the macroscopic velocity of the i-th species. All these variables are space time functions defined on Q x [0, T]. D; >
0, gi, and u; are correspondingly the diffusivity constant, the valence number and the constant mobility of the i-th ion
species.
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2.1. Initial and boundary conditions

For the system (2.3), the initial conditions at t =0 are

T(x,0)=To(x), pi(x,00=pjox), i=1,...,N, xeQ.

The boundary conditions are of different types: We have homogeneous no-flux boundary conditions for each of the
concentrations of ion species,

pilli -n=00n9%.
For the Poisson equation, we partition the boundary into disjoint parts: 0Q =Tp Uy UTg
¢=8VonIp,
eVe-n=EonTy,
€Ve - -i+k¢=ConTlyg.

For the temperature equation we have Dirichlet boundary conditions which, as we show later help us in deriving the
discrete energy law.

T =46T on 92.
3. Energy of the heat-PNP system

According to [7], the Heat-PNP system satisfies simultaneously first and second energy laws of thermodynamics, which
are:

i(U—l—K)—/ +XN: % dr—i—/kVTdr
dt = q £ Pi ot s
= aQ

d kVT
—S—A—l—/ d+f
dt

These laws involve the internal energy functional U, the kinetic energy functional K of the system, and the entropy func-
tional S of the whole system. In addition, v is the applied electric field, which, for simplicity, we assume to be independent
of time in our system here.

More precisely, if we substitute the predefined entropy functional and entropy production functional for Heat PNP system
we obtain:

(3.1)

N
=Y [ kaputog i~ CilogT — Cox.
i=1
@ (3.2)
Vi pi | U |2 kVT |?
A= dx.
z [
Next, we use the divergence theorem to derive the second law for our system in terms of the unknown variables:
Vi pi | U 1 kVT , kvT
—Z/kBp,aogm CilogT — Coydx = Z/ P LB e g K g (33)

i=1¢ i=1g¢
In fact, to derive the second energy law of thermodynamics from the equation set is straightforward. We multiply by %

both sides of the heat equation (2.3) and integrate over the domain. For the left hand side we then we have

N

N
a
[;‘kgcip,-a +Z/<Bc,p,v @) =+ Y ka(1 — GV -
i=

i=1

N dlog T N V(piuiT) N
_ / Y ksCipit e+ / S keGP v i) 43 k(1 — G (it — 4V )i
i=1 & =1

i=1
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N dlogT N VT N 0
=/Z<Bc, i /stci(Wpiu,-)—piu,-T—u,-Vpi>+ZkB(1—cxg—a—;logmdx
Q i=1 Q i=1 i=1
N alogT
=fZl<Bcl pi /Zkgcz = —logT———logp,>+Zk3<l C)(at logmdx
Q i=1 i=1
d N
=d— / kg pi(log pi — Cilog T — Cj)dx.

Next, for the right hand side we have:

N
V-kVT vipiluil> | q
—d
/ ey e

Q i=1

Vi pi Ui 1 kVT , kVT
Zf ol g AT

T
119

Notice that in the derivation we used the continuity equations. Also, since this energy law is for closed systems, zero flux
boundary condition is used when integrating by parts and finally we used that the heat source vanishes, namely, we have
q=0.

Clearly, the energy law (3.3) makes sense when ion concentrations and temperature are positive and the solution satisfies
the following regularity assumptions:

¢ € Hp, = (v e H' ()| v, =8V},
pieW=H'NL®®)

3.1. Log-density formulation and its energy

We introduce a change of variables (also known as a log transformation for the ion concentrations) which is as follows

ni(x, t) =log pi(x,t),i=1,..., N,
§(x,t) =logT(x,1).

We note that such change of variables requires that the concentrations are positive and we have
ni=logp; e W=H'NL®Q) — H?

The embedding above holds for space dimensions d < 3. The Heat-PNP system then is written in a variational (weak) form:
Find ni(t) e W, £&(t) e W and ¢ € ]HI}D such that:

(eVe,VVv) + (K¢, V) qu(eﬂx V) =(C, V)rg + (S, V)ry,
i=1
d m V(eiet) +elizieV
e w) -+ (T o, (34)
ot Vi
N 5 N y
(;RBCie’?iaeé, w) — (;kgcieéui, Ve"iw)) + (kVet, Vw) = (; Ve i 2, w),

V(e ef)+e”1 zieVe
viell

Here we denote by 1i; the macroscopic velocity of i-th species defined as 1i; = , and for the energy law (3.3)

we have

el |u; 1 kVT , kvT
dtZ/kBe (ni — Cié — Cp)dx = Zf”e il PV (. (35)

i=1¢ i=1¢q
Furthermore, if we denote v; =1, C; =1, zi =1 and for simplicity we ignore the constant kg, and under the appropriate
zero flux boundary condition we arrive at the following simplified form of (3.3):

5
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|uz
dtZ/ el (i — & — Ddx = — Z/ +k|VE?|. (3.6)

119

The derivation of the energy law (3.6) from the variational form (3.4) is as follows: We choose the test function to be
e~% in the temperature equation and we obtain

(Ze"t—eé —5)—<Ze¥ul V(ee ™)) + (kvet, Ve~ f)—(Ze"w )

i=1 i=1
£ —£_1 e'li|u; |
/Z — (€5 (Vi + VE) + zieg, e~%e] (Vi — VE)) —k|VE |—Z/
q =1 i=1¢
N e771|u |
/Z — (e%€] (Vi + V&) +ezie] . (Vn; — VE)) — k| VE |—Z/
i=1 i=1¢

Next, we test the continuity equation with w =n; — &:
a . .
(5,7 1 =€) + (V(eet) +eMzieg, V(i — §) =0

Gl . .
(€= i, i = &) = — (€M eEV (i + §) + e zie, V(11; — £)

Combining the temperature and the continuity equations together shows that:

fZe”’ +<e"‘ i — ) == Z/ +k|vs|
119
N g
/th(m E-1)=-— Z/ +I|Vs|
Q i=1 i= 19

3.2. The discrete formulation

We consider a mesh T, of simplices covering our computational domain (triangles in 2D or tetrahedra in 3D). As
approximating space we take the space for piecewise linear, with respect to T}, continuous polynomials [29],
W = {wp e H'|wp|; e P! forall T in Ty} c H',
Vgr, ={vnh € Wp|vIr, = glr,-}

The finite element solution to the Heat-PNP system then is defined using these finite element spaces. As a time marching
scheme we choose the backward Euler scheme which is implicit and therefore stable. The discrete variational form then is:
Find 1}, € Wy, & € Wy, and ¢ € Vi, 1,

€V, V) + (K] iy qu(en,h Vi) = (C. Vh)rg + (S, Vi)
i=1

Vie"inefi +qigy)

1 j—1
n} A
—(e'ih,w , Vwp) = —(e'ih [ wy),
At]( h) +( o h) Afj( h)
N N
n ]<Zl<36e”me%s,, cwi) — (ks Cieftul Vil wi)) + (vl va—(Zve”lwu,m wh)+
i=1 i=1 i=1

o (N ks Cieln e e i),
(3.7)
The approximation to the initial conditions uses the standard interpolation operator I, and is as follows:
ni(x,0) = Ip(log(pi,o(x))) forx € Q,i=1,..,N,
E(x,0) = Iy(log(Tp(x))) forx € Q.
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3.3. Adiscrete energy estimate

Next result shows a discrete energy estimate which holds in case when the mesh is quasi-uniform mesh and the stiffness

matrix on each Picard iteration is an M-matrix. In this case, we can show that the corresponding discrete solution T,f
satisfies maximum principle and with this condition satisfied, we have discrete energy estimate and mass conservation.

Theorem 1. Suppose n{_h € Wy, and ¢,{ € V., satisfy equations (3.7) for i =1, .., N and the assumptions for the discrete maximum
principle of temperature equation are satisfied. Then the mass is conserved for each ion species

J 0
/e”ﬂh("’t)dx = / e"n®Odx fori=1,.,N,j=1,..m. (3.8)
Q Q
Moreover, the discrete analogue of the energy estimate (second law of thermodynamics) holds

N .
i .
> / ein (i, — &l — 1)dx

i=1 ¢

i XN: e g2 !
+3 At /—7j+|kVe P2 (14 Mh?)
j=1 i=1g e

N
0
<> fe”’%h 7, — & — Dx,
i=1¢

J . .
where ||e % w20 <M and h is the mesh size.

Proof. For simplicity, let vi=1,C;i=1, z;=1,¢=1, and kg =1, and the corresponding discrete energy estimate is done as
follows. First, we choose w, =1 € W}, in the first equation of (3.7) and this gives us:

L/eni],h _ enl{gl =0.
At
Q

& . . .
For the energy estimate, we test the last equation in (3.7) with wy = Ip(e Efvh) € Wp. The latter is a valid test function
because —si] n € Wp and Iy, is the interpolation operator mapping to the piecewise linear, continuous Wy, This gives us:

N N
1 JHU i j 1 Jooei j
E— nih é.: ]+1 —%‘ - ?7,«,1 %‘ ] —3;'

E e'ih eSh ,Ip(e 5h E e'lihesn& Ip(e Sh
Atj ( gh h( )) Atj( Sh h( ))

i=1 i=1

I

N .
— (Y efiul,, Vehn Iy )
i=1

11
+ (kVebh, VI (e~5))
111

N i 1
inyd |2
= _wienul 2, —)
i=1 egh

v

We analyze each term in the above equation sum and we begin by rewriting I on the left hand side. We have

N N

1 TR . 1 I i

= —Q el efig™ Ine ) — ——(Q_eMnefig], Ine™n)
At P At P

N N
1 s j ) o
= a5 ETD = (e g e e,

i=1
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Next, we rewrite also II using integration by parts and the zero flux boundary conditions:

N .
=~ _efiul, V(enle~bh)))

i=1

N o :
= (3 Ve eintye )

i=1

N . N .
el J : j . . j
= (In(e™)ef) - (O _uj ,e™n, Ve + (O Vul ein 1))

i=1 i=1

= (In(e™8)ef) - ( ](e"xh iy -8 —1>—A—t](e"lh,n§,h—s,{—1)>.

In the last step we used the discretized continuity equation to estimate term III on the left hand side as follows:
= (kVeh, VI e~5))
— k|Veh |2 — (kVebh, VIy(e~6) — Ve~6i)
< k|Vebi [2 + k|| Vedt ||y - [ VI (e %) — Ve 5 .

Here we have used the assumption that e~ ¢ w2, e~6 e W2 for any j. Also, these constants are uniformly bounded
by the constant M. As shown in [30, Theorem 3.1.6] we have the following interpolation estimate

IVIn(e™5) — Ve 81> < Chle 8|2, = C(RhM.
Term IV on the right hand side:
j .
ZN: v.en,-,”uq |2 ) .
Zv injuf, 2. — ) = | ZEE ) (e e,
eéh ebi

Combining all the terms above and by a discrete Grénwall argument of telescopic sum from time step t=0 to m and, as a
result, we obtain the following energy estimate:

m m . . .
Yaga+m =Y At (lv — (ChiIp(e~5) — e |p.q - Ve ||2)) ,
j=1 j=1
N M4 (10 0 : : - )
only keep the term > ;_; [ e"in i — & — 1)dx in I to the right side, we have:

N

> / ein(nl |, — & — 1dx
i=1g
e" e 1
+ZAt]Z +|I<Veh| (——
P (In(e~%i)efi)

1

(In(e~5)eft)

<Z/9"”‘<’7 — &0 — 1)dx,

119

(ChlIy(e™5) — =5 .0 - [ Ve [1)dx

divide the equation by Ip(e™ Eh)eéh on both sides, use Iy(e™ é&h)e‘&h > 1 and notice Iy is a piecewise linear interpolant of a

convex (the exponential) function shows that we can drop the term Ip(e™ é,,)eé,, from the equation above and obtain the
final estimate:
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N .
3 / eyl — &) — 1)dx
i=1 Q
m N || 1+ ChM
+2Atj2/—7+|we5h| (——————)dx
P . Eh 1 _Ef{ Sf{
j=1 i=1¢ e (In(e>n)en)
<Z/e”xh(n h—& —Ddx. O
i=1 Q

In order to show that our numerical model meets the criteria of Theorem 1, we need to show that the discrete solution
for the nonlinear temperature equation has an L norm which is bounded below, uniformly with respect to time. To see
this, observe that on each time step, we are solving a nonlinear drift diffusion equation for the temperature. We linearize
these equations using a Picard iteration. The solutions to the Picard iteration satisfy the discrete maximum principle because
we used EAFE discretization for the linearized equations.

3.4. Fixed-point iteration

We next write out the Picard iteration algorithm for the temperature equation which we solve each time step.

Algorithm 1 Fixed Point Iteration for temperature equation.

1: for j = 1,2,3,..T do > time iteration
2: Get the solution from last time step: é *'71 h ¢

3 Choose a small number € and set £ = é’ 1
4 for k = 1,2,3,..maxiter do > Non-linear Picard iteration:
5 Solve the linearized concentration equation and the Poisson equation using the temperature term from last nonlinear iteration step £¥~1
6: Solve the linearized equation for temperature with the given Dirichlet boundary condition
7: if 15K —&1); <€ and I} —n* ", <€ forall i then > Convergence Criteria
8: Stop
9: else
10: k=k+1

Here, the linearized concentration equations are:

vehnei' ' 4 g, b 1 i
_(erh " ,wp) + ( ,Vwp) = —(ein | wy) fori=12,..N.
At;j Vi At

The linearized temperature equation is:

N

(Zch eMne” wh) — (O _ksCi efhu,hk LV I wh)) + (kVefi, Vwp)

At] i=1 i=1

—(Zv,e bl 12 wh>+—(Zchle”lh e wp),
i=1

here, u{ hk—q has the meaning of we use the temperature from (k — 1)-th fixed point iteration step to compute the dis-
cretized velocity term. The superscript k stands for the nonlinear iteration step.

3.5. Discrete maximum principle with EAFE stabilization

For the sake of clarity, we change the variables back and use the original density and temperature variable. It is easy to
see that the corresponding continuous temperature equation in each Picard iteration has this form:

k k k—>k1 k l k] k
At ZpJC T]< Zpl Js ]< ZpJC ] T]<

N

k I—~ k2 i,k j,k—1
=V.-kvT) +Zv,p“ TENCRE Zpi{h T} *
i=1 i=1
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This can be written in a more concise form:

T]k ZVUO ]k

where the differential operator for the temperature equation:

=—k Z Ux;x; + Zb'ux, +cu,

i,j=1

1 h
in front of the temperature term is always posmve because this implies that the linearized differential operator is uniformly
elliptic. Also the right hand side is always positive, and hence,

and c = % (Zl 1 p ulke l) (Zl 10 1 kﬂ k= 1) It is crucial that the time step is chosen so that the parameter ¢

LT}*>0in Q.

If we assume that the linearized temperature equation has a classical solution in C2(2) N C(), according to [31] our
solution satisfies weak maximum principle [31] and the minimum of the temperature must be attained at the boundary.
In applications this Dirichlet boundary condition is always positive which implies that we have a uniform upper bound on

HT}]I I for all time steps.

In order to meet the criteria for the discrete energy estimate in Theorem 1, the inverse of discretized temperature
solution from the nonlinear solver at each time step needs to satisfy a global upper bound in the L? sense. This requires
a special numerical treatment of the temperature equation. Inspired by techniques introduced in a recent work [23], we
maintain a discrete maximum principle for the advection diffusion equation with source term in the following way: To do
this we rewrite the linearized equations for temperature in divergence form and then use the EAFE scheme to guarantee
that the discrete maximum principle is satisfied and the maximum of the temperature is on the boundary.

k k=j.k=1+jk j.k k—1 k—1
V(—kVT) +Zp“ il T + et = Galy T pl T, (3.9)

i=1

Here, ¢ = c(At, pl h, Jk 1) = ﬁ — (Zl 1V,0] ki ] k= 1), and G is always positive. The corresponding weak form for the
linearized equation is

<I<VT”‘+Zp””" T VW) + 1) wy = GGl ol T D, w. (310)
i=1

We apply mass lumping to the term (cT,{’k, w), using nodal interpolant I : W — Wy,

(T} *, w),,_/lh((— - (val kit ]>)T,{"‘)1h(w)dx,

Q

and EAFE approximation to the flux term:

ik ]I<~]k 1 ]k . |E| (AL, ,0” lk_) ik
ap(kVT} +Zp T w):=) > wf =1l i TR sE (w)
i=1 teTy Eet fe Pij Uik

~(1<VT”‘+ZpJ" HEITIE g,
i=1

The changes in notation used above are summarized as follows:

T}, is either the triangulation in 2d or tetrahedron in 3d.

T stands for the simplex.

E stands for the edges.

wg is the entries in the stiffness matrix for the Laplace equation.

The detailed derivation and proof of monotonicity as well as the restrictions on the mesh needed for such a proof are found
in [27].

10
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As a result we have the following theorem providing discrete energy estimate.

Theorem 2. Suppose that the Dirichlet boundary condition for temperature is strictly positive and no-flux boundary condition is im-
posed for each ion density, then our nonlinear Picard iteration approach using EAFE scheme with appropriate small time step satisfies
the discrete energy estimate:

> / e (i, — &1 — 1)dx

i=1g

m N en,{h|ui|2 %_j ) i
+Y Ay T—HkVeM -(1+ Mh2)dx
j=1 i=1¢g e°h

N
0
=3 [ et - g0 - nax.
i=1g

j . , . . .
where e || w2 < M and h is the mesh size, and also the conservation of charge is satisfied:

J 0
/e”i-h(x’t)dx=/e”f-h(x’t)dx, fori=1,..,N,j=1,..m. (3.11)
Q Q

4. Numerical experiments

The first numerical example is for the modeling of an electric device which consists of two kinds of ionic solutions:
Na and Cl. We compute the current, density and temperature profile under given fixed Voltage and outside temperature.
With initial condition p(x, 0) = po =0.06 and T (x, 0) = 1. The dimensionless parameters are, Copp =302, C+ =3, 1/v; =
1.334, 1/v_ =2.032 [32], € =1, Iz = 0.714. In order to highlight the contribution from temperature, we choose a relatively
small heat conductance k = 100. The computational domain is [0, 10] x [0, 1]. The boundary condition for ion density and
temperature are Dirichlet, i.e. p;(0,t) = p;(L,t) = po, T(0,t) =T(L,t) =1.

4.1. Demonstrating discrete energy dissipation

Notice that we need zero boundary flux for each of the ion species in order to have charge (mass) conservation and dis-
crete energy estimate. In the numerical experiment presented in this section we are imposing Dirichlet boundary conditions
on ion densities, and our system is no longer a closed system. Thus, the energy estimate needs to take into consideration
the boundary flux. In such setting, the exact conservation law of entropy is as follows:

d j q _
aS(V,t)+/T~dr—/?dr—]5_A(V,t)zO. (4.1)
v Vv

The numerical results suggest that after a short time period the system tends to its equilibrium state and the bulk entropy is
always increasing and tends to a limit. The entropy production cancels with the boundary flux of entropy when equilibrium
is reached. This is exactly what we expected (see Fig. 4.1).

The steady state of PNP equation satisfies Poisson-Boltzmann (PB) equation. But we can not directly compare our steady
state solution to PB solution since temperature effect is not considered there. To validate the accuracy of our numerical
method, we observe similar steady-state solution with the PNP solution in previous work [7].

As is shown below, the temperature profile at steady-state is concave. On the other hand the charged densities are
convex. With different increasing voltage by setting different electric potential on each side of the tube, the current I does
not increase linearly as in the non-isothermal case. This is more accurate model as the increase in voltage changes the
temperature and the device we model becomes a non-linear device (see Fig. 4.2).

4.2. Modeling electroosmosis flow

We consider two ionic species with incompressible background fluid in an rectangular shape tube. Then the dynamic
equations for the solute particles become,

11
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Fig. 4.1. When the system approaching to steady state. (a) Bulk Entropy is increasing and tends to a limit (b) Entropy Flux at the Boundary is decreasing
to a limit (c) Dissipation is decreasing to a limit (d) The difference between Dissipation and Entropy Flux tends to zero. (For interpretation of the colors in
the figure(s), the reader is referred to the web version of this article.)

0
Zpi+ V- (pitg) =0,
31”01 + (piui)
au;
mipi(—atl +u;Vu;) + VP; + pizieVe = vipi(ug — uj) + V&V - u;) + V- AV,

~V-€Vo=3)_1 PmZme + py.

Where P; is the thermodynamic pressure which we will be giving out later. Here we use the fact that —V - eVv(r,r') =
§(r—1’), where ¢ is the dielectric constant. And py = —V -€Vy describes the external field. For the incompressible solvent,

N
0
Mo Po (—uo + rouo> + VPgy+ ooV = Z Vi pi(u; — ug) + V- AoVuy,

ot P (4.3)
V.-ug=0.
And the temperature equation,
N 2 N
-V aT dP;
—-T — 4 u; - VT —V.u; | T
Z( 6T2><8t+' >+ Zar !
i=0 i=1
N N
=V kVT + ) vipilui = uo? + &V - wil® + 32l Vuil® +4. (44)
i=1 i=0

aT?
term represents the work of thermopressure transfer into heat. On the right hand side, V-kVT describes the heat diffusion.
We notice that the entropy production from mechanical viscosity appears as an internal heat source.

22\, . . .
In (4.4), the term Zf’: 0 (—T& can be viewed as the weighted average heat capacitance of the system. The second

12
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Fig. 4.2. When the system approaching to steady state. (a) Na* density distribution. (b) CI~ density distribution. (c) Temperature distribution. (d) Voltage-

Current relation of the system.
Following the notation of [7], the free energy of the whole system is:

F(v,t)= / Yo (po(r,t), T(r, 1)) + Wi (p1(r,t), T(r, 1)) + W2 (po2(r, t), T(r, t))dr
Q

N zizme?
+ Z il //pi(r, ) pm @, v (r, r')drdr’
vV Q

. 2
i,m=0

N
+) _ze f Py (x, t)dr.
i=0

v
Where:

Wo(po(r,t), T(r,t)) =T (r)log T(r),

is the free energy term for the solvent.
W;, i = 1,2 which are the free energy terms for the two ionic species are given by:

Vi(pi(r,t), T(r,t)) =kpT (r,t) pi(r, t) [log pi(r, t) — Cilog T (r, t)].
The corresponding thermodynamic pressure will be:
P,':,O,‘T,i:],Z
Po=—-TlogT,
and the whole system equations is as follows:
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Table 4.1
Parameter values for the second numerical experiment.

Parameter List

Parameter Name Parameter Explanation Value
Plx=0 — Plx=10 Voltage 100
P background fluid density 1

k Heat conductance 100
Cv Heat Capacitance 300
z ASM 1

e AND 1

N Mobility constant for background fluid 1

1 Mobility constant for positive charge 1334
"2 Mobility constant for positive charge 2.032
€ Dielectric constant 1

q1 positive charge valence number 1

q2 negative charge valence number -1

L Fluid velocity vectors when a asymmetrical positive electric potential is applied on the walls .

ST

Positivelcharge Species velocity vectors when a asymmetrical positive electric potential is applied on tgg walls

i1 111100001

0 2 4 6 8

o

Fig. 4.3. Velocity plot of the positive charge species and the background fluid. (a) Background fluid velocity (b) Positive charge species velocity.
ad _ .
E,Oi-FV- (piuj) =0,i=0,1, 2,

vipi(U; — tlp) = —kpV(p;T) — ziepiVe,i=1,2,

2
Jd - IR - - -

m(—uo+u0Vuo)+VPo+E v; i (ug — uj) =V - AgVup,
ot i=1

-

V. 0207

—V-eVep = Z,Oilie—i-pf,
i
2

2 2

aT - -
.EOkBCipi ¥+ EOkBCi,Oiui VT + E kpoiV-ui | T =
i= i=

i=1

V kYT + YN il — tio]? + Aolto|® + ¢

We first apply asymmetrical boundary zeta potentials along the upper and lower wall of the channel and list the param-
eter values in Table 4.1.

The velocity plot of the positive charge species and the background fluid are shown in Fig. 4.3.

Local Nusselt Number is used to describe the effect of zeta potentials on heat transfer which is defined by

_h%
Tw—Tm’
where h is the width of channel, T,, is the wall temperature, Ty, is the bulk mean temperature, and y is the perpendicular
distance from the channel walls. The Nusselt number along the upper and lower walls at stationary state is as shown in
Fig. 4.4.

We can see the zeta potential will cause perpendicular uneven distribution of the temperature, thus may have negative
effect on the horizontal charge transport efficiency and also may have negative effect on the charge separation.

We also computed the case where no zeta potential on the side walls are posed. In this case we examined the stationary
temperature profile development and focusing on two aspects the radial and horizontal distribution.

Nu = (4.10)

14
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Nusselt number along the microchannel at the lower and upper wall with asymetric zeta potentials
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Fig. 4.4. Nusselt number along the upper and lower wall of channel.
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Fig. 4.5. The transient development of the temperature field.
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Fig. 4.6. Radial temperature profile at equilibrium at the midpoint of channel.

The above Fig. 4.5 shows the transient development of the temperature field. The Joule heating effect is explicitly showed
as time goes on, the temperature of the whole capillary tube has been elevated. The plot shows the temperature profile in
horizontal direction of the center, and the temperature gradients are mainly in the inlet and outlet.

Radial temperature profile has a parabola like shape, large radial temperature gradient may have negative effect on
charge separation and electroosmosis process since the temperature gradient will induce charge motions orthogonal to axial
direction (Fig. 4.6).

In our model we captured the effect of temperature distribution exhibiting a parabolic profile across the horizontal
direction of the tube. But the main influence on separation efficiency is via the establishment of a radial temperature
profile across the lumen of the channel. An overall increase in temperature of the background fluid has low influence on
the overall quality of separation. It is known that Joule heating parameter, auto thermal Joule heating parameter, external
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cooling parameter, Peclet number are crucial in the process of electroosmosis. Which can be translated into our model.
Our full numerical experiment model will have the ability of using control variable on various parameter and boundary
conditions to examine the effects from different factors on the quality of separation.

5. Conclusions

We proposed a general framework for solving Non-Isothermal electrokinetics equation based on a discretization using
a logarithmic transformation of the charge carrier densities and temperature variable. We designed the numerical method
for approximation of the nonlinear fixed point iteration so that it meets the sufficient conditions for strict discrete energy
dissipation. The discrete energy estimate, inherited from the continuous case, is satisfied and this shows consistency of
our numerical model with the thermodynamic laws. Introducing more complex computational domains and coupling with
Navier Stokes equation allows for generalization of the numerical models to electrochemistry and electrophysiology to study
the heat effect for battery, semiconductor and temperature gated ion channels. Such topics are in the focus of our current
and future research.
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