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ABSTRACT

High-performance software transactional memory (STM) imple-
mentations rely on nuanced use of synchronization variables to
coordinate speculative accesses to program data. We discuss some
consequences of the C++ memory model on STM, identify an easy-
to-fix implementation error, and describe an unavoidable formal
race condition that occurs in an important class of STM algorithms.
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1 INTRODUCTION

Transactional Memory (TM) [12] is a concurrency control mecha-
nism in which programmers are responsible for determining which
regions of code need to run atomically with respect to each other,
but not how to achieve that atomicity. Instead, special hardware
(HTM) or a software run-time system (STM) monitors the execution
of a program’s transactions, ensuring that they have the same effect
as if they were executed serially, while running them concurrently
whenever possible.

C++ has robust concurrency support, and strictly defines data
races [1]. However, as discussed by Boehm [2], speculative synchro-
nization mechanisms are difficult to implement correctly in C++:
Even if a synchronization mechanism identifies that a read was racy
and avoids using its result, the mere fact that the data race occurred
means the program behavior is undefined. Furthermore, the C++
memory model provides weaker ordering than many programs
expect, especially for reads of synchronization data.

Boehm speculates that TM implementations in C++ are particu-
larly vulnerable to implementation errors. We affirm this hypothesis.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

PODC °20, August 3—7, 2020, Virtual Event, Italy

© 2020 Association for Computing Machinery.

ACM ISBN 978-1-4503-7582-5/20/08....$15.00
https://doi.org/10.1145/3382734.3405746

224

Michael Spear
Lehigh University
spear@lehigh.edu

First, we apply Boehm’s reasoning to memory accesses within trans-
actions. We discuss STM-specific implementation challenges, and
measure the overhead of complying with the C++ memory model.
Second, we consider the “privatization” problem [14], wherein a
transaction transitions a datum from a state in which it can be
accessed by transactions, to a state in which it is only accessed non-
transactionally. We show that one of the most scalable strategies
for privatization is incompatible with the C++ memory model.

2 PREVENTING RACES ON PROGRAM DATA

To avoid races, C++ STM implementations synchronize threads via
atomic variables (std: :atomic<>) [5-9, 11, 17]. This is true even
for most blocking STMs, which use atomic variables to implement
custom lock objects (i.e., “ownership records”, or “orecs”). In these
STMs, transactions execute optimistically: they do not ensure mu-
tual exclusion before performing a write to a location. Instead, they
acquire “ownership”, and thus concurrent reads to that location
must “validate” to ensure they do not overlap in time with writes.
In the simplest case, where the STM uses a single lock to protect
all memory, this style of synchronization is indistinguishable from
a sequence lock.

Columns 1 and 2 of Figure 1 present a simplified version of how
orec-based STM reads and writes memory. We consider both “undo
logging” (W01-W08) and “redo logging” (W09-W10) for writes. The
surprising instructions are R05 and W07, which cast accesses to
program data into atomic variable accesses. The C++ memory model
requires these to be atomic: R05 and W07 are to program data, but
a writer could perform W01-W06 after a reader’s execution of R01-
R04. At that point, simultaneous execution of W07 and R05 would
constitute a race. It does not matter that the reader will detect the
race and not use the result of R05: if the two accesses are not via
atomic variables, program behavior is undefined. Thus to obey the
memory model, all accesses to program data by transactions must
be via atomic variables. This also includes “undoing” in the case of
an abort after line W08, or “redoing” at commit time, in the case of
implementations that uses W09-W10.

When accessing program data, a natural desire is to use a re-
laxed atomic, to avoid unnecessary fence instructions and allow
the compiler maximum opportunity to reorder instructions. How-
ever, the access at R05 cannot be relaxed. In C++, the strongest
ordering guarantee that a read can provide is “acquire” semantics.
Roughly, acquire semantics ensure that accesses after a read do not
get reordered to before the read. The fence at R04 ensures that R05
does not happen before R04. The fence at R06 ensures that R07-R12
do not happen before R06. Notice that neither fence prevents R05
from delaying until after R06. Making R05 a non-relaxed access (or
inserting an explicit acquire fence) is necessary to ensure a strict
order R04-R05-R06.
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RO1 TM_Read(addr)
R0O2 lock_idx = hash(addr) % lock_table.size
RO3  lock_ref = &lock_table[lock_idx]

wo2
we3

R04  pre_check = lock_ref->read(acquire_fence) wo4 if (!lock_ref->acquire(my_
RO5 val = *(atomic<>)addr; wes abort()
RO6  post_check = lock_ref->read(acquire_fence) W06 undos.log(addr, *addr)

RO7
RO8
RO9

we7
weos

// ensure consistent read
if (invalid(pre_check) ||
(post_check != pre_check))

*(atomic<>)addr = val
. // logging, validation

Wo1 TM_Write(addr, value) // undo version
lock_idx = hash(addr) % lock_table.size
lock_ref = &lock_table[lock_idx]

id))
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PO1 transaction { TO1 transaction {

P02 if (!TM_Read(&flag)) To2 if (!TM_Read(&flag))

P03 TM_Write(&flag, true) To3 tmp = TM_Read(&sharedData)
P04 TM_Write(&found, true) To4 tmp *= 2

PO5 } To5 TM_Write(&sharedData, tmp)
Po6 if (found) To6 3}

PO7  sharedData++

R10 return TM_Read(addr) Wo9 TM_Write(addr, value) // redo version
R11 . // logging, validation W10 writeset.insert(<addr, value>)
R12  return val

Figure 1: Simplified transactional read and write pseudocode (columns 1/2). An example of privatization (columns 3/4).

In C++17, casting an address to std: : atomic<> is not standards-
compliant [3]. The C++20 atomic_ref<> proposal [18] will provide
a standards-compliant solution. Until then, the best an STM im-
plementation can do is to (1) ensure variables do not span cache
lines, (2) limit TM_Read and TM_Write to primitive types that can be
read in a single atomic hardware instruction, and (3) verify that the
compiler produces the same assembly code as would be produced
via atomic_ref<>. Additionally, some STM implementations use
memcpy for redo and undo operations. These instructions can race
with R05, and thus until C++ adds support for atomic_memcpy,
STM implementations should not use memcpy on program data.

3 PRIVATIZATION

The above discussion focuses on the challenge of making sure
that concurrent accesses to a location, by two transactions, do
not cause undefined behavior. In this section we consider another
challenge. Columns 3 and 4 of Figure 1 depict a behavior known as
“privatization”. Thread Tp, executing transaction P (lines P01-P05)
transitions a datum from a state in which it can be accessed by many
transactions, to a state in which it is only accessed by Tp (on lines
P06-P07). Another thread Tr may be executing transaction T (lines
T01-T06) simultaneously. Past work observed that speculation can
lead to races between T and lines P06-P07. In particular: (1) If T is
using redo logging, has already reached T06, but has not yet written
back its update to sharedData, P07 can read stale data. (2) If T is
using undo logging and finished T05 before P reached P06, then
T must abort. Until it cleans up, P07 could read a value written by
failed T. Our contribution is the observation that there is a third
problem: (3) If T is about to execute the read on line T03, then even
if T subsequently aborts, that read could race with P07. Note that
while our example is somewhat contrived, privatization bugs are
significant. If sharedData was on the heap, and P07 was a free
instruction, then the access at T03 could cause a segmentation fault
if P07 returned memory pages to the operating system.

Clearly, it is inappropriate to transform P07 to use an atomic
variable: the data is logically private to the thread, and it is unrealis-
tic to require a programmer to transform arbitrary data (potentially
all data in the program) to be atomic. Furthermore, simply making
the access atomic would not remedy the first two problems.

There are three approaches that address the first two problems
with privatization. The first, quiescence, requires any committing
transaction to wait for all concurrent transactions to commit or
abort and clean up before its thread can execute nontransactionally.
That is, at line P05, Tp would wait until T completed. Only then
could P06 execute. A slightly better approach, which does not work
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for undo-based STM, provides a third condition upon which Tp
may resume execution: once T starts validating, Tp knows that if
T conflicted with P, then T will abort. If T does not abort, then T
does not conflict with P, and thus it cannot access sharedData.

The most ambitious approach, which also only works for redo-
based STM, does not require waiting [5, 17]. Suppose that some
mechanism was in place to serialize all writing transactions’ com-
mits. Then one transaction could not commit until the previous had
released all its locks, and every transaction could validate whenever
it detected that some new transaction had committed. In a redo-
based STM, the first of our problems above could not happen. To
avoid the third problem, thread P could count on the fact that while
thread T might observe the nontransactional change to sharedData
within its TM_Read operation (e.g., if T03 was concurrent with P07),
it would not use that value, because of the validation that would
happen on account of transaction P committing. As appealing as
the third approach appears, it is incorrect in C++: a write on line
P07 to a non-atomic variable could be concurrent with a read on
line R05. Even when R05 casts to atomic, P07 does not.

Furthermore, we present one case in which the second approach
is incorrect. Many STM and Hybrid HTM/STM algorithms [4, 5,
13] use “value-based validation”, where transactions validate by
checking program data, not by checking orecs or other metadata.
In these systems, P cannot wait for concurrent transactions to
start validating; they must must complete a validation; otherwise,
validation reads could race with P07.

4 EVALUATION

We briefly assess the cost of adhering to the C++ memory model, us-
ing a small suite of STM algorithms and the STAMP [15] benchmark
suite. Figure 2 presents the results of our experiments. We compare
an undo STM with orecs (Eager), a redo STM with orecs (Lazy), and
a non-orec STM (NOrec). We consider incorrect implementations
that do not cast to atomic (Incorrect), and correct implementations
(Fixed). NOrec_Incorrect and NOrec_NoPriv use a privatization
strategy that is not compatible with the C++ memory model. All
“Fixed” algorithms use quiescence. All experiments were performed
on a Xeon 8160 CPU with 24 cores/48 threads. Code was compiled
with Clang/LLVM 10.0, using -O3 optimizations and the TM plugin
for LLVM [19]. Results are the average of three trials.

The experiments show that atomic variables themselves have
negligible overhead. Eager_Fixed and Lazy_Fixed are almost indis-
tinguishable from their Incorrect counterparts. While a positive
result, we caution that the Xeon 8160 is a TSO processor, and thus
read-read ordering does not require a memory fence instruction. On
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Figure 2: Experimental results on STAMP benchmark suite.

a CPU with relaxed memory consistency, such as ARM or POWER,
R05 and W07 would incur fence instruction overheads. Further
experimentation is left as future work.

However, converting NOrec to use a correct privatization strat-
egy had a measurable impact on scalability. The result is most pro-
nounced for Genome, but can also be seen in Intruder and KMeans
(though KMeans had less consistent behavior in general). For classic
STM, this is not a particularly significant outcome, since NOrec was
rarely the best algorithm for these workloads. However, NOrec is
the most promising foundation for HTM-accelerated “Hybrid” TM,
and further experimentation is needed to determine if the impact
on scalability carries forward to hybrid TM.

5 CONCLUSIONS

Our work reveals nuanced relationships between STM implemen-
tations and the C++ memory model. We showed that in addition to
long-standing but oft-overlooked guidance about sequence locks,
the need for atomic casting limits the ability to use memcpy or to ac-
cess large primitive types nonatomically. To some degree, C++20’s
atomic_ref will reduce this burden. We also showed that scalable
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support for the privatization idiom is incompatible with the C++
memory model, obviating a key benefit of some STM algorithms.

A few STM algorithms are immune to some of the concerns we
discussed: TLRW [7] and InvalSTM [10] use pessimistic locking,
and thus reads are never concurrent with writes; cohorts [16] uses
phased commits to prevent redo concurrent with reads. These ap-
proaches are also privatization-safe. As future work, we believe
that it will be worthwhile to re-investigate STM design decisions
and implementations following the finalization of C++20.
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