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Abstract
A laser wavelength meter was calibrated to ±1 MHz 1 � using transitions in molecular iodine at around 700 nm, where precise 
experimental measurements of iodine lines are sparse. Two saturation absorption spectroscopy systems were used to measure 
and characterize the R(118)(2-8) a10, R(54)(3-9) a1, and P(48)(3-9) a15 hyperfine lines of molecular iodine near 700 nm. The 
transition frequencies were measured using a frequency comb and used to calibrate the wavelength meter. Additionally, the 
full hyperfine spectrum of the R(54)(3-9) transition was obtained and fitted using a theoretical model allowing for hyperfine 
coupling constants to be deduced, which agreed with theoretical values.

1  Introduction

Wavelength meters (wavemeters) have become a workhorse 
for stabilization and frequency determination for preci-
sion laser spectroscopic measurements. One application of 
interest is the laser probing of rare isotopes at radioactive 
beam facilities. The collinear laser spectroscopy and col-
linear resonance-ionization laser spectroscopy techniques 
are commonly used for nuclear structure studies [1–3], for 
example electromagnetic moments from the hyperfine (hf) 
coupling constants and the charge radius from the isotope 

shifts of the hf spectra. Such laser spectroscopic studies of 
many elements have been carried out for more than 40 years 
at radioactive beam facilities including ISOLDE/CERN [4], 
JYFL/IGISOL [5], RIBF/RIKEN [6] and NSCL/MSU [7]. 
The accessible range of radioactive elements and their iso-
topes will be even further extended at the Facility for Rare 
Isotope Beams (FRIB) [8]. There is strong motivation to 
carry out laser-probing studies on isotopes with extreme pro-
ton-to-neutron ratios as peculiar behaviors are observed for 
nuclei at their existence limits. Studies on such nuclei pro-
vide critical experimental data to test the predictive power 
of state-of-the-art nuclear theories [9, 10].

A dominant contribution to the systematic uncertainty of 
the deduced nuclear properties is the laser frequency meas-
urement that can also exceed the statistical contribution. To 
reduce the systematic error, precise knowledge in the laser 
frequency, to a level of 1 MHz, is necessary. With such high 
requirements of accuracy, there are few options for frequency 
measurement calibration that are robust enough for the wide 
range of laser frequencies used. While modern wavemeters 
can have very high absolute accuracy if used very close to 
the calibration wavelength, there is a systematic uncertainty 
introduced as the frequency being measured moves further 
from the calibration frequency [11]. In the case of an iso-
tope shift measurement, for example, the unique resonance 
frequencies of the two isotopes are measured, and the laser 
frequency calibration system used here must be widely tun-
able to match the range of the laser frequencies used for each 
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isotope. Furthermore, studies of atomic and ionic species 
over a wide range of elements and their isotopes require the 
use of wavelengths from the near-UV to near-IR (NIR) por-
tion of the electromagnetic spectrum.

One means to overcome this challenge is the measure-
ment of well-known absorption features of atomic or molec-
ular species to calibrate the wavemeter near the desired 
wavelength. As an example, molecular iodine has thousands 
of hyperfine transitions in the visible and NIR wavelength 
range [12]. Transition frequencies of abundant lines in the 
visible range are well studied and aid to formulate theoreti-
cal models, which are capable of predicting the resonance 
frequency of iodine lines to a 1 �1 accuracy of less than 1 
MHz [13].

For these reasons, a Doppler-free saturation laser spec-
troscopy system with molecular iodine has been set up for 
use at a laser spectroscopy facility for nuclear structure stud-
ies (BECOLA facility) at FRIB at Michigan State Univer-
sity (MSU). Measurements of iodine resonance frequencies 
made at MSU using a wavemeter were then compared to 
measurements of the same iodine lines performed with a 
frequency-comb at TU Darmstadt. The differences between 
these measured resonance frequencies were then used to 
calibrate the wavemeter at MSU. The wavemeter at MSU has 
a 1 � accuracy limit of 10 MHz [14], whereas the frequency-
comb system at TU Darmstadt has an absolute accuracy 
limit of less than 1 MHz.

In the present work, the absolute accuracy of the laser 
frequency measurements using the wavemeter at MSU was 
improved by an order of magnitude to less than 1 MHz for 
a recent study of the charge radii of stable and radioac-
tive nickel isotopes. Three iodine hyperfine lines, R(118)
(2-8) a10 , R(54)(3-9) a1 , and P(48)(3-9) a15 , were selected to 
act as calibration lines based on their proximity in frequency 
to the lab frame resonance frequencies of 54Ni , 58Ni , and 
60Ni , respectively. The three iodine lines happen to be near 
700 nm and within the region of 680-755 nm, where there 
are significantly fewer iodine lines whose transition frequen-
cies are well studied (or precisely known) than lines in the 
visible regime, due to much smaller thermal population of 
the rovibrational states associated with the iodine line at 
room temperature. The shortage of reference lines causes the 
accuracy of the theoretical models to suffer in this region, 
with a typical prediction uncertainty of 15 MHz [13] com-
pared to that of 1 MHz for the visible regime. In addition to 
the MSU wavemeter calibration, the absolute frequencies of 
the iodine lines and hyperfine coupling constants determined 
in the present study aid to benchmark theoretical models and 
allow for more confident applications of iodine hyperfine 

components, which are part of a complicated multiplet in 
the regime of 700 nm.

Below, the systems at each institution are described and 
results of the precise determination of absolute frequencies 
of the iodine lines are presented. Additionally, a mathemati-
cal description of the iodine hyperfine spectrum is outlined 
for fitting of full hyperfine spectra.

2 � Experiment

2.1 � Saturation spectroscopy at FRIB/MSU

A saturation laser spectroscopy system with molecular 
iodine was constructed. A schematic is shown in Fig. 1a. 
Laser light at 704 nm was produced by a continuous-wave 
titanium-sapphire laser (Matisse TS, Sirah Lasertechnik) 
pumped by a Nd-YAG solid-state laser (Millennia eV, Spec-
tra Physics). The main part of the laser light was used for 
radioactive-beam spectroscopy. A fraction of the fundamen-
tal laser light was sampled and sent to a wavemeter (WSU30, 
HighFinesse) for frequency measurement and stabilization; 
the wavemeter was calibrated against a frequency-stabilized 
helium-neon laser (SL 03, SIOS Meßtechnik).

Another fraction of the primary red laser light was sam-
pled and sent to the iodine spectroscopy setup via an opti-
cal fiber (Fig. 1a). The laser light was split into a probe 
and a pump beam, counterpropagating through the 60-cm 
long iodine cell (see below). Both beams were focused at the 
center of the cell. The pump beam was chopped at 10 kHz 
by an acousto-optical modulator (AOM, Model 1205C-1, 
ISOMET) which in turn modulated the absorption of the 
probe beam. This was observed by detecting the probe-beam 
intensity after the iodine cell with a 125-MHz bandwidth, 
low-noise photoreceiver (1801, New Focus). The detector 
output was fed into a lock-in amplifier (LIA-MCD-200-L, 
Femto) for demodulation at the AOM’s frequency providing 
the probe beam absorption signal.

The iodine cell (custom construction, Precision Glass-
blowing) body of 60-cm length, 1.9-cm outer diameter and 
1.6-cm inner diameter was made of quartz glass, to have a 
maximum operating temperature of approximately 1000 ◦C . 
A schematic of the layout is shown in Fig. 2. The windows 
on either end of the cell were made from fused silica, angled 
by 11 degrees and wedged by 2 degrees to prevent reflections 
along the beam path and etalon effects by multiple reflec-
tions, respectively. A 10-cm long, 1-cm diameter cold-finger, 
located 4 cm from the one end of the cell, acted as a reser-
voir for approximately 200 mg of solid iodine.

The iodine cell was placed inside a temperature-con-
trolled furnace (VST 300, Carbolite Gero). The central 
30 cm of the iodine cell was held at 600 ◦C to maximize the 
population of desired rovibrational states. The ends of the 1  Hereafter all numbers are given in 1 �.
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cell were wrapped in a heating tape to prevent condensation 
of iodine on the windows. The cold-finger was placed in 
a 5-cm long copper heat sink with thermal paste to aid in 
thermal conduction. This copper block was then in contact 

with a thermoelectric cooler (TEC) (TECF2S, Thorlabs), 
operated by a temperature controller (TED200C, Thorlabs). 
The temperature of the TEC was regulated with the Thor-
labs temperature controller and had a water-cooling loop 
with a 1-l water reservoir as a heatsink. By adjusting the 
current supplied to the TEC, heat was supplied to or taken 
away from the cold-finger giving precise control over the 
cold-finger temperature from 25 up to 50 ◦C and, thus, to the 
vapor pressure of the iodine sample. The temperature of the 
cold-finger was measured with a 10-kΩ thermistor (TH10K 
Thermistor, Thorlabs).

Absorption spectroscopy was performed and a typical 
spectrum of the P(48)(3-9) a15 iodine hyperfine component 
is shown in Fig. 3. The power of the probe and pump beams 
were set to 1 and 20mW , respectively, and they had a beam 
waist of approximately 400 μm at the focus around the mid-
dle of the cell. The wavemeter reading and associated feed-
back loop were used to step the primary laser frequency 
in 1-MHz increments across the iodine hyperfine line, with 
a typical total scan range of 100 MHz. At each frequency 
step, the absorption signal was measured 100 times in quick 

Fig. 1   Diagrams of the experimental setups at MSU (a) and at TU 
Darmstadt (b) used in this paper. In both setups, the laser light was 
split into a probe beam (solid line) and a pump beam (dashed line) 
which counter-propagated through the iodine cell with the pump 
beam modulated by an acousto-optical modulator (AOM). In (b), the 

probe beam was additionally frequency modulated by an electro-opti-
cal modulator (EOM). The other acronyms represent half-wave plate 
( �/2), polarizing beam-splitter (PBS), photo-diode (PD) and collinear 
laser spectroscopy (CLS)

Fig. 2   Layout of the cell and temperature control system used at 
MSU. The cold-finger was set in a copper heatsink attached to a ther-
moelectric cooler (TEC) with a water reservoir to provide thermal 
mass. This setup allows for stable and precise control of the cold-fin-
ger temperature between 25 and 50 ◦C
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succession with a 10-ms data acquisition, and averaged for 
the final value at each step. The standard deviation of the 100 
measurements was used as the uncertainty of the absorption 
signal. The absorption spectra were fit with a Lorentzian 
lineshape with the absorption signal uncertainties used as 
weights in the least-squares fitting. The centroid value of the 
absorption spectra was extracted, and a typical line width 
was about 10 MHz (full width at half maximum, FWHM).

2.2 � Saturation spectroscopy at TU Darmstadt

A similar system was setup at TU Darmstadt to deter-
mine the transition frequencies using a frequency comb 
which was referenced to a GPS-disciplined quartz oscil-
lator. In the first step, absorption spectra were recorded 
in the same way as performed at MSU using a Matisse 2 
ring laser. The chopping frequency of the acousto-optical 
modulator was 20 kHz , and different types of the photode-
tector (Thorlabs Si Switchable Gain Detector PDA36A-
EC) and lock-in amplifier (EG&G Model 5209) were 
used. The iodine cell produced by Opthos Inc. had the 
same dimensions as the one used at MSU described in 
Sect. 2.1, but instead of thermal paste, the contact mate-
rial between the copper block and the cold-finger was 
water, while no additional external water circuit was 
employed. To obtain absorption spectra, the probe and the 
pump beam usually had a power of 7 and 12 mW focused 
to 250 and 150 μm , respectively, in the middle of the cell, 
optimized to obtain a good signal-to-noise ratio. A typical 

scan spanned 100MHz with a step size of 1MHz . As the 
frequency comb (Menlo Systems FC1500-250-WG) had 
a sample rate of 1Hz , five frequency and signal measure-
ments were made at each step. The standard deviation 
of the frequency and signal measurements were used as 
the statistical uncertainty of the frequency and the signal 
amplitude, respectively. Lorentzian lineshapes were fitted 
to the observed signals to extract the centroid frequency 
of the hyperfine component under investigation.

2.3 � FM‑saturation spectroscopy

In the second step, the setup at TU Darmstadt was slightly 
modified to allow for frequency-modulation (FM)-saturation 
spectroscopy [15]. A schematic is shown in Fig. 1b. An elec-
tro-optical modulator (EOM) (New Focus Inc. Model 4002 
Broadband Phase Modulator) was placed in the probe beam 
path operated at a modulation frequency of Ω = 15MHz to 
create two sidebands of opposite phase at ±Ω of the laser 
frequency. On the photodiode, these sidebands generate two 
beat signals at the modulation frequency due to their inter-
ference with the carrier frequency. These signals cancel each 
other, due to their opposite phase, as long as both sidebands 
have the same intensity [16]. By scanning across the hyper-
fine lines, the relative intensity of the sidebands change as 
soon as one of them interacts with the iodine molecules. 
This creates (after demodulation) a signal proportional to 
the derivative of the saturation signal as it is shown in Fig. 4 
for the case of the P(48)(3-9) a 15 hyperfine transition, the 
same line as depicted for absorption spectroscopy in Fig. 3. 
Again, the scan had a range of 100MHz with 1MHz steps. A 
derivative of a Voigt profile was fitted to the observed data 

Fig. 3   A typical absorption signal for the P(48)(3-9)  a
15

 hyperfine 
component with a Lorentzian fit. There was a sidepeak present from 
the R(148)(6-10) a

1
 line. This sidepeak was also fit with a Lorentz-

ian lineshape with the width fixed to that of the main peak and a free 
peak center

Fig. 4   A typical signal of the FM-saturation spectroscopy of the 
P(48)(3-9) a 

15
 hyperfine line with a fit of a derivative of a Voigt pro-

file. There is a recognizable sidepeak (see also Fig. 3), also fit with a 
derivative of a Voigt profile with the width fixed to that of the main 
peak, and a free peak center
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with the uncertainties as weights using the non-linear least-
square fitting. In this case, the zero crossing represents the 
center frequency of the line.

2.4 � Frequency stabilization

The form of the FM-saturation-spectroscopy signal with the 
zero crossing at the center frequency is ideally suited for 
frequency stabilization. The signal was used to control the 
length of the Matisse reference cavity with a digital feedback 
loop. The frequency of the stabilized laser was then deter-
mined with the frequency comb.

3 � Frequency determination

3.1 � Pressure shift

Iodine lines above 700 nm originate from higher lying rovi-
brational states that are not populated at room temperature. 
Spectroscopy in this region requires heating of the iodine 
vapor to several 100 ◦C . The pressure inside the cell affects 
the width and centroid of the iodine resonance lines [17] by 
intermolecular collisions. Therefore, the pressure depend-
ence of the centroid frequency was measured for the three 
molecular iodine lines R(118)(2-8) a 10 , R(54)(3-9) a 1 , and 
P(48)(3-9) a 15 by changing the cold-finger temperature. The 
iodine vapor pressure p [Pa] is related to the cold-finger tem-
perature T [◦C] by the relation [18]

The pressure dependence was measured on several days 
and the expected linear relationship between the cell pres-
sure of the iodine cell and the iodine resonance frequency 
[17] was observed. Examples are shown in Fig. 5. The 
obtained resonance frequencies show the expected linear 
dependence from the vapor pressure. However, a day-to-
day variation is observed, which is illustrated for the meas-
urements at MSU (Fig. 5a) and TU Darmstadt (Fig. 5b). 
The stronger variation in the linear dependence seen at 
MSU might be caused by ambient temperature and pressure 
changes that slightly affect the wavemeter interferometers 
during the measurement periods which were several hours 
for each full pressure-shift measurement.

The numerical value of the (linear) pressure shift is given 
by the slope of the lines shown Fig. 5. To perform these 
fits for the MSU measurements, an uncertainty of 0.5 ◦C 
was assigned to the cold-finger temperature measured with 
a thermocouple and propagated to the calculated vapor pres-
sure. The uncertainty of the centroid at each temperature was 
obtained from the statistical fit uncertainty of the respec-
tive absorption spectrum. The linear fit was performed by 
orthogonal distance regression as described in [19], tak-
ing into account x and y uncertainties. At TU Darmstadt, a 
cold-finger temperature uncertainty of 1 ◦C was estimated, 
based on a reference measurement where the cold-finger was 
replaced by an arduino temperature sensor and its reading 
compared to the readout from the temperature sensor of the 

(1)
log (p) = −

3512.830

T + 273.15
− 2.013 ⋅ log (T + 273.15) + 18.37971.

Fig. 5   Pressure shift of the R(118)(2-8)  a
10

 hyperfine component 
measured at MSU (left) and at TU Darmstadt (right) over several 
days using Doppler-free saturation spectroscopy. The y-intercept rep-
resents the transition frequency extrapolated to zero pressure. The 
averaged slope was used at MSU to determine the zero-pressure tem-

perature from measurements performed at a single cold-finger tem-
perature. Please note that the data point at 200 Pa of the TU Darm-
stadt measurements for ”23.Sep” was not taken into account in the 
fitting. At this day the laser was unstable, which might explain this 
deviation
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controller. The difference between the sensors varied by typ-
ically 0.3–0.7 ◦C . The statistical uncertainty of each meas-
ured frequency was taken as the statistical fit uncertainty 
for the saturation spectroscopy and the FM spectroscopy, 
whereas the standard deviation of ten subsequent frequency 
measurements was used for the stabilization technique. Lin-
ear fitting with x and y uncertainties was performed with the 
linear fit algorithm by York et al. [20].

At TU Darmstadt, the pressure-shift measurement was 
repeated using each of the three spectroscopic methods 

described in Sects.  2.2–2.4. In Fig.  6a, pressure-shift 
results from the three different spectroscopic methods 
employed at TU Darmstadt are shown. An excellent lin-
ear relationship is obtained with the stabilization tech-
nique, while there is some scatter when using the methods 
that scan across the complete resonance. This different 
behavior is ascribed to temperature fluctuations during the 
longer time intervals required for performing the complete 
scan at each temperature setting as well as statistical fluc-
tuations in the determination of the peak center in the fit-
ting procedure.

The pressure shifts measured for all three lines at both 
locations on several days and with different techniques 
are summarized in Table 1. The average values of slopes 
as well as their respective weighted standard deviation are 
also included. All values are in a typical range of approxi-
mately 6 kHz Pa−1 , with the exception of the R(54)(3-9) a1 
transition measured at the MSU cell, which is about twice 
as large but has also a comparatively large uncertainty. The 
pressure shift measured for this transition at TU Darmstadt 
is an order of magnitude more precise and lies within 2� of 
the MSU result. Moreover, the TU Darmstadt results are 
very similar to the shifts observed previously with the same 
cell for other lines [22].

Table 1   Averaged slope of the resonance frequency as a function of 
the iodine vapor pressure

The MSU results are weighted averages from three measurements 
for the R(118)(2-8)  a

10
 hyperfine component and two measurements 

for the R(54)(3-9)  a
1
 and the P(48)(3-9)  a

15
 hyperfine components. 

The TU Darmstadt results are weighted averages from three, seven 
and nine measurements for the R(118)(2-8)  a

10
 , R(54)(3-9)  a

1
 , and 

the P(48)(3-9)  a
15

 hyperfine components respectively. The weighted 
standard deviations as described in [21], were calculated from 
repeated slope measurements for each iodine line and is shown as the 
slope uncertainty below

Iodine Line MSU (kHz/Pa) TU Darm-
stadt (kHz/
Pa)

R(118)(2-8) a
10

−8 (5) −5.3 (9)

R(54)(3-9) a
1

−16 (5) −5.4 (9)

P(48)(3-9) a
15

−7.0 (2) −5.5 (1.4)

Fig. 6   Results of the pressure calibration for the R(118)(2-8) a 
10

 
line comparing different spectroscopic methods are shown in a. The 
frequency-comb-related frequency measurements at TU Darmstadt 
obtained using the Doppler-free saturation spectroscopy, the FM-
saturation spectroscopy and the frequency-stabilization technique are 
shown in b. Results for the different transitions are color coded. Filled 
circles represent individual measurements scattered over several days, 

while the squares represent their average and standard deviation. The 
y-axis shows the deviation of the individual value from the respec-
tive average across all three techniques that are obtained for each 
transition. All measurements in a and b are plotted as deviation from 
the average value obtained from averaging the results from the three 
methods (see text). The grey band represents the standard deviation 
of all individual measurements of all transitions
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3.2 � Transition frequencies

To compare measurements made with different cells, the 
measured resonance frequencies are extrapolated to zero 
pressure, at which the resonance line is not affected any-
more by collisions. This is necessary since the pressure shift 
depends on the composition of possible cell impurities.

The exemplary pressure-shift measurements of the 
R(118)(2-8) a 10 transition in Fig. 6a demonstrate, however, 
that despite the excellent linearity, the lines determined with 
the different techniques do not converge for p → 0 . To inves-
tigate this closer, additional measurements with the simple 
saturation technique and the frequency-stabilization tech-
nique were repeated on several days for the P(48)(3-9) a15 
and the R(54)(3-9) a1 hyperfine components, respectively. 
The resulting zero-pressure frequencies for all measurements 
were deduced and the results are shown in Fig. 6b. Each 
circle represents the extrapolation of a pressure-dependence 
measurement to the y-axis. Plotted is the difference between 
the individual measurement and the mean value of all meas-
urements with all techniques for the respective transition. It 
is obvious that the measurements scatter much more than 
the estimated uncertainty from the fit or the standard devia-
tion of a single measurement in the stabilization technique. 
The average and the standard deviation of the measurements 
created on several days are depicted by the squares and their 
error bars. The size of the error bar is very similar (252 
and 229 kHz ) in both cases and represents the scatter of all 
measurements quite well. Moreover, there is no systematic 
deviation between the different techniques.

The final frequency for each transition listed in Table 2 is 
calculated as the average of the three frequencies obtained 
with the different techniques. Besides the statistical uncer-
tainty, we have to include a systematic uncertainty due to 
possible red shifts of the transition caused by differences 
in the partial pressures of impurities in each cell. This has 
been estimated in [22] based on the comparison of two cells. 
For the measurements at TU Darmstadt, one of these cells 
(’GSI cell’) was used again to confirm that there is no sig-
nificant aging during these years, we remeasured the R(114)
(2-11) a1 hyperfine component and found the extrapolated 
frequency shifted roughly 300 kHz to higher frequencies 
than in [22] but still within the uncertainties of both values. 
To be conservative, we indicate the difference between the 
two cells from [22] as an additional systematic uncertainty 
of the determined transition frequency in brackets in Table 2. 
Other sources of uncertainty such as the misalignment of the 
counter-propagating pump and probe beam, Zeemann effect, 
etc. are considered to be much smaller than these dominating 
uncertainties.

3.3 � Evaluation of the wavemeter uncertainty

The resonance frequencies observed with the wavemeter 
at MSU were first determined from the extrapolation to 
zero pressure. The difference to the frequencies obtained 
with the frequency comb at TU Darmstadt, will then pro-
vide a correction offset for the wavemeter at the current 
laser frequency. Since a full measurement of the pressure 
dependence and the extrapolation to zero pressure is a time-
consuming effort for a wavemeter calibration that has to be 
performed every day, a different approach was used: For 

Fig. 7   The offset frequency of the wavemeter reading relative to that 
of the frequency comb was measured over several weeks. The offset 
moved in unison and ∼ 2 MHz drift was observed

Table 2   Frequency measurements at MSU and TU Darmstadt

Comparing the averaged observed iodine resonance frequencies to the 
ones determined by frequency comb, an offset was obtained to apply 
to the frequency measurements. The observed wavemeter frequencies 
represent the average of several measurements of the observed fre-
quencies corrected to the zero-pressure frequency using the results in 
Sect. 3.1 which were then compared to the zero-pressure frequencies 
of the absolute frequency measurements to obtain the offset values. 
The uncertainty shown for the wavemeter frequency is the standard 
deviation of the mean of the wavemeter frequency measurements, and 
does not include systematic uncertainty contributions of the wave-
length meter. The uncertainty of the offset shown was obtained by 
adding in quadrature the uncertainties of the observed wavemeter fre-
quencies, the statistical (parentheses) and the systematic uncertainties 
(brackets) of the absolute frequency measurements. All values are in 
MHz

Iodine transition Wavemeter freq. Frequency comb 
meas.

Difference

R(118)(2-8) a
10

425,624,139.9 (4) 425,624,126.7 
(3) [3]

13.2 (5)

R(54)(3-9) a
1

425,631,857.9 (3) 425,631,844.4 
(2) [3]

13.5 (5)

P(48)(3-9) a
15

425,601,746.5 (2) 425,601,735.5 
(2) [3]

10.9 (4)
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each calibration measurement, the resonance frequency was 
measured with the wavemeter at a given cold-finger tempera-
ture. Then the previously measured slopes, listed in Table 1, 
were used to extrapolate to the zero-pressure frequency from 
which the wavemeter offset is extracted as the difference to 
the frequency-comb assisted iodine spectroscopy performed 
at TU Darmstadt.

The obtained zero-pressure resonance frequencies are sum-
marized in the second column of Table 2, where only statistical 
uncertainties are shown. The wavemeter used to measure the 
laser frequency is known to have a 10-MHz accuracy [14]. 
Approximately 11.5 MHz systematic offset was observed, 
which varies ±1 MHz. The fluctuation is consistent with the 
observation for a similar wavemeter discussed in [11]. While 
the offsets for R(118)(2-8) a10 and R(54)(3-9) a1 were within 
100 kHz of each other, the offset for P(48)(3-9) a15 was approx-
imately 2MHz smaller.

Understanding the stability and systematic trends of the 
wavemeter over an experimental period is critical for the reli-
ability of the data and the data analysis. Repeated measure-
ments of the iodine resonance frequencies were performed 
over the course of several weeks between June and August 
2020 and the results are shown in Fig. 7. For each of these 
measurements the zero-pressure resonance frequency was 
determined as discussed above, and the offset between the 
observed resonance frequency and the resonance frequency 
measured at TU Darmstadt was obtained. The offsets moved 
in unison and showed a systematic trend of drifting over time. 
While the wavemeter has an uncertainty of 10 MHz, observa-
tions of the drift have shown that over several weeks the offset 
frequency did not drift more than 2 MHz, which is within the 
specifications of the frequency stabilized He:Ne laser used to 
calibrate the wavemeter readings (SL 03, SIOS Metechnik).

4 � Hyperfine structure

Investigations of the rovibrational structure within the well-
known electronic transition between the X1Σ+

g
 ground state 

to the B3Π+
0u

 excited state of molecular iodine have been well-
documented over the last 50 years. Results have been reported 
in atlases [23–27], and spectra can be simulated using the Iod-
ineSpec5 program which is based on empirical model descrip-
tions of the hyperfine and rovibrational structures [13, 28–30].

The hyperfine splitting of a rovibrational level of molecu-
lar iodine is described by the effective hyperfine Hamiltonian 
[31], Hhfs,

where HEQ , HSR , HSSS and HTSS correspond to the dominant 
contributions from the electric quadrupole, spin-rotation, 
scalar spin–spin, and tensor spin–spin interactions, respec-
tively [32]. Four additional terms, arising from second order 

(2)Hhfs = HEQ + HSR + HSSS + HTSS,

interactions may be included [31, 32] but are disregarded 
here due to the negligible contribution. The matrix elements 
of each term in the effective hyperfine Hamiltonian are the 
product of a geometrical factor and a hyperfine coupling 
constant. The geometrical factors are functions of the appro-
priate quantum numbers I, J, and F, which represent the total 
nuclear spin, molecular angular momentum, and total angu-
lar momentum of the electronic state respectively, for a spec-
ified state and are calculated with spherical tensor algebra to 
give expressions that are well-defined in literature [32, 33]. 
Algebraic expressions for the matrix elements of HEQ , HSR , 
HSSS and HTSS are provided in Eqs. (3–8) where eqQ(J,J’), 
C, A, and d are the electric quadrupole, spin-rotation, sca-
lar spin-spin, and tensorial spin-spin interaction coupling 
constants [32], respectively.  The coupling constants can be 
determined experimentally by fitting the hyperfine structure.

The energy of each hyperfine state in both the X and B 
electronic states are calculated by constructing a hyperfine 
Hamiltonian matrix for each electronic level. To construct 
each matrix, the number of hyperfine states was first deter-
mined using the quantum numbers I, J, and F. In an iodine 
molecule, two 127 I nuclei each with spin I1 =

5

2
 can couple 

to give a total nuclear spin, I of 0, 1, 2, 3, 4, or 5. The 
coupling of I and J gives the hyperfine quantum number, 
F = I + J . Due to the nuclear statistics (Pauli principle) for 
even J levels in the ground electronic state, the value of I 
must also be even; therefore, I can take on the values 0, 2, 
or 4. Conversely, odd values of J can have I equal to 1, 3, 
or 5. The coupling of I and J results in 15 hyperfine states 
for even J and 21 hyperfine states for odd J in the ground 
electronic state [34].

(3)

⟨F, I, J�HEQ�F, I�J�⟩ = (−1)F+J+2I
1

2
eQq(J, J�)

√
(2I + 1)(2I� + 1)

��
I1 I1 2

I1 − I1 0

��
J� J 2

J − J 0

��−1

×

�
I1 I1 I

2 I� I1

��
F J I

2 I� J�

�

(4)q(J, J + 2) =
2
√
J + 1q

(2J + 3)
√
2J + 5

(5)q(J, J) =
−Jq

(2J + 3)

(6)
⟨F, I, J�HSR�F, I�J�⟩ = �JJ��II�

1

2
C

[F(F + 1) − I(I + 1) − J(J + 1)]
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The electric quadrupole interaction mixes ΔJ = ±2 
states in the same electronic level. As a consequence, the 
coupling to neighboring rotational states must be consid-
ered. The additional interactions that need to be included 
are 15 (21) states for J� = J + 2 and 15 (21) states for 
J� = J − 2 , resulting in 45 (63) coupled hyperfine energy 
levels for even (odd) values of J [33]. A hyperfine Ham-
iltonian matrix, composed of 45 (63) states with unique 
F, I, and J values can be constructed for each upper and 
lower electronic levels of an iodine transition. To take 
into account the energy difference between different J 
states, differential rotational energies were added to states 
where J� = J ± 2 , and the matrices were subsequently 
diagonalized. Specifically, differential changes in rota-
tional energy given as

were added to the relevant ΔJ = ±2 matrix elements. The 
rotational constants Bv and Dv used to determine the rota-
tional energy are known [35], and uncertainties in these 

(7)
⟨F, I, J�HSSS�F, I�J�⟩ = �JJ��II�

1

2
A

[I(I + 1)(2I1(I1 + 1))]

(8)

⟨F, I, J�HTSS�F, I�J�⟩ = �JJ� (−1)
F+I�+1d(2J + 1)

[I1(I1 + 1)(2I1 + 1)]
√
30(2I + 1)(2I� + 1)

×

�
J 2 J

0 0 0

��
F J I

2 I� J�

�⎧⎪⎨⎪⎩

I1 I1 1

I1 I1 1

I I� 2

⎫⎪⎬⎪⎭

(9)
E = Bv(J

�)(J� + 1) + Dv((J
�)(J� + 1))2

− [Bv(J)(J + 1) + Dv((J)(J + 1))2]

constants impact calculated splittings by less than 0.5 kHz 
[31]. Frequencies for the 15 (21) transitions were obtained 
from the difference of the corresponding energies from the 
two separate Hamiltonians after diagonalization. Higher-
order contributions from ΔJ = ±4 are not included here and 
would typically impact the deduced frequencies by a maxi-
mum of 100s of Hz [31] and are negligible compared with 
the precision required for nuclear structure studies.

In the present work, a Python application utilizing the 
NumPy [36] and SciPy [37] stacks was written to populate 
and diagonalize hyperfine Hamiltonians described above, 
as well as fit hyperfine spectra presented in Sect. 4.1. The 
performance of the application was validated against the 
results and matrix elements presented in Ref. [34].

Fig. 8   Full hyperfine spectrum 
for the R(54)(3-9) iodine line. 
The signal uncertainty is the 
standard deviation of repeat 
measurements at each frequency 
step as described in Sect. 2.1. 
The hyperfine fitting function is 
described in the Sect. 4

Table 3   Deduced iodine hyperfine parameters for the B electronic 
state, for the R(54)(3-9) line

The first uncertainty is statistical error, and second uncertainty is sys-
tematic error

Parameter Fit (MHz) Refs. (MHz) [28, 29]

Center of gravity 425,632,361.2 (1) [5]
eQq(B) − 496.7 (7) [16] − 495.00

C(B) 0.0253 (8) [2] 0.0232
A(B) 0.09 (2) [2] 0.00353
d(B) − 0.10 (3) [2] 0.00019
eQq(X) Fixed − 2453.86

C(X) Fixed 0.00350
A(X) Fixed 0.00370
d(X) Fixed 0.00152
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4.1 � Molecular iodine hyperfine spectrum

A saturated absorption signal was measured for the R(54)
(3-9) hyperfine spectrum using the MSU setup, and the 
result is presented in Fig. 8. The temperature of the cold-
finger in the iodine cell was 24.9 ◦ C, and the cell was set 
to a temperature of 700 ◦ C. The hyperfine spectrum was 
fitted using the Python application described in Sect. 4. A 
Lorentizan lineshape was used, and all 15 peaks in the spec-
trum shared a common width and the hyperfine coupling 
constants for the ground state were fixed to theoretical val-
ues [28, 29] during the fit. Fitting parameters included the 
center-of-gravity frequency, the common line width, four 
hyperfine coupling constants for the excited state. During 
the fitting routine, the hyperfine Hamlitonian was diagonal-
ized for each minimization step. The centroid frequency, 
width, and hyperfine coupling constants are presented in 
Table 3. The first error reported in the table is the statistical 
error from the fitting routine, and the second error is the 
estimated systematic error from a potential non-linearity of 
wavemeter readings over the measurement range [11]. The 
reported center-of-gravity frequency of 425 632 361.2(1)
[5] MHz is corrected for the 12.8(5) MHz offset described in 
Table 2; it was assumed that the offset was constant through-
out the entire spectrum, and the uncertainty from this offset 
is included as a systematic error. The deduced values of the 
hyperfine coupling constants agree well with the modeled 
values.

5 � Conclusion

A wavlength meter (WSU30, HighFinesse) at MSU was cali-
brated to a level of ± 1 MHz using a Doppler-free satura-
tion laser spectroscopy system with molecular iodine in the 
regime of 700 nm. Hyperfine components of R(118)(2-8) 
a 10 , R(54)(3-9) a 1 and P(48)(3-9) a 15 near 700 nm were 
observed and the centroid frequencies measured by MSU’s 
wavemeter with 10-MHz accuracy were compared with the 
absolute transition frequencies determined using a frequency 
comb at TU Darmstadt. Approximately an 11-MHz offset 
was observed, which drifted ± 1 MHz over a three week 
time period. A Hamiltonian for the hyperfine interaction of 
molecular iodine was constructed to calculate energies of 
each hyperfine state and then transition frequencies of the 
hyperfine components. The R(54)(3-9) hyperfine spectrum 
was fitted using the obtained theoretical form of the hyper-
fine spectrum. The results allow for more confident use of 
the molecular iodine lines in the regime of 700 nm, where 
much fewer lines are precisely known than those in the vis-
ible regime, as a calibration tool for laser frequencies.
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