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Abstract. Given a certain kind of linear representation of a reductive group, referred to as
a quasi-symmetric representation in recent work of Špenko and Van den Bergh, we construct
equivalences between the derived categories of coherent sheaves of its various geometric
invariant theory (GIT) quotients for suitably generic stability parameters. These variations
of GIT quotient are examples of more complicated wall crossings than the balanced wall
crossings studied in recent work on derived categories and variation of GIT quotients.

Our construction is algorithmic and quite explicit, allowing us to: 1) describe a tilting
vector bundle which generates the derived category of such a GIT quotient, 2) provide a
combinatorial basis for the K-theory of the GIT quotient in terms of the representation
theory of G, and 3) show that our derived equivalences satisfy certain relations, leading to
a representation of the fundamental groupoid of a “Kähler moduli space” on the derived
category of such a GIT quotient. Finally, we use graded categories of singularities to construct
derived equivalences between all Deligne–Mumford hyperkähler quotients of a symplectic
linear representation of a reductive group (at the zero fiber of the algebraic moment map and
subject to a certain genericity hypothesis on the representation), and we likewise construct
actions of the fundamental groupoid of the corresponding Kähler moduli space.
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1. Introduction

One of the motivating conjectures in the theory of derived categories of coherent sheaves
states that two smooth algebraic varieties which are projective over an affine variety Y, Y ′ →
Spec(R) which are K-equivalent – meaning that they are birational to one another and the
pullback of their canonical bundles to a resolution of this birational map are isomorphic –
have an equivalence between their derived categories of coherent sheaves Db(Y ) ≃ Db(Y ′).1

In the case where R = k is the ground field (always assumed to have characteristic 0), the
conjecture is settled for 3-folds [Br1], as well as for toric varieties [Kaw].
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1One expects that this equivalence restricts to the identity away from the exceptional locus of the flop.

1



2 DANIEL HALPERN-LEISTNER AND STEVEN V SAM

This conjecture originates in the work of Bondal and Orlov [BO], and is inspired by
homological mirror symmetry. In fact, a careful reading of the mirror symmetry philosophy
predicts an action of the fundamental groupoid of a certain “complexified Kähler moduli
space” on the derived category of a Calabi-Yau manifold. This paper settles the D-equivalence
conjecture and constructs such an action of the fundamental groupoid of the complexified
Kähler moduli space for a large class of varieties and orbifolds arising as GIT quotients of
certain linear representations of a reductive group.

As any birational transformation between smooth projective varieties over Spec(R) can be
modeled explicitly as a variation of geometric invariant theory (GIT) quotients (see [HK]
for instance), it is natural to approach the D-equivalence conjecture from this perspective,
and in fact there is a general framework for doing so, established in [HL, BFK] following
[HHP1, Se], which we now recall.

Given a smooth projective-over-affine variety X with a reductive group G acting on X, any
choice of G-ample line bundle L defines a G-equivariant open semistable locus Xss(L) ⊂ X,
and we refer to the quotient stack Xss/G as the GIT quotient.2 Two G-ample bundles L± lead
to birational stacks Xss(L±)/G, and when this birational transformation is a K-equivalence,
the method for establishing a derived equivalence Db(Xss(L+)/G) ≃ Db(Xss(L−)/G) is to
verify the following:

Ansatz 1.1. There is a full subcategory G ⊂ Db(X/G) such that the restriction functor gives

an equivalence res± : G
≃
−→ Db(Xss(L±)/G).

If one can find such a category G, then the equivalence is simply res− ◦ res−1
+ . For a smooth

projective-over-affine X with an action of a reductive group G, the main theorems of [HL]
and [BFK] produce, for any GIT quotient, a category G which is identified with Db(Xss/G)
under restriction – the category G is described as the full subcategory of complexes satisfying
a local weight condition (see §3.1). Unfortunately, it is not always the case that the category
produced for Xss(L+)/G will coincide with the category for Xss(L−)/G as in Ansatz 1.1.
Prior to this paper, the only general statement to this effect applies to the simplest kind of
variation of GIT, referred to as a “balanced wall crossing” in [HL] and an “elementary wall
crossing” in [BFK]. This is enough to establish many new cases of the conjecture, but there
are many more variations of GIT quotient in which derived equivalences are expected, but
not yet established.
In this paper we focus on the “local” version of this conjecture, where Y, Y ′ → Spec(R)

are birational maps. Our investigation began with an attempt to understand a series of
examples where derived equivalences have been established for more complicated variations
of GIT quotient, and specifically the examples of [DS1], [DS2].3 Those papers also verify
Ansatz 1.1, but for a category defined explicitly by a set of generating vector bundles. We
will show that this phenomenon happens in a much wider class of examples. We focus on the
local model: we consider a linear representation X of a reductive group G, and we assume
that X is quasi-symmetric (see the definition in §2). In particular, our methods apply to all
representations which are self-dual.

2One is typically interested in the situation when Xss/G is a scheme, but our methods apply just as well
when G acts on Xss(L) with finite stabilizers and therefore Xss(L)/G is a Deligne–Mumford stack. In the
language of GIT this is the condition that Xss(L) = Xs(L).

3Similar questions have been investigated by Paul Horja, who presented some results on the derived
category of GIT quotients of linear representations of tori in a talk in 2012 at the IPMU in Kashiwa, Japan
in which certain zonotopes played a key role.
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We have chosen to focus on the case of GIT quotients of a linear representation because it
greatly simplifies the exposition and highlights the combinatorial and concrete aspects of the
construction. It is also closer in spirit to the work in the physics literature on the gauged
linear sigma model [HHP1, HHP2], further explained in mathematical terms in [Se], which
introduced Ansatz 1.1 as a method for producing derived equivalences between different GIT
quotients. It is important to note that although the balanced wall crossings studied in [HL]
establish many new instances of the D-equivalence conjecture, every balanced wall-crossing is
étale locally equivalent to a wall crossing of the kind initially studied in [Se]. In contrast,
the wall-crossings studied here constitute a fundamentally new set of examples, generalizing
those of [DS1, DS2]. As with [Se], the linear case studied here serves as an étale local model
for “locally quasi-symmetric” variations of GIT quotient more generally. In follow-up work,
we will use our main theorem to establish a “global” statement which generalizes many if
not all of the known instances in which a derived equivalence arises from a variation of GIT
quotient (see Section 4.0.1 for a brief discussion).

Our main theorem defines a certain Weyl-invariant polytope ∇ ⊂ MR, where M is the
character lattice of a maximal torus T ⊂ G. For any δ ∈ MW

R we define M(δ+∇) ⊂ Db(X/G)
to be the full subcategory generated by vector bundles of the form OX ⊗ U , where U is an
irreducible representation of G whose character lies in δ +∇, a “magic window.” Likewise,
characters of the group ℓ ∈ Pic(BG) determine G-linearized invertible sheaves OX ⊗ ℓ with
which to form a GIT quotient. It is known [DH] that Xss(OX ⊗ ℓ) only depends on the
class of ℓ in Pic(BG)⊗ R ∼= MW

R and in fact only on which “cell” ℓ lies in with respect to a
rational wall and chamber decomposition of MW

R , so it is standard to regard the semistable
locus Xss(ℓ) as determined by an arbitrary ℓ ∈ MW

R . Our main theorem states:

Theorem 1.2 (Theorem 3.2). If X is a quasi-symmetric representation of G satisfying a

suitable genericity condition, then for any ℓ ∈ MW
R such that Xss(ℓ) = Xs(ℓ) and any δ ∈ MW

R

such that M ∩ ∂(δ +∇) = ∅, the restriction functor

M(δ +∇) → Db(Xss(ℓ)/G)

is an equivalence of dg-categories.

The “genericity” condition on X is the requirement that if one considers the GIT quotient
of X by the action of the maximal torus T ⊂ G, then XT -ss(ℓ) = XT -s(ℓ) for some ℓ ∈ MW

R .
In §2 we explicitly identify a linear hyperplane arrangement in MR such that the genericity
condition holds if and only if none of these hyperplanes contain MW

R . We identify the GIT
chambers for the action of T on X in the sense of [DH] with the connected components of
the complement of this hyperplane arrangement.

Corollary 1.3 (Corollary 4.1). Under the hypotheses of Theorem 3.2, if ℓ, ℓ′ ∈ Pic(BG)R
are such that Xss = Xs, then we have an equivalence Db(Xss(ℓ)/G) ≃ Db(Xss(ℓ′)/G).

Another application of Theorem 3.2 is to construct an explicit and efficiently computable
basis for the algebraic K-theory of the GIT quotient Xss(ℓ)/G. In Proposition 4.5 we show
that the algebraic K-theory of Xss(ℓ)/G is a free Z-module and has a basis of locally free
sheaves induced from those irreducible representations of G whose character lies in δ +∇.
When k = C, the same is true for the topological K-theory and orbifold cohomology of the
analytification of Xss(ℓ)/G. By providing an explicit basis in terms of the representation
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theory of G, we refine the classic work of [ES], which provides an explicit presentation of the
Chow ring of Xss/G.

Our methods are closely related to the approach to derived equivalences initiated in [VdB],
where the derived category of two different resolutions of a singularity are identified with
that of a common non-commutative resolution. In fact, the “essential surjectivity” part
of Theorem 3.2 builds on the methods of the recent preprint [SVdB], which provides an
explicit algorithm for constructing non-commutative resolutions of the singular affine scheme
Spec(OG

X). The original algorithm of [SVdB] involves starting with an equivariant vector
bundle on X, and then taking iterated mapping cones with certain special complexes (called
Cλ,χ) until it lies in the category M(δ +∇). This algorithm can modify the complex over
Xss, so it does not exactly suit the purpose of showing that every complex on Db(Xss/G) is
generated by the restriction of complexes in M(δ +∇). One of our key observations is that
one can modify the underlying geometry of the algorithm of [SVdB] without significantly
modifying the combinatorial scaffolding in order to incorporate the interaction with GIT. The
upshot is the construction (see Corollary 4.2) of a locally free sheaf on X/G which generates
M(δ +∇) and whose restriction to Xss(ℓ)/G is a tilting generator for Db(Xss(ℓ)/G). The
algebra of endomorphisms of this tilting generator is precisely the non-commutative resolution
constructed in [SVdB].

To date, the most progress on the local D-equivalence conjecture has been made in the case
when Y → Spec(R) is a symplectic resolution, meaning that Spec(R) is normal and there
is a non-degenerate closed 2-form in H0(Y,Ω2

Y ). The conjecture was solved for resolutions
of symplectic finite quotient singularities in [BK], and for symplectic resolutions for which
Spec(R) admits a Gm-action with “positive weights” in [Kal],4 using the theory of Fedosov
quantization in characteristic p > 0 to construct tilting bundles which lift to characteristic 0.
We recover this result by entirely different methods for symplectic resolutions which arise as
hyperkähler reductions of a symplectic linear representation X of a reductive group G. In
this case, there is a canonical G-equivariant algebraic moment map µ : X → g∨. We define
X0 = µ−1(0), and we define the hyperkähler reduction to be Xss

0 (ℓ)/G.

Theorem 1.4 (Theorem 5.1). Let X be a symplectic linear representation of a reductive

group G such that the quasi-symmetric representation X ⊕ g satisfies the genericity condition

of Theorem 3.2. Then for any pair of ℓ, ℓ′ ∈ Pic(BG)R such that Xss
0 = Xs

0, we have a derived

equivalence Db(Xss
0 (ℓ)/G) → Db(Xss

0 (ℓ
′)/G).

The theorem extends the results of Kaledin to new examples of symplectic resolutions
which are Deligne–Mumford stacks, but the real novelty of our approach is that it is more
geometric and explicit. In particular, it clarifies the dependence of the derived equivalence
for hyperkähler flops in Theorem 5.1 and for the class of flops in Corollary 4.1 on a certain
path in the space of Kähler parameters, thereby allowing us to construct an action of the
fundamental groupoid of this space on the corresponding derived category.

1.1. Actions of fundamental groupoids on derived categories. Let us recall the car-
toon sketch of why homological mirror symmetry predicts that two birational Calabi–Yau
manifolds Y and Y ′ should have equivalent derived categories: if Y possesses a homological
mirror partner Y ◦, so that Db(Y ) is equivalent to the Fukaya category DFuk(Y ◦), then any
two points in the moduli space of complex structures on Y ◦ correspond to two different

4Technically this result is not stated in [Kal], but it follows from a short argument using the methods and
results there.
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Kähler manifolds (with the same underlying symplectic manifold), and any path between
these two points in the moduli space leads to an equivalence between the Fukaya categories of
these two Kähler manifolds via symplectic parallel transport. Mirror symmetry also identifies
the moduli space of complex structures on Y ◦ with the “Kähler moduli space” of Y , an
open subset KY ⊂ H1,1(Y )/2πiNS(Y ). So transporting our path in the complex moduli
space of Y ◦, we may find that the path in H1,1(Y ) has left the Kähler cone of Y and entered
the Kähler cone of Y ′. It is then expected that Y ◦, with this new complex structure, is a
homological mirror partner to Y ′, giving the equivalence Db(Y ) ≃ DFuk(Y ◦) ≃ Db(Y ′). This
equivalence depends on the homotopy class of the path between the corresponding points in
KY , and therefore one finds an action of the fundamental groupoid of KY on Db(Y ).
Our final application of Theorem 3.2 is to fully realize this Kähler moduli space picture

in the examples we are studying. Given a polytope ∇ ⊂ MR, we define a locally finite
MW -periodic hyperplane arrangement A = {Hα ⊂ MW

R } characterized by the property that
∂(δ +∇) ∩M = ∅ if and only if δ lies in the complement of this hyperplane arrangement
(Lemma 3.3). Our version of the “complexified Kähler moduli space” of the GIT quotient
Xss(ℓ)/G is the space

KX := (MW
C \

⋃

α
Hα)/M

W .

In Proposition 6.5 we give a presentation for the fundamental groupoid Π1(KX) of KX , and
in Proposition 6.6 we construct a representation of Π1(KX) in the homotopy category of
dg-categories, i.e., a functor F : Π1(KX) → Ho(dg-Cat), mapping any point of the form
δ + 0i ∈ MW

C \
⋃

α Hα to the category F ([δ]) = M(δ + ∇), which, by Theorem 3.2, is
canonically identified under restriction with any Db(Xss(ℓ)/G) for which Xss(ℓ) = Xs(ℓ). We
also extend our results to the case of the hyperkähler quotient Xss

0 (ℓ)/G for a symplectic
linear representation X of G in Corollary 6.12 – in this case we obtain an action of Π1(KX⊕g)
on Db(Xss

0 (ℓ)/G).
Actions of fundamental groupoids of this form have been intensively studied in connection

with geometric representation theory. For instance, Cautis, Kamnitzer, and Licata [CKL] have
established generalized braid group actions on the derived category of certain Nakajima quiver
varieties using very different methods. There the derived categories of several different quiver
varieties form the “weight spaces” for a certain categorified representation of a Lie algebra,
and the action of the generalized braid group is described implicitly via this categorical Lie
algebra action [CK]. Even for quiver varieties our results are new, as [CKL] only treats quiver
varieties corresponding to simply-laced graphs (i.e., no loops or multiple edges); see §6.3.1
for a discussion of what our methods produce for the Hilbert scheme of n points on C2, the
quiver variety associated to the quiver with one vertex and one loop.

Our results are also closely related to a conjectural picture developed by Bezrukavnikov and
Okounkov, as described for instance in [ABM, Conjecture 1]. Their work, along with their
coauthors, proposes a vast generalization of Kazhdan–Lusztig theory, whose starting point
is the conjectural action of certain fundamental groupoids of complexified Kähler moduli
spaces on the derived categories of symplectic resolutions. These are established for the
Springer resolution and Slodowy slices in [KT, BMR, BR], and recently for the cotangent
bundles of partial flag varieties [Bo]. The formulation of the conjecture involves quantization
in characteristic p, which in principle gives an action of the fundamental groupoid of the
complement of the complexification of some periodic real hyperplane arrangement, but at
the moment the structure of that arrangement is still conjectural outside of the most basic
examples.
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Our method essentially substitutes the characteristic 0 categories Dsing(M(δ + ∇)) for
the quantizations in characteristic p, allowing us to completely and explicitly describe the
groupoid actions conjectured by Bezrukavnikov and Okounkov for Deligne–Mumford stacks
which arise as hyperkähler reductions of symplectic linear representations. Our methods
also apply to GIT quotients which are not algebraic symplectic, implying an intriguing
extension of this story beyond the setting of symplectic resolutions. We hope that our
combinatorial construction of these groupoid actions will advance the broader investigation
into generalizations of Kazhdan–Lusztig theory, opening research into natural questions such
as how to generalize the Hecke algebra and the theory of canonical bases into this context.

1.2. Authors’ note. Theorem 3.2 is a key input to an ongoing project of the first author
with Davesh Maulik and Andrei Okounkov, and he gratefully acknowledges their guidance
and encouragement, as well as many useful conversations about symplectic resolutions and
quantization. The main theorem above will be used in follow-up work to construct “stable
envelope functors” and to categorify the ideas of [MO] for algebraic symplectic varieties.
The first author would also like to thank Ed Segal for many enlightening conversations

over the years, and especially for recently explaining the methods of [SVdB] and encouraging
us to pursue the actions of fundamental groupoids.

1.3. Notation. We fix a base field k of characteristic 0, and we work over this field through-
out the paper. G will denote a split reductive group over k, and X will denote a linear
representation of G over k. Let β1, . . . , βd be the weights of X (counted with multiplicity).
We fix once and for all a maximal torus and Borel subgroup T ⊂ B ⊂ G. We denote the

character lattice of T by M , and the cocharacter lattice by N . We denote the Weyl group by
W . We fix a choice of W -invariant inner product 〈, 〉 on M and N . We use the convention
that the weights in the Lie algebra of B are negative roots; this is consistent with [SVdB]. In
particular, the choice of B determines a choice of dominant chamber M+

R ⊂ MR. We let ρ
denote the sum of the positive roots of G divided by 2.
Given a dominant weight χ of a connected group G, we let V (χ) denote the irreducible

representation of G of highest weight χ. We let Irrep(G) denote the set of irreducible
representations of G, and we let Char(U) ⊂ M denote the set of non-zero weights appearing
in a representation U . We will denote the group of characters by Pic(BG), and we will often
consider the real vector space spanned by characters Pic(BG)R := Pic(BG) ⊗Z R. This is
canonically identified with the Weyl-invariant subspace Pic(BG)R = MW

R ⊂ MR.

2. Zonotopes and Deligne–Mumford GIT quotients

In this section we consider a quasi-symmetric linear representation X of a reductive
group G. By definition [SVdB] this means that if we let βi ∈ M for i = 1, . . . , d denote the
T -weights of the representation X∨, indexed with repetitions according to the dimension of
the corresponding weight space, then for any line L ⊂ MR we have

∑

βi∈L
βi = 0. Note that

any self-dual representation is quasi-symmetric.
In [SVdB], Špenko and Van den Bergh also consider the following convex regions in MR:

Σ :=
{

∑

i
aiβi

∣

∣

∣
ai ∈ [−1, 0]

}

,

Σε :=
⋃

r>0

Σ ∩ (rε+ Σ).
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Note that Σ can alternatively be described as the Minkowski sum of the intervals [−βi, 0] (an
object known as a zonotope), or as the convex hull of the character of the exterior algebra
∧∗ X ∈ Rep(G). The fact that X is quasi-symmetric implies that Σ can also be described
as the Minkowski sum

∑

i[0, βi], as can be verified by breaking the Minkowski sum into the

partial sums
∑

βi∈L
[0, βi] for each line L ⊂ MR. Thus Σ = −Σ, and Σ is the convex hull of

the character of
∧∗(X∨). Following [SVdB], we say that ℓ ∈ MR is generic for Σ if it lies in

the linear span of the points of Σ but is not parallel to any face of Σ.
Recall that given a character ℓ ∈ Pic(BG), we can define a G-equivariant open semistable

locus Xss(ℓ) ⊂ X by

Xss(ℓ) = {x ∈ X | ∃k > 0 and s ∈ Γ(OX ⊗ (kℓ))G such that s(x) 6= 0}.

Xss(ℓ)/G admits a good quotientXss(ℓ)//G, which is proper over the affine quotient Spec(OG
X).

We recall that the Hilbert–Mumford criterion for semistability states that a point x ∈ X is
semistable if and only if 〈λ, ℓ〉 < 0 for all one-parameter subgroups λ : Gm → G for which
limt→0 λ(t) ·x exists. When points of Xss(ℓ) have finite stabilizers, then Xss(ℓ)/G is a smooth
Deligne–Mumford stack, and Xss(ℓ)/G → Spec(OG

X) is a resolution of singularities. As
remarked in the introduction, the Hilbert–Mumford criterion allows us to define Xss(ℓ) for
any ℓ ∈ Pic(BG)R.
We can regard any G-representation as a T -representation and restrict a character ℓ to

Pic(BT )R = MR. We denote the semistable locus with respect to the T action as XT -ss(ℓ).
One of the main observations of this paper is the following:

Proposition 2.1. Let X be a quasi-symmetric representation of a reductive group G such that

the action of T on X has generically finite stabilizers, and let ℓ ∈ Pic(BG)R be a character.

Then the following are equivalent:

(1) the GIT quotient XT -ss(ℓ)/T of X by T is Deligne–Mumford,

(2) for any proper subspace V ( MR, there is a one-parameter subgroup λ such that

〈λ, βi〉 = 0 for all βi ∈ V and 〈λ, ℓ〉 6= 0, and
(3) ℓ is generic for Σ.

These conditions imply that Xss(ℓ)/G is Deligne–Mumford.

Proof. (1) ⇒ (2): Choose a subspace V ( MR and consider a generic point x ∈
∑

χ∈V Xχ ⊂ X,
which will have non-vanishing coordinates in the eigenspace for each weight βi such that
βi ∈ V . Then x has a positive dimensional stabilizer. Since XT -ss(ℓ)/T is Deligne–Mumford,
there must be a λ ∈ N which destabilizes x. By quasi-symmetry, the condition that 〈λ, βi〉 ≥ 0
for all βi ∈ V actually implies that 〈λ, βi〉 = 0 for all βi ∈ V , hence we have (2).

(2) ⇒ (3): Every face of Σ is a Minkowski sum of the form

F = a1βσ(1) + · · ·+ akβσ(k) + [−βσ(k+1), 0] + · · ·+ [−βσ(d), 0],

where ak ∈ {−1, 0} and σ is some permutation of the set {1, . . . , d} [Mc]. So after translation
F lies in the subspace spanned by βσ(k+1), . . . , βσ(d). To prove (3), we may assume F spans
a proper subspace V ( MR. The existence of a cocharacter vanishing on V but not on ℓ
implies that ℓ is not parallel to F . T acts with generically finite stabilizers on X if and only
if Char(X) spans MR, and in particular this implies that the linear span of Σ is all of MR

and includes ℓ.

(3) ⇒ (1): This follows from Theorem 3.2 below (which only uses the implications (1) ⇒
(2) ⇒ (3) from the current proof), which states that Db(XT -ss(ℓ)/T ) is generated by a finite
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set of vector bundles if ℓ is generic for Σ. If XT -ss/T were not Deligne–Mumford, then
there would be a closed point x ∈ XT -ss(ℓ) stabilized by a sub-torus T ′ ⊂ T . The map
x/T ′ → XT -ss(ℓ)/T is affine, which implies that any generating set for Db(XT -ss(ℓ)/T ) pulls
back to a generating set for Db(x/T ′). The latter does not admit a finite generating set of
perfect complexes, so we see that XT -ss/T must be Deligne–Mumford.

Showing Xss/G is Deligne–Mumford : Every fiber of the map Xss(ℓ)/G → Xss(ℓ)//G contains
a point whose stabilizer group is reductive, so Xss(ℓ)/G is Deligne–Mumford if and only if
every point x ∈ X with a Gm in its stabilizer group is unstable. By replacing x with g · x for
some g ∈ G, we may assume that x has a positive dimensional stabilizer in T , and because all
G-semistable points are T -semistable we thus can exhibit a point which is T -semistable and
has positive dimensional stabilizer in T . This reduces the claim to the case where G = T . �

2.1. Wall-and-chamber decompositions in the quasi-symmetric case. For any linear
representation X, the space MW

R is canonically identified with the equivariant Néron–Severi
group NSG(X)⊗R studied in [DH]. There, Dolgachev and Hu construct a finite collection of
closed subsets of MW

R called walls, each a union of finitely many rational polyhedral cones,
such that the connected components of the complements of these walls are precisely the
characters of G such that Xss(ℓ) = Xs(ℓ), and Xss(ℓ) is constant for ℓ in each chamber. The
closure of each chamber is also a rational polyhedral cone.
In general, this wall-and-chamber decomposition can be somewhat complicated, but

Proposition 2.1 leads to some simplifications under the assumptions that 1) X is a quasi-
symmetric, and 2) the generic stabilizer for the action of T on X is finite. The second
assumption is equivalent to Σ, the zonotope associated to the character of X, linearly
spanning MR.

Definition 2.2 (Wall and chamber decomposition). Consider the linear hyperplane arrange-
ment A = {Hα ⊂ MR} in MR consisting of the linear subspaces parallel to the codimension 1
faces (facets) of Σ. We denote the set of points of MW

R which are generic for Σ by

(MW
R )Σ-gen = MW

R \
(

⋃

α
Hα ∩MW

R

)

.

As an immediate consequence of Proposition 2.1, we have:

Corollary 2.3. The chambers of MR
∼= NSG(X)R arising from GIT for X/T are exactly the

connected components of the complement of the linear hyperplane arrangement A above.

Although the generic locus ofMR is always open and dense (still assuming that Σ spansMR),
it can unfortunately happen that (MW

R )Σ-gen = ∅. This happens if and only if MW
R ⊂ Hα for

some hyperplane Hα in A. Most of our results will require the hypothesis that (MW
R )Σ-gen 6= ∅.

Proposition 2.1 implies that XG-ss(ℓ) = XG-s(ℓ) for all ℓ ∈ (MW
R )Σ-gen. It follows that

each connected component of (MW
R )Σ-gen is contained in a single GIT chamber of MW

R for

the action of G on X, and that for each GIT chamber of (MW
R )Σ-gen there is a finite set of

connected components of (MW
R )Σ-gen whose union is an open dense subset of that chamber.

As a consequence, we have

Corollary 2.4. Assume that (MW
R )Σ-gen 6= ∅, then for any ℓ ∈ MW

R

• one can find an ℓ′ arbitrarily close to ℓ such that XG-ss(ℓ′) = XG-s(ℓ′), and
• if XG-ss(ℓ) = XG-s(ℓ), one can find an ℓ′ arbitrarily close to ℓ with XG-ss(ℓ′) = XG-ss(ℓ)
such that XT -ss(ℓ′) = XT -s(ℓ′).
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Thus we see that in the quasi-symmetric case when (MW
R )Σ-gen 6= ∅, we avoid the pathology

of codimension 0 walls, which occur for more general GIT quotients of linear representations.
When there are codimension 0 walls, there are open regions in MW

R for which Xss(ℓ) 6= Xs(ℓ).

2.2. The polytope ∇. Define L = [X∨] − [g∨] ∈ K0(Rep(T )). For any one-parameter
subgroup λ of G, we define Lλ>0 to be the projection of this class onto the subspace spanned
by weights which pair positively with λ. For any cocharacter λ we define

ηλ := 〈λ,Lλ>0〉.

This agrees with the η defined in [HL]. We note also that ηλ = ηwλ for any w ∈ W , and
ηλ = η−λ because X is quasi-symmetric.

Definition 2.5. Given a character ε ∈ Pic(BG)R we define the following subsets of MR:

∇ε :=
{

χ ∈ MR

∣

∣

∣
−
ηλ
2

< 〈λ, χ〉 ≤
ηλ
2

for all λ : Gm → T such that 〈λ, ε〉 > 0
}

.

Remark 2.6. As a consequence of the symmetry of these defining inequalities around 0, and
the elementary fact that any cocharacter λ with 〈λ, ε〉 ≥ 0 can be approximated rationally
by a λ′ with 〈λ′, ε〉 > 0, the closure of ∇ε, which we denote ∇, is independent of ε:

∇ :=
{

χ ∈ MR

∣

∣

∣
−
ηλ
2

≤ 〈λ, χ〉 ≤
ηλ
2

for all λ : Gm → T
}

.

Let w0 be the longest element of W .

Lemma 2.7. Suppose that λ and χ are dominant. Then for any w ∈ W ,

〈λ, χ〉 ≥ 〈wλ, χ〉 ≥ 〈w0λ, χ〉 .

Proof. A reference for the first inequality is [SVdB, Corollary D.3]. For the second inequality,
first note that −w0χ is dominant. So applying the first inequality with −w0χ in place of χ,
we conclude that 〈wλ,w0χ〉 ≥ 〈λ,w0χ〉 for all w ∈ W . Since the pairing is W -invariant and
w2

0 = 1, this implies the second inequality for any w ∈ W . �

Lemma 2.8. Assume that ε ∈ Pic(BG)R is generic for Σ. Then M+
R ∩(−ρ+ 1

2
Σε) = M+

R ∩∇ε.

In particular, χ ∈ M+ ∩ (−ρ+ 1
2
Σε) if and only if the character of V (χ) lies in ∇ε.

Proof. If λ is dominant, and hence w0λ is anti-dominant, then

ηλ
2

=
1

2
〈λ, [(X∨)λ>0]− [(g∨)λ>0]〉 =

1

2
max{〈λ, µ〉 | µ ∈ Σ} − 〈λ, ρ〉, and

ηw0λ

2
=

1

2
max{〈w0λ, µ〉 | µ ∈ Σ}+ 〈w0λ, ρ〉 .

Now suppose, in addition, that χ ∈ M+
R ∩ (−ρ+ 1

2
Σε). If 〈λ, ε〉 > 0, then

〈λ, χ〉 ≤
1

2
max{〈λ, µ〉 | µ ∈ Σ} − 〈λ, ρ〉 =

ηλ
2
, and

〈w0λ, χ〉 >
1

2
min{〈w0λ, µ〉 | µ ∈ Σ} − 〈w0λ, ρ〉

= −
1

2
max{〈w0λ, µ〉 | µ ∈ Σ}+ 〈w0λ, ρ〉 = −

ηw0λ

2
,

where we have used that X is quasi-symmetric, and strict inequality on the second line uses
that 〈w0λ, ε〉 > 0 and that χ ∈ −ρ+ tε+ 1

2
Σ for some t > 0.
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Since ηwλ = ηλ for all w ∈ W , and every weight is in the W -orbit of a dominant weight, we
can combine the previous inequalities with Lemma 2.7 to conclude that ηλ

2
≥ 〈λ, χ〉 > −ηλ

2

for all weights λ such that 〈λ, ε〉 > 0, which means that χ ∈ M+
R ∩∇ε.

Conversely, suppose that χ ∈ M+
R ∩∇ε. By definition of ∇ε, there exists t > 0 such that

χ− tε ∈ ∇ε. Define
r0 = min{r ≥ 0 | χ− tε ∈ −ρ+ r0Σ}.

We will show that 1
2
≥ r0. First, there exists λ such that for all µ ∈ −ρ + r0Σ, we have

〈λ, χ− tε〉 ≥ 〈λ, µ〉. Equivalently, 〈λ, χ− tε+ ρ〉 ≥ 〈λ, µ+ ρ〉 for all such µ. Since χ−tε+ρ is
dominant, if we choose w ∈ W so that wλ is dominant, then 〈wλ, χ− tε+ ρ〉 ≥ 〈λ, χ− tε+ ρ〉
(Lemma 2.7). Hence, replacing λ by wλ and using that Σ is W -invariant, we conclude that
there exists a dominant weight λ such that

〈λ, χ− tε+ ρ〉 ≥ r0 max{〈λ, ν〉 | ν ∈ Σ}.

Furthermore, we may choose λ to be a linear functional that is constant on a facet of −ρ+r0Σ,
and hence by Proposition 2.1 we have 〈λ, ε〉 6= 0.
Since η−λ = ηλ and χ− tε ∈ ∇ε, then we have, by definition of ∇ε, that

ηλ
2
≥ 〈λ, χ− tε〉.

Since λ is dominant, then as above, we have ηλ
2
= 1

2
max{〈λ, ν〉 | ν ∈ Σ} − 〈λ, ρ〉. Combining

this with the above inequality, we conclude that

1

2
max{〈λ, ν〉 | ν ∈ Σ} ≥ 〈λ, χ− tε+ ρ〉 ≥ r0 max{〈λ, ν〉 | ν ∈ Σ}.

Since ε is in the linear span of Σ and 〈λ, ε〉 6= 0, we know that 〈λ, ν〉 6= 0 for some ν ∈ Σ.
Finally, by quasi-symmetry, ν ∈ Σ implies that some negative multiple of ν is also in Σ,
so max{〈λ, ν〉 | ν ∈ Σ} > 0. We conclude that 1

2
≥ r0, as desired. This implies that

χ ∈ −ρ+ tε+ 1
2
Σ, and in particular, χ ∈ −ρ+ 1

2
Σε. �

Corollary 2.9. Assume that there exists ε ∈ Pic(BG)R which is generic for Σ. Then each

facet of ∇ is parallel to some facet of Σ.

Proof. Taking closures in Lemma 2.8 implies that M+
R ∩∇ = M+

R ∩ (−ρ+ 1
2
Σ). In particular,

this implies that ∇ is the W -orbit of M+
R ∩ (−ρ + 1

2
Σ). Each facet of M+

R ∩ (−ρ + 1
2
Σ) is

either parallel to a facet of Σ, or is contained in a facet of M+
R . In particular, each facet of ∇

is a W -translate of one of these two types of facets. Since ∇ is W -invariant, if it contains
any facet of M+

R , then it contains all of them; however, we also know that ∇ is convex, so it
cannot contain all of them. In particular, since Σ is also W -invariant, every facet of ∇ is
parallel to some facet of Σ. �

3. The main theorem

Given a quasi-symmetric representation X of a reductive group G, our main theorem will
identify the derived category of coherent sheaves on the GIT quotient Db(Xss(ℓ)/G) with
a full subcategory of the equivariant derived category Db(X/G), provided ℓ satisfies the
genericity conditions discussed in the previous section.

Definition 3.1. For any region Ω ⊂ MR, let M(Ω) ⊂ Db(X/G) be the full subcategory which
is (split) generated by objects of the form OX ⊗ U for those U ∈ Rep(G) whose character is
contained in Ω.

As above we shall denote by Σ the zonotope determined by the character of X.
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Theorem 3.2. Let δ, ℓ ∈ Pic(BG)R be characters such that ∂(δ +∇) ∩M = ∅. Then the

restriction functor induces a fully faithful functor

resXss(ℓ) : M(δ +∇) → Db(Xss(ℓ)/G).

If (MW
R )Σ-gen 6= ∅, then this is an equivalence whenever Xss(ℓ) = Xs(ℓ).5

We prove this theorem in the remainder of the section.

Lemma 3.3. There exists a locally finite periodic hyperplane arrangement in MR, such that

if δ is outside of the hyperplanes, then ∂(δ +∇) ∩M = ∅.

Proof. Given a hyperplane H, we have (δ + H) ∩M 6= ∅ if and only if δ ∈ M − H. So if
H1, . . . , Hn are the hyperplanes such that Hi ∩ ∇ is a facet, then we take our hyperplane
arrangement to be the set of m−Hi where m ∈ M . This is clearly periodic. Finally, since
M is a lattice, there exists ε > 0 such that any two points are at distance at least ε. So our
arrangement is also locally finite. �

Remark 3.4. Assuming the existence of an ε ∈ (MW
R )Σ-gen, the claim of Theorem 3.2

is equivalent to the claim that for any δ ∈ MW
R , the restriction functor M(δ + ∇ε) →

Db(Xss(ℓ)/G) is fully faithful and is an equivalence when Xss(ℓ) = Xs(ℓ).

Proof of Remark. Note that for any region Ω ⊂ MR, the category M(Ω) only depends on
the intersection Ω ∩M . Now if ∂(δ +∇) ∩M = ∅, then (δ +∇) ∩M = (δ +∇ε) ∩M , so
M(δ + ∇) = M(δ + ∇ε). Conversely, let δ be arbitrary and let ε be generic for Σ. Then
ε is generic for ∇, whose facets are parallel to those of Σ by Corollary 2.9. In this case,
(δ +∇ε)∩M = (δ + rε+∇)∩M for sufficiently small r > 0, so M(δ +∇ε) = M(δ + rε+∇)
and δ + rε satisfies the genericity hypothesis ∂(δ + rε+∇) ∩M = ∅. �

3.1. Magic windows. In geometric invariant theory, after fixing a linearization ℓ ∈ Pic(BG)R
and a Weyl-invariant inner product on N , one has a canonical sequence of locally closed
subvarieties Zss

0 , . . . , Z
ss
n ⊂ X along with canonical one-parameter subgroups λ0, . . . , λn such

that λi fixes Z
ss
i pointwise and is “maximally destabilizing” for those points.

In [HL, Theorem 2.10], it is shown that for any choice of integers w = (w0, . . . , wn) the
restriction functor Gw → Db(Xss(ℓ)/G) is an equivalence, where by definition

Gw :=
{

F ∈ Db(X/G)
∣

∣F |Zss
i
has λi-weights in [wi, wi + ηi) for all i

}

, (1)

and ηi is the total λi-weight of (N
∨
Si
X)|Zi

. In fact, ηi = ηλi
in the notation of §2. Observe

that the definition of Gw makes sense as written for wi ∈ R, and due to the half-open intervals
of integer length in the definition of Gw we have Gw = G⌈w⌉ where ⌈w⌉ = (⌈w0⌉, . . . , ⌈wn⌉). It
follows that [HL, Theorem 2.10] applies to Gw for real w as well.

Lemma 3.5. Let δ, ε ∈ MR and let ℓ ∈ Pic(BG)R = MW
R be characters such that ε is generic

for ∇.6 Then there is a choice of w = (w0, . . . , wn) such that M(δ +∇ε) ⊂ Gw, and hence

the restriction functor M(δ +∇ε) → Db(Xss(ℓ)/G) is fully faithful.

5Note that if Xss(ℓ) = Xs(ℓ), then Xss(ℓ)/G is Deligne–Mumford. It follows that X has finite generic
stabilizer under the action of T , and hence Σ spans MR.

6The same is true, with a slightly simpler proof, if instead we require ε to be generic in the sense that
〈λi, ε〉 6= 0 for all i.
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Proof. The vector bundle OX ⊗ U |Zss
i
lies in the relevant weight windows with respect to λi

as long as the λi-weights of U lie in the interval [wi, wi + ηλi
). The width of this interval

is precisely the width of ∇ in the λi-codirection, so we know that χ ∈ δ +∇ implies that
〈λi, χ〉 ∈ 〈λi, δ〉 + [−ηi/2, ηi/2]. We must choose wi so that the previous claim is still true
after replacing ∇ with ∇ε and the closed interval [−ηi/2, ηi/2] with the half-open interval
[−ηi/2, ηi/2).

We choose a very small 0 < a ≪ 1 and let

wi = 〈λi, δ〉 −
ηλi

2
+

{

a if 〈λi, ε〉 > 0

0 else
.

By definition χ ∈ δ +∇ε if and only if χ− tε ∈ δ +∇ for all 0 ≤ t ≪ 1. This implies that
〈λi, χ〉 ∈ t 〈λi, ε〉+ 〈λi, δ〉+ [−ηi/2, ηi/2] for all 0 ≤ t ≪ 1, and so

〈λi, χ〉 ∈

{

〈λi, δ〉+ (−ηλi
/2, ηλi

/2] if 〈λi, ε〉 > 0

〈λi, δ〉+ [−ηλi
/2, ηλi

/2) if 〈λi, ε〉 < 0
. (2)

In both cases, if we assume that χ ∈ M , then because a is very small we will have χ ∈
[wi, wi + ηi). So in particular as long as 〈λi, ε〉 6= 0, then for any U whose character lies in
δ+∇ε, the locally free sheaf OX ⊗U will satisfy the grade restriction rule for Gw with respect
to λi.
What remains is the case where 〈λi, ε〉 = 0 for some i. In this case we claim that for any

χ ∈ δ +∇ε we have 〈λi, χ〉 ∈ (wi, wi + ηi), because any χ ∈ δ +∇ such that 〈λi, χ〉 = wi or
wi + ηλi

cannot lie in ∇ε. If it did, then χ− tε ∈ δ +∇ would also maximize (respectively,
minimize) 〈λi,−〉 for all 0 ≤ t ≪ 1. Every maximizer (respectively, minimizer) of this
function must occur on the boundary ∂(δ +∇), so we conclude that the line segment χ− tε
must be contained in the boundary, which contradicts that ε is generic for ∇. �

3.2. Constructing complexes in Db(X/G). To set notation, we recall the Borel–Weil–Bott
theorem. For a reference, see [J, II, Cor. 5.5, 5.6]. The convention for Borel subgroups in [J,
II, 1.8] matches the one in §1.3. Given a weight µ of T and w ∈ W , define

w ∗ µ = w(µ+ ρ)− ρ.

If µ + ρ has a trivial stabilizer in W , then there is a unique w ∈ W such that w ∗ µ is a
dominant weight, and in that case, we write µ+ = w ∗ µ. As before, w0 ∈ W is the longest
element. A character χ of T determines a 1-dimensional representation kχ of B, and hence a
G-equivariant line bundle L(χ) = G×B kχ on G/B.

Recollection 3.6 (Borel–Weil–Bott). If µ + ρ has a nontrivial stabilizer in W , then all
cohomology groups Hi(G/B;L(µ)) vanish. Otherwise, let w be such that w ∗ µ is dominant.
Then the cohomology of L(µ) vanishes except in degree ℓ(w), and we have a G-equivariant
isomorphism Hℓ(w)(G/B;L(µ)) ∼= V (µ+).

Lemma 3.7. For any weight α such that α+ is defined, then (−w0α)
+ is defined, and

V ((−w0α)
+)∨ ∼= V (α+).

Proof. Pick u ∈ W such that α+ = u(α+ ρ)− ρ. Let u′ = w0uw
−1
0 . Since −w0ρ = ρ, we have

u′(−w0α + ρ)− ρ = −u′w0(α + ρ)− ρ = −w0u(α + ρ)− ρ

= −w0(u(α + ρ)− ρ) = −w0(α
+).
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Since α+ is dominant, the same is true for −w0(α
+), so (−w0α)

+ exists and is equal to
−w0(α

+). We finish using the fact that for dominant µ, we have V (µ)∨ ∼= V (−w0µ). �

Let λ be an anti-dominant one-parameter subgroup. Define a subspace Xλ≥0 ⊂ X spanned
by eigenvectors of nonnegative weight with respect to the action of Gm via λ. Then Xλ≥0 is
a B-submodule of X. Define S(λ) = G×B Xλ≥0, which is a G-equivariant vector bundle on
G/B; further, it is a subbundle of the trivial bundle OG/B ×X.

Let ξ(λ) be the locally free subsheaf of OG/B ⊗X∨ which is the annihilator of S(λ). These
are the local linear equations that define S(λ) in G/B×X, and we have a locally free resolution
of OS(λ) over G/B ×X given by a Koszul complex

∧• p∗ξ(λ), where p : G/B ×X → G/B is
the projection onto the first factor. Let π : G/B ×X → X denote the projection onto the
second factor. By [W, Theorem 5.1.2, Prop. 5.2.5], the derived pushforward Rπ∗(OS(λ)⊗L(χ))
is quasi-isomorphic to a minimal (i.e., the entries in the differentials vanish at the origin of
X) complex (Cλ,χ)• with terms

(Cλ,χ)i = OX ⊗
⊕

j∈Z

Hj(G/B;L(χ)⊗

i+j
∧

ξ(λ)).

Proposition 3.8. (a) If 〈λ, ℓ〉 > 0, then the homology of Cλ,χ is supported on X \Xss(ℓ).
(b) The terms of the complex Cλ,χ are direct sums of locally free sheaves of the form

OX ⊗ V ((χ− βi1 − · · · − βip)
+)

where i1, . . . , ip are distinct and 〈λ, βij〉 < 0. If χ is dominant and (χ−βi1−· · ·−βip)
+ = χ

implies p = 0, then OX ⊗ V (χ) appears exactly once.

Proof. (a) The image of S(λ) under π is contained in the unstable locus by the Hilbert–
Mumford criterion.

(b) First,
∧• ξ(λ) has a G-equivariant filtration by the line bundles L(−βi1−· · ·−βip) where

i1, . . . , ip are distinct, and 〈λ, βij〉 < 0. This filtration gives a G-equivariant spectral sequence
to compute the terms of Cλ,χ whose second page can be computed using Borel–Weil–Bott.
The assumption of the last sentence implies that OX ⊗V (χ) survives to the infinity page. �

Note that −w0λ is also anti-dominant. The derived pushforward Rπ∗(OS(−w0λ)⊗L(−w0χ))
is quasi-isomorphic to a minimal complex (Dλ,χ)• with terms

(Dλ,χ)i = OX ⊗
⊕

j∈Z

Hj(G/B;L(−w0χ)⊗

i+j
∧

ξ(−w0λ))

Proposition 3.9. (a) If 〈λ, ℓ〉 < 0, then the homology of D∨
λ,χ is supported on X \Xss(ℓ).

(b) The terms of the complex D∨
λ,χ are direct sums of locally free sheaves of the form

OX ⊗ V ((χ+ βi1 + · · ·+ βip)
+)

where i1, . . . , ip are distinct and
〈

λ, βij

〉

> 0. If χ is dominant and (χ+βi1+· · ·+βip)
+ = χ

implies p = 0, then OX ⊗ V (χ) appears exactly once.

Proof. (a) If 〈λ, ℓ〉 < 0, then 〈−w0λ, ℓ〉 > 0, so the image of S(−w0λ) under π is contained in
the unstable locus by the Hilbert–Mumford criterion.
(b) First, L(−w0χ) ⊗

∧• ξ(−w0λ) has a G-equivariant filtration by the line bundles
L(−w0χ−βi1 − · · ·− βip) where i1, . . . , ip are distinct, and

〈

−w0λ, βij

〉

< 0. Equivalently, by
replacing βi with w0βi, we can rewrite them as the line bundles L(−w0(χ+ βi1 + · · ·+ βip))
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where i1, . . . , ip are distinct and
〈

λ, βij

〉

> 0. By Lemma 3.7, we have V ((−w0(χ + βi1 +
· · ·+ βip))

+)∨ ∼= V ((χ+ βi1 + · · ·+ βip)
+). The rest of the proof is similar to the proof for

Proposition 3.8. �

Remark 3.10. It is easy to give a formula for the equivariant Euler characteristics of the
complexes we just constructed. First, the bundle ξ(λ) has a G-equivariant filtration by the
line bundles L(−βi1 − · · · − βip) where the i1, . . . , ip are distinct and

〈

λ, βij

〉

< 0. For any
weight ν, define

ch(ν) =

∑

w∈W (−1)ℓ(w)ǫw(ν+ρ)
∑

w∈W (−1)ℓ(w)ǫwρ

where ǫα is the character of the weight α for the torus T . By the Weyl denominator formula
and Borel–Weil–Bott theorem, this is the Euler characteristic

∑

j(−1)j [Hj(G/B;L(ν))]. Let

I−(λ) = {i | 〈λ, βi〉 < 0}. Then the Euler characteristic of Cλ,χ is

∑

S⊆I−(λ)

(−1)|S|ch

(

χ−
∑

i∈S

βi

)

.

Similarly, setting I+(λ) = {i | 〈λ, βi〉 > 0}, the Euler characteristic of D∨
λ,χ is

∑

S⊆I+(λ)

(−1)|S|ch

(

χ+
∑

i∈S

βi

)

.

3.3. Proof of Theorem 3.2: the Špenko–Van den Bergh algorithm revisited. In
this section we complete the proof of Theorem 3.2. The fully faithfulness part of the theorem
is covered by Lemma 3.5 above combined with the observation that M(δ +∇) = M(δ +∇ε)
for any ε ∈ MR when ∂(δ + ∇) ∩ M = ∅. It therefore suffices to show that the vector
bundles in M(δ+∇) generate Db(Xss(ℓ)/G) when Xss(ℓ) = Xs(ℓ). Note that by Corollary 2.4
we may perturb ℓ slightly so that it is generic for Σ without changing Xss(ℓ), so we will
assume for the remainder of the proof that this is the case. The argument closely follows
the algorithm used to produce non-commutative resolutions of Spec(OG

X) in [SVdB], with
only minor modifications required because our goal, generation over the semistable locus,
is different from that of [SVdB], which sought categories generated by equivariant vector
bundles which have finite global dimension.

First, we reduce to the case where G is connected. Let Ge be the connected component of
the identity of G. It follows from the Hilbert–Mumford criterion that XG-ss(ℓ) = XGe-ss(ℓ),
and the polytope ∇ε defined in terms of G agrees with that defined in terms of Ge.

7 The map
of stacks π : Xss(ℓ)/Ge → Xss(ℓ)/G is a representable finite étale morphism with fiber G/Ge.
In particular, if a set of vector bundles {Vα} generates Db(Xss(ℓ)/Ge), then the bundles
π∗Vα = Vα ⊗ k[G/Ge] with their evident G-equivariant structure generate Db(Xss(ℓ)/G).
Furthermore, the character of an irreducible representation U ∈ Irrep(G) lies in δ +∇ε if
and only if the character of U ⊗ k[G/Ge] does, because T acts trivially on k[G/Ge].
We can therefore reduce the essential surjectivity part of Theorem 3.2 to the case when

G = Ge. In fact we show that M(δ +∇) → Db(Xss(ℓ)/G) is essentially surjective for any δ,
which follows from Lemma 2.8 combined with the following:

7The maximal torus of G is also a maximal torus of Ge, so there is no ambiguity in the meaning of M .
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Proposition 3.11. Let G be connected. Assume that X is quasi-symmetric and that the

stack XT -ss(ℓ)/T is Deligne–Mumford. Then Db(Xss(ℓ)/G) is generated by OX ⊗ V (µ) where
µ ∈ M+ ∩ (−ρ+ δ + 1

2
Σ).

Proof. For any χ ∈ M+, we want to show that OX ⊗ V (χ) lies in the full triangulated
subcategory generated by OX ⊗ V (µ) with µ ∈ M+ ∩ (−ρ+ δ + 1

2
Σ). We do this by a double

induction first on the number

rχ := min{r ≥ 0 | χ ∈ −ρ+ rΣ + δ},

and then with respect to the integer pχ, which we define to be the minimal number of ai
which are equal to −rχ among all ways of writing χ = −ρ+

∑

i aiβi + δ with ai ∈ [−rχ, 0].
Note that rχ is a real number in general, but the set of possible rχ is discrete if we restrict to
χ ∈ M+. If rχ ≤ 1

2
, then χ ∈ −ρ+ δ + 1

2
Σ, so there is nothing to show. So we assume now

that rχ > 1
2
.

First, there exists λ such that for all µ ∈ δ + rχΣ, we have 〈λ, χ + ρ〉 ≥ 〈λ, µ + ρ〉. We
may choose λ to be a linear functional that is constant on a facet of −ρ+ rχΣ+ δ, and so by
Proposition 2.1, we have 〈λ, ℓ〉 6= 0. Let w ∈ W be such that wλ is dominant. By Lemma 2.7,
〈wλ, χ+ ρ〉 ≥ 〈λ, χ+ ρ〉. In particular, 〈wλ, χ+ ρ〉 ≥ 〈wλ,w(µ+ ρ)〉 for all µ ∈ δ + rχΣ.
So, replacing λ by −wλ, we may assume that λ is anti-dominant, that 〈λ, χ〉 ≤ 〈λ, µ〉 for all
µ ∈ −ρ+ rχΣ + δ, and that 〈λ, ℓ〉 6= 0 (here we use that δ + rχΣ is W -invariant).

Lemma 3.12. Write χ = −ρ+
∑

i aiβi + δ with ai ∈ [−rχ, 0].

(a) rχ and pχ depend only on the W -orbit of χ for the ∗-action.
(b) If 〈λ, βi〉 > 0, then ai = −rχ.
(c) If 〈λ, βi〉 < 0, then ai = 0.

Proof. (a) This is clear from the definitions.
(b) Assume that the statement is false, i.e., there exists i such that 〈λ, βi〉 > 0 and

0 ≥ ai > −rχ. Then there exists t > 0 such that χ− tβi ∈ −ρ+ rχΣ + δ and

〈λ, χ− tβi〉 = 〈λ, χ〉 − t〈λ, βi〉 < 〈λ, χ〉,

which contradicts the property for which λ was chosen.
(c) This is similar to (b). �

We now show that there exists a complex of free OX-modules whose restriction to the
semistable locus is exact, which contains the term OX ⊗ V (χ), and all other terms are of
the form OX ⊗ V (µ) with either rµ < rχ or rµ = rχ and pµ < pχ. In particular, µ 6= χ for
all other terms, so once the existence of such a complex is established, we can conclude, by
induction, that OX ⊗ V (χ) is generated by OX ⊗ V (α) with α ∈ M+ ∩ (−ρ+ δ + 1

2
Σ).

Case 1: 〈λ, ℓ〉 < 0. Consider the complex D∨
λ,χ. By Proposition 3.9, the homology of D∨

λ,χ is
supported in the unstable locus, and hence the restriction D∨

λ,χ|Xss(ℓ) is exact. Also, every
term in D∨

λ,χ is a direct sum of modules of the form OX ⊗ V ((χ + βi1 + · · · + βip)
+) with

〈λ, βij〉 > 0 and the i1, . . . , ip are distinct.
We claim that if µ = (χ+ βi1 + · · ·+ βip)

+ where p > 0, then either rµ < rχ or else rµ = rχ
and pµ < pχ. Using Lemma 3.12(a), we may replace µ with µ′ = χ+ βi1 + · · ·+ βip . At this
point, one can proceed as in [SVdB, §12.1], so we omit the details, but see Figure 1 for a
small example.
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Case 1: use D∨
λ,χ Case 2: use Cλ,χ

rχΣ

1
2
Σ

−λ2

×

rχΣ

1
2
Σ

λσ
1×

Figure 1. Here we take X = T ∗Sym3(k2) under the action of GL2(k) with ℓ = (1, 1).
The maximal destabilizing one parameter subgroups in N are λ0 = (1, 1), λ1 = (1, 0),
λ2 = (2,−1). We let σ denote the nontrivial element of the Weyl group, so that λσ

i also
define facets of Σ. In both cases, χ is represented by a red ×, and we attempt to find an
acyclic complex relating OX ⊗ V (χ) to representations with strictly smaller rχ and pχ. Left
side: We have rχ = 3/4 and λ = −λ2, so 〈λ, ℓ〉 < 0 and the red dots show those µ such that
OX ⊗ V (µ+) might appear in D∨

λ,χ. Right side: We have rχ = 2/3 and λ = λσ
1 , so 〈λ, ℓ〉 > 0

and the red dots represent the weights µ for which OX ⊗ V (µ+) might appear in Cλ,χ.

Case 2: 〈λ, ℓ〉 > 0. Consider the complex Cλ,χ. By Proposition 3.8, the homology of Cλ,χ is
supported in the unstable locus, and hence the restriction Cλ,χ|Xss(ℓ) is exact. Also, every
term in Cλ,χ is a direct sum of modules of the form OX ⊗ V ((χ − βi1 − · · · − βip)

+) with
〈λ, βij〉 < 0 and the i1, . . . , ip are distinct.

We claim that if µ = (χ− βi1 − · · · − βip)
+ where p > 0, then either rµ < rχ or else rµ = rχ

and pµ < pχ. Using Lemma 3.12(a), we may replace µ with µ′ = χ− βi1 − · · · − βip . The idea
is similar to [SVdB, §12.1], but we have to modify certain points. For clarity, we provide the
full details of the proof of the claim.

Write χ = −ρ+
∑

i aiβi + δ where exactly pχ of the ai are equal to −rχ. We have

µ′ = −ρ+
∑

i

a′iβi + δ, a′i =

{

ai if i /∈ {i1, . . . , ip}

ai − 1 if i ∈ {i1, . . . , ip}
.

As in [SVdB, §12.1], the main idea is to redistribute the coefficients of this expression in
such a way that it is manifestly clear that either rµ′ < rχ or that rµ′ = rχ and pµ′ < pχ. In
order to do this and take advantage of the quasi-symmetric assumption on X, we rewrite
this expression as

µ′ = −ρ+
∑

L

(
∑

βi∈L\0

a′iβi) + δ

where the sum is over all lines L ⊂ MR through the origin. We now consider each expression
∑

βi∈L
a′iβi for a fixed line L. Define

SL = {i1, . . . , ip} ∩ {i | βi ∈ L},

TL = {i | 〈λ, βi〉 > 0, βi ∈ L},

UL = {i | 〈λ, βi〉 < 0, βi ∈ L}.
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If SL = ∅ then a′i = ai for all i such that βi ∈ L and hence 0 ≥ a′i ≥ −rχ, so we will leave
the sum

∑

βi∈L
a′iβi alone. For the remainder of the proof, we consider the case that SL 6= ∅.

In particular, λ does not vanish on L. Let γ be the unique vector on L defined by 〈λ, γ〉 = 1.
For βi ∈ L, we have βi = 〈λ, βi〉γ. Define two numbers

α = −
∑

i∈SL

〈λ, βi〉 −
∑

j∈TL

rχ〈λ, βj〉, c =
∑

i∈TL

〈λ, βi〉.

Lemma 3.13. (a) c > 0.
(b) rχ > α

c
> −rχ.

(c)
∑

βi∈L

a′iβi =
∑

i∈TL

α

c
βi =

∑

i∈UL

−
α

c
βi.

Proof. (a) 〈λ, βi〉 > 0 if i ∈ TL and TL 6= ∅ (since SL 6= ∅ and using quasi-symmetry).
(b) Since c > 0, it suffices to show that rχc > α > −rχc. For the inequality α > −rχc, use

that −〈λ, βi〉 > 0 for i ∈ SL, and that SL 6= ∅. For the inequality rχc > α, we have

rχc =
∑

i∈TL

rχ〈λ, βi〉 >
∑

i∈TL

(1− rχ)〈λ, βi〉 = −
∑

i∈UL

〈λ, βi〉 −
∑

j∈TL

rχ〈λ, βj〉 ≥ α.

In the first inequality, we used that rχ > 1
2
implies that rχ > 1 − rχ. The second equality

uses the quasi-symmetric condition, which translates to −
∑

i∈UL〈λ, βi〉 =
∑

j∈TL〈λ, βj〉. The

last inequality uses that SL ⊆ UL and that −〈λ, βi〉 > 0 for i ∈ UL.
(c) By Lemma 3.12, we have ai = 0 if i ∈ UL and ai = −rχ if i ∈ TL. This implies that

∑

βi∈L
a′iβi = αγ. Now continue using the definition of α and c:

αγ =
α

c
cγ =

∑

i∈TL

α

c
〈λ, βi〉γ = −

∑

i∈UL

α

c
βi.

The equality
∑

i∈TL βi = −
∑

j∈UL βj follows from the fact that X is quasi-symmetric. �

Using Lemma 3.13, we can rewrite
∑

βi∈L
a′iβi as a sum where the coefficients are in the

half-open interval (−rχ, 0] (which expression is used depends on whether α ≥ 0 or α ≤ 0).
Doing all of these rewrites, we end up with an expression for µ′ with coefficients in [−rχ, 0]
which implies that rµ′ ≤ rχ. If the inequality is strict, we’re done. Otherwise, note that there
is at least one line L such that SL 6= ∅. In such a line, we have removed all terms that have
coefficient −rχ (and there is at least one such term since TL 6= ∅). In particular, pµ′ < pχ. �

4. Equivalences of derived categories, tilting bundles, and algebraic

K-theory

Throughout this section we fix a quasi-symmetric representation X of a split reductive
group G, and let Σ ⊂ MR denote the zonotope associated to the character of X. The first
consequence of Theorem 3.2 is the following:

Corollary 4.1. If (MW
R )Σ-gen 6= ∅, then for any ℓ, ℓ′, δ ∈ MW

R such that Xss(ℓ) = Xs(ℓ),

Xss(ℓ′) = Xs(ℓ′), and ∂(δ +∇) ∩M = ∅, one has an equivalence of derived categories

Fℓ,ℓ′,δ : Db(Xss(ℓ)/G)
res−1

Xss(ℓ)
// M(δ +∇)

resXss(ℓ′)
// Db(Xss(ℓ′)/G) .
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which is linear over OG
X and restricts to the identity morphism over the preimage of the open

subset of stable points Xs(0)//G ⊂ Spec(OG
X).

Proof. The fact that Fℓ,ℓ′,δ is an OG
X-linear functor follows from the fact that the restriction

functor resXss(ℓ) : M(δ+∇) → Db(Xss(ℓ)/G) is canonically OG
X-linear, and thus so is its inverse.

By the fact that Fℓ,ℓ′,δ restricts to the identity functor over Xs(0)/G, which is contained in
both Xss(ℓ)/G and Xss(ℓ′)/G, we mean that resXs(0) ◦Fℓ,ℓ′,δ ≃ resXs(0). This is evident from
the canonical equivalences

resXs(0) ◦Fℓ,ℓ′,δ ≃ resXs(0) ◦ res
−1
Xss(ℓ) ≃ resXs(0) ◦ resXss(ℓ) ◦ res

−1
Xss(ℓ) . �

In fact, we can say more about the structure of these equivalences. For any ℓ, δ ∈ MW
R , we

consider the following locally free sheaf

Uℓ,δ :=
⊕

U∈Irrep(G)

Char(U)⊆δ+∇

OX ⊗ U |Xss(ℓ) ∈ Db(Xss(ℓ)/G).

Corollary 4.2. If (MW
R )Σ-gen 6= ∅, then for any ℓ, δ ∈ MW

R with Xss(ℓ) = Xs(ℓ) and

∂(δ + ∇) ∩ M = ∅, the vector bundle Uℓ,δ is a tilting generator for Db(Xss(ℓ)/G). The

equivalence Fℓ,ℓ′,δ maps Uℓ,δ to Uℓ′,δ.

Proof. The fact that Uℓ,δ is a generator follows from the essential surjectivity in Theorem 3.2.
The fact that it is a tilting bundle (meaning it has no higher self-extensions) follows from the
fully faithfulness in Theorem 3.2 and the fact that X is affine and G is reductive so there are
no higher self-extensions in Db(X/G). �

Remark 4.3. The fact that Uℓ,δ is a tilting generator for Db(Xss(ℓ)/G) implies that this cate-
gory is equivalent to Λ-Mod, where Λ = HomX/G(Uℓ,δ,Uℓ,δ) is precisely the non-commutative
OG

X-algebra which was shown to be a non-commutative resolution of Spec(OG
X) in [SVdB].

Thus in the quasi-symmetric case, we have shown that their non-commutative resolutions are
in fact commutative.

Remark 4.4 (Fourier–Mukai kernels). Let δ,ℓ, and ℓ′ be as in Corollary 4.2 and Corollary 4.1.
Theorem 3.2 implies that Λ = EndX/G(Uℓ,δ) = EndX/G(Uℓ′,δ). We regard Uℓ′,δ as an equivari-
ant left OXss(ℓ′) ⊗k Λ-module, and RHomXss(ℓ)/G(Uℓ,δ, E) as a complex of right Λ-modules for
any E ∈ Db(Xss(ℓ)/G). Corollary 4.2 allows one to express the derived equivalence Fℓ,ℓ′,δ of
Corollary 4.1 via the explicit formula

Fℓ,ℓ′,δ(E) = Uℓ′,δ ⊗Λ RHomXss(ℓ)/G(Uℓ,δ, E).

Regarding the dual vector bundle U∗
ℓ,δ as an equivariant right OXss(ℓ)⊗kΛ-module, the Fourier–

Mukai kernel for Fℓ,ℓ′,δ is the derived tensor product U∗
ℓ,δ ⊗ΛUℓ′,δ ∈ Db(Xss(ℓ)/G×Xss(ℓ′)/G).

For an alternative description of the Fourier–Mukai kernel: Let ∆: Xss(ℓ)/G → Xss(ℓ)/G×
Xss(ℓ)/G be the diagonal morphism. It is finite if Xss(ℓ) = Xs(ℓ). Therefore F := ∆∗(OXss(ℓ))
is a coherent sheaf, and applying Theorem 3.2 to X ×X/G× G provides an algorithm to

extend this uniquely and functorially to a complex F̃ ∈ M((δ, δ)+∇̄×∇̄) ⊂ Db(X×X/G×G).

The restriction of F̃ to Xss(ℓ)×Xss(ℓ′) is the Fourier–Mukai kernel for Fℓ,ℓ′,δ (see [HL, §2.3]).
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4.0.1. The non-local version. Via the Luna slice theorem, our main theorem generalizes to a
“global” version. This will be discussed in detail in forthcoming work of the first author with
D. Maulik and A. Okounkov. Consider a smooth G-variety X such that X/G admits a good
quotient X//G and which is locally quasi-symmetric in the sense that for any x ∈ X with
a closed orbit, the tangent space TxX is a quasi-symmetric representation of the stabilizer
group StabG(x). Then for any line bundle ℓ ∈ PicG(X)R one can define a GIT-semistable
locus Xss(ℓ) using the Hilbert–Mumford criterion, and Xss(ℓ)/G admits a good quotient
Xss(ℓ)//G which is projective over X//G. Then the global version of Corollary 4.1 provides
derived equivalences Db(Xss(ℓ)/G) → Db(Xss(ℓ′)/G) for any two ℓ, ℓ′ ∈ PicG(X)R satisfying
a suitable genericity hypothesis. This set up includes many known examples of derived
equivalences arising from variation of GIT quotient, including the “balanced wall crossings”
studied in [HL], and in particular all derived equivalences arising from a generic variation of
GIT quotient for the action of a torus on a smooth projective-over-affine variety.

4.1. Bases in K-theory. Next we observe that Theorem 3.2 can be used to describe a
basis for the K-theory of the quotient stack Xss/G. Because the action of Gm on X by
scaling commutes with the action of G, the open G-semistable locus Xss(ℓ) ⊂ X is G×Gm

equivariant. For any locally free sheaf E on a stack X, we let [E] denote the corresponding class
in K0(Perf(X)). Note that K0(Perf(X

ss(ℓ)/G×Gm)) is a module over K0(Rep(Gm)) ∼= Z[t±]
via tensor product with the tautological character of Gm.

Proposition 4.5. With notation as above, if (MW
R )Σ-gen 6= ∅ and ℓ, δ ∈ Pic(BG)R with

Xss(ℓ) = Xs(ℓ) and ∂(δ+∇) = ∅, then Ki(Perf(X
ss(ℓ)/G)) (respectively, Ki(Perf(X

ss(ℓ)/G×
Gm))) vanishes for i 6= 0, and for i = 0 is a free Z-module (respectively, is a free Z[t±]-module)
with basis

{[OX ⊗ U ] | U ∈ Irrep(G) and Char(U) ⊆ δ +∇}.

When the base field is k = C, then the same statements hold for topological K-theory (of
the analytification), and the orbifold Chern characters ch([OX ⊗ U ]) provide a basis for the

rational cohomology of the inertia stack of Xss(ℓ)/G.

Proof. The Gm-equivariant statement follows from the non-equivariant one and the fact that

K•(D
b(Xss(ℓ)/G)) ∼= K•(D

b(Xss(ℓ)/G×Gm))
L
⊗Z[t±] Z[t

±]/(t− 1).

So we will just prove the Gm-equivariant statement.
Let U〈n〉 denote the representation of G×Gm whose restriction to G is U and on which

Gm acts with weight −n. The vector bundles OX ⊗ U〈n〉 form a full exceptional collection
for the category Db(X/G×Gm) since

RHomX/G×Gm
(OX ⊗ U〈m〉,OX ⊗ V 〈n〉) =

{

0 if n > m

(Symm−n(X∨)⊗ U∨ ⊗ V )G else
.

The fully-faithfulness of Lemma 3.5 implies that the restriction functor Db(X/G×Gm) →
Db(Xss(ℓ)/G×Gm) is fully faithful when restricted to the subcategory generated by OX⊗U〈n〉
with Char(U) ⊆ δ +∇. Therefore the objects OX ⊗ U〈n〉|Xss(ℓ) with Char(U) ⊆ δ +∇ form
an exceptional collection in Db(Xss(ℓ)/G × Gm). To show that this exceptional collection
is full, it suffices to show that these objects split-generate Db(Xss(ℓ)/G × Gm). The map
p : Xss(ℓ)/G×Gm → Xss(ℓ)/G is faithfully flat and affine, so the pushforward of a generating
set is a generating set, and p∗(OX ⊗ U) =

⊕

n∈Z OX ⊗ U〈n〉.
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The existence of a full exceptional collection implies the vanishing ofKi(D
b(Xss(ℓ)/G×Gm))

for i 6= 0 and that the classes of the objects [OX ⊗ U〈n〉] form a basis for K0(D
b(Xss(ℓ)/G×

Gm)) as a free Z-module. Because tensoring with the tautological character of Gm maps
OX ⊗ U〈n〉 7→ OX ⊗ U〈n + 1〉, it follows that the classes [OX ⊗ U〈0〉] form a basis for
K0(D

b(Xss(ℓ)/G×Gm)) as a free Z[t±]-module.

When the base field k = C: For bothXss(ℓ)/G as well as forXss(ℓ)/G×Gm, one can recover the
equivariant topological K-theory from the derived category via Blanc’s topological K-theory
of dg-categories [HLP, Bl]. As above, the full exceptional collection in Db(Xss(ℓ)/G×Gm)
implies that Ktop(Db(Xss(ℓ)/G × Gm)) has no homology outside of degree 0 and that the
classes [OX⊗U〈0〉] form a basis for Ktop(Db(Xss(ℓ)/G×Gm)) ∼= K0

U(1)(X
ss(ℓ)/G) as a module

over Z[t±]. The claim for the non Gm-equivariant K-theory follows from the fact that for
topological K-theory we have

K(Xss(ℓ)/G) ∼= KU(1)(X
ss(ℓ)/G)

L
⊗Z[t±] Z[t

±]/(t− 1).

Finally, the topological K-theory of a smooth and proper Deligne–Mumford stack with
rational coefficients is identified with the rational cohomology of the inertia stack via the
(orbifold) Chern character [HLP]. �

Remark 4.6. In many examples where Xss(ℓ)/G is a scheme, it is known that this scheme
has a stratification by affine spaces and thus its algebraic and topological K-theory are free
with a generating set corresponding to the strata. Proposition 4.5 takes a very different
approach, where the basis is determined by the representation theory of G, and it applies to
a broader class of examples, including Deligne–Mumford GIT quotients.

5. Symplectic resolutions by hyperkähler quotients

In this section we consider a symplectic linear representation X of a reductive group
G, which comes equipped with an algebraic G-equivariant moment map µ : X → g∨. By
definition dµ(x) is a 1-form valued in g∨ such that

〈dµ(x), ξ〉 = ω(−, Hξ) ∈ Γ(X,Ω1
X), (3)

where ω is the symplectic form on X and Hξ is the vector field generated by ξ ∈ g, and this
defines µ up to a shift by a constant in (g∨)G. We then specify µ uniquely by requiring that
µ is equivariant with respect to the scaling action on X and the scaling action of weight 2 on
g∨. We denote X0 := µ−1(0), and we consider the hyperkähler quotient, which we define to
be Xss

0 (ℓ)/G for some character ℓ ∈ Pic(BG)R ∼= MW
R .

If Xss(ℓ)/G is Deligne–Mumford, then the moment map restricted to Xss(ℓ) is smooth,
because (3) implies that the critical points of µ are precisely those points which have positive
dimensional stabilizers. Therefore Xss

0 (ℓ)/G → Spec(OG
X0
) is a smooth symplectic resolution

of singularities (possibly by an orbifold). The following theorem shows that all such resolutions
of Spec(OG

X0
) resulting from a generic choice of ℓ ∈ MW

R will have equivalent derived categories
in this case.

Theorem 5.1. Let X be a symplectic representation of a reductive group G, and let Σ be the

zonotope corresponding to the character of the linear representation X ⊕ g. If (MW
R )Σ-gen 6= ∅,

then for any ℓ, ℓ′ ∈ Pic(BG)R such that Xss
0 (ℓ) = Xs

0(ℓ) and Xss
0 (ℓ

′) = Xs
0(ℓ

′) one has a

derived equivalence of hyperkähler quotients Db(Xss
0 (ℓ)/G) ≃ Db(Xss

0 (ℓ
′)/G).
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We will prove this theorem at the end of this section. It is a consequence of a more general
result about (graded) categories of singularities which follows formally from Theorem 3.2. We
consider a linear representation X of G×Gm which is quasi-symmetric for the action of G,
and we let W : X → A1 be a function which is G-invariant and Gm-equivariant for the scaling
action of Gm on A1. With this setup we briefly recall the construction and basic properties of
the graded category of singularities, originally introduced in [O]. Many authors have studied
versions of the category of graded singularities [Is, BFK, Sh, Y], and these methods are by
now standard in the theory of derived categories, but we use the conventions of [HLP], which
contains formulations of these standard results in the ways we will need.
There is a natural transformation − ⊗ L[−2] → id where L = OW−1(0)〈−1〉 (both are

endofunctors of Db(W−1(0)/G × Gm)). We define the graded category of singularities
Db

sing(X/G×Gm,W ) to be the idempotent completion of the dg-category whose objects are

objects of Db(W−1(0)/G×Gm) and whose morphisms are

RHomDb
sing(X/G×Gm,W )(E,F ) := hocolimp

(

RHomDb(W−1(0)/G×Gm)(E,F ⊗ L−p)[2p]
)

.

This is referred to as the graded category of singularities because when one collapses the
Z-grading on Db

sing(X/G×Gm,W ) to a Z/2Z-grading, one gets the usual derived category of

singularities on W−1(0)/G. More precisely, if k((β)) is the field of Laurent series on a variable
of homological degree −2, then by [HLP, Proposition 1.22] we have8

Db
sing(X/G×Gm,W )⊗k k((β)) ≃ Db(W−1(0)/G)/Perf(W−1(0)/G),

where the latter denotes the Verdier-Keller-Drinfeld quotient of pre-triangulated dg-categories
(regarded as a stable k-linear ∞-category).

Corollary 5.2. Let W : X/G×Gm → A1/Gm be as above. Let Σ ⊂ MR denote the zonotope

associated to the character of the quasi-symmetric representation X of G, and assume that

Σ spans MR and that (MW
R )Σ-gen 6= ∅. Then for any ℓ, ℓ′ such that Xss = Xs we have an

equivalence

Db
sing(X

ss(ℓ)/G×Gm,W ) ≃ Db
sing(X

ss(ℓ′)/G×Gm,W ).

Proof. The argument in the proof of Proposition 4.5 shows that Theorem 3.2, and thus
Corollary 4.1, extend to the setting in which there is an auxiliary group action (in this case,
a Gm-action) commuting with the action of G on X. The only modification is that we must
redefine M(δ + ∇) to be the subcategory of Db(X/G × Gm) generated by OX ⊗ U〈n〉 for
U ∈ Irrep(G) with Char(U) ⊆ δ +∇. Thus for any δ ∈ MW

R with ∂(δ +∇)∩M = ∅ we have
an equivalence

Fℓ,ℓ′,δ : D
b(Xss(ℓ)/G×Gm)

res−1
Xss(ℓ)

−−−−−→ M(δ +∇)
resXss(ℓ)
−−−−−→ Db(Xss(ℓ′)/G×Gm). (4)

The argument for Db
sing follows formally from this and is essentially the same as in [HL,

Proposition 5.5], so we only sketch it here briefly: The key fact is that all three categories
in (4) are module categories over the symmetric monoidal ∞-category Perf(A1/Gm)

⊗ via
the G-invariant and Gm-equivariant map W : X → A1, and the restriction functors are

8The map X/G×Gm → A1/Gm is a special case of what is sometimes referred to as a graded Landau–
Ginzburg model: a smooth quasi-compact stack X whose points have affine automorphism groups along with
a map X → A1/Gm. The definition of Db

sing(X,W ) carries over to this setting, and we have Db
sing(X,W )⊗k

k((β)) ≃ Db((W ′)−1(0))/Perf((W ′)−1(0)), where W ′ is the pullback of W to the total space of the Gm-torsor
X′ → X classified by the map X → A1/Gm → BGm.
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maps of Perf(A1/Gm)
⊗-module categories.9 Note that A1/Gm is a perfect stack, and the

inclusion of the origin {0}/Gm →֒ A1/Gm is a proper representable map. The hypotheses of
[BNP, Theorem 3.0.4] are satisfied, so the “∗-integral transform” construction provides an
equivalence10

Db(W−1(0)/G×Gm) ≃ Funex
Perf(A1/Gm)⊗(Perf({0}/Gm),D

b(X/G×Gm)),

where the right hand side is the ∞-category of exact functors of Perf(A1/Gm)
⊗-module

categories. The analogous equivalence holds for Db(W−1(0)ss(ℓ)/G) and Db(W−1(0)ss(ℓ′)/G).
Therefore, applying Funex

Perf(A1/Gm)⊗(Perf({0}/Gm),−) to the equivalence (4) induces an
equivalence

Fℓ,ℓ′,δ : D
b(W−1(0)ss(ℓ)/G) ≃ Db(W−1(0)ss(ℓ′)/G).

One can check that this equivalence canonically preserves the natural transformation −⊗
OW−1(0)〈−1〉[−2] → id used to define the graded category of singularities, as both are the
restrictions to W−1(0)ss(ℓ)/G × Gm and W−1(0)ss(ℓ′)/G × Gm of the same structure on
W−1(0)/G×Gm.

11 It follows that Fℓ,ℓ′,δ induces an equivalence for Db
sing as well. �

Now consider a smooth Deligne–Mumford stack X, and let σ ∈ Γ(X,E) be a section of
a locally free sheaf. Then one can consider the function W : Tot(E∨) → A1 induced by σ,
which is equivariant with respect to the scaling action on Tot(E∨). Then we have

Lemma 5.3. There is a canonical equivalence Db
sing(Tot(E

∨)/Gm,W ) ≃ Db(σ−1(0)).

Proof. This is a slight generalization of the main result of the thesis of Umut Isik [Is], which
constructs a canonical equivalence Db

sing(TotX(E
∨)/Gm,W ) ≃ Db(σ−1(0)) in the case where X

is a scheme. Isik uses “linear Koszul duality” to identify Db(W−1(0)/Gm), which is equivalent
to bounded coherent graded modules over

B = OTot(E∨)[t; dt = W ] = (SymX(OX · t[1]⊕ E); dt = σ) ,

with graded modules Db
gr(A) satisfying a certain finiteness condition over the graded algebra

A = Sym(E∨[−1]⊕OX ·β[−2]) whose differential defined by σ∨ : E∨ → OX . The latter model
makes the action of β explicit and allows one to construct a functor from Oσ−1(0)-modules to
graded A-modules which becomes an equivalence after inverting β.
The construction of the functor F : Db(σ−1(0)) → Db(W−1(0)/Gm) outlined above is

certainly étale local over X and thus generalizes to any Deligne–Mumford stack, because the
category of modules over a sheaf of CDGA’s satisfies descent. What remains is to verify that
the functor F [β−1] induced after inverting the action of β is an equivalence. It suffices to
show that F [β−1] induces an equivalence on the category of formal Ind-objects, i.e., that the
induced functor

Ind(F [β−1]) : Ind(Db(σ−1(0))) → Ind(Db(W−1(0)/Gm)[β
−1])

9The fact that M(δ+∇) ⊂ Db(X/G×Gm) is closed under tensor product with W ∗E for E ∈ Perf(A1/Gm)
implies that it is a Perf(A1/Gm)⊗-module subcategory. This can be checked in two ways: 1) one can use the
explicit generators used to define M(δ +∇) and the fact that Perf(A1/Gm) is generated by the locally free
sheaves OA1〈n〉, or 2) one can use the fact that M(δ+∇) is equal to Gw for some w, and the grade restriction
rules used to define Gw are preserved under tensor product with objects in W ∗(Perf(A1/Gm)).

10Technically the left hand side must be interpreted as the derived category, with bounded coherent
homology, of the derived zero fiber, but because X is integral this will agree with the classical zero fiber as
long as W : X → A1 is surjective.

11In fact, this natural transformation can be encoded entirely in terms of the Perf(A1/Gm)⊗-module
structure of Db(X/G×Gm) and the description of Db(W−1(0)/G×Gm) as a functor category.
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is an equivalence. We can identify the target category with RModk[β±](Ind(D
b(W−1(0)/Gm)))

by [L, §3.6]. The functor Ind(F [β−1]) is an equivalence when X is a scheme by Isik’s theorem,
so it suffices to show that Ind(Db(σ−1(0))) and RModk[β±](Ind(D

b(W−1(0)/Gm))) regarded as
presheaves over the étale site of X satisfy descent. This follows from the fact that Ind(Db(−))
satisfies étale descent by [DG, Theorem 3.3.5] or [Pr, Proposition A.2.3], and RModk[β±](−)
preserves limits. �

Lemma 5.4. Assume that Xss(ℓ)/G is Deligne–Mumford. Then we have Crit(W ) ∩ (X ×
g)ss(ℓ) = Crit(W ) ∩ (Xss(ℓ)× g).

Proof. The defining property of µ in (3) implies that

dW (x, ξ) = ωx(−, (Hξ)x) + µ(x),

where the first and second summand correspond to the first and second summand in the
decomposition T ∗

(x,ξ)(X × g) ∼= T ∗
xX ⊕ g∨. Therefore dW = 0 if and only if µ(x) = 0 and

(Hξ)x = 0, i.e., the infinitesimal action of ξ fixes the point x.
If x is an unstable point of X, however, then we know from GIT that Stab(x) ⊆ Pλ, where

λ is the maximally destabilizing one-parameter subgroup of x. This implies that ξ ∈ Lie(Pλ),
so in fact λ(t) · (x, ξ) has a limit as t → 0 and thus λ destabilizes the point (x, ξ) as well. �

Lemma 5.5. Let X be a smooth perfect stack, and let W : X → A1/Gm be a morphism.

Assume that Z ⊂ X is a closed substack such that Z ∩ Crit(W ) = ∅. Then the restriction

functor Db
sing(X,W ) → Db

sing(X \ Z,W ) is an equivalence of categories.

Scheme theoretic versions of this lemma go back to the first study of categories of matrix
factorizations in the geometric context [O, Proposition 1.14], but we include a proof in this
more general context for completeness.

Proof. As remarked above, the 2-periodization of Db
sing(X,W ) is canonically identified with

the Drinfeld–Verdier quotient Db((W ′)−1(0))/Perf((W ′)−1(0)) where W ′ is the restriction of
W to the total space of the Gm-torsor X

′ → X classified by the map X → A1/Gm → BGm.
One can use this description to prove the corresponding claim for the restriction functor on
the 2-periodization of these categories (see, for instance, [Pr, Proposition 4.1.6]). Since the
fully-faithfulness of the restriction functor can be verified after 2-periodization, it follows that
the restriction functor is fully faithful. Finally, a fully faithful functor between idempotent
complete dg-categories is essentially surjective if and only if its essential image contains a
split generating set. By definition, Db

sing(X\Z,W ) is split-generated by objects corresponding

to objects of Db(X \ Z), and any such object can be extended to an object of Db(X). �

Proof of Theorem 5.1. First note that by Corollary 2.4 we may make an arbitrarily small
perturbation of ℓ and ℓ′, without changing Xss

0 (ℓ) or X
ss
0 (ℓ

′), such that both (X × g)ss(ℓ) =
(X × g)s(ℓ) and (X × g)ss(ℓ′) = (X × g)s(ℓ′). It therefore suffices to assume this throughout
the remainder of the proof.

We apply the preceding observations to theG-invariantGm-equivariant mapW : X×g → A1

induced by the moment map µ : X → g∨. Corollary 5.2 implies that we have an equivalence

Fℓ,ℓ′,δ : D
b
sing((X × g)ss(ℓ)/G×Gm,W ) ≃ Db

sing((X × g)ss(ℓ′)/G×Gm,W ).

Combining Lemma 5.5 with Lemma 5.4 shows that the restriction functor induces an
equivalence

Db
sing((X × g)ss(ℓ)/G×Gm,W ) ≃ Db

sing((X
ss(ℓ)× g)/(G×Gm),W ).
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Finally when we regard Xss(ℓ) × g/G → Xss(ℓ)/G as a vector bundle, the function W on
the right hand side above is induced under the construction preceding Lemma 5.3 by the
function µ regarded as a section of OX ⊗ g∨, so we have an equivalence

Db
sing((X

ss(ℓ)× g)/(G×Gm),W ) ≃ Db((µ−1(0))ss(ℓ)/G).

The same argument gives an equivalence

Db
sing((X × g)ss(ℓ′)/(G×Gm),W ) ≃ Db((µ−1(0))ss(ℓ′)/G),

which, when combined with Fℓ,ℓ′,δ, provides the desired equivalence. �

5.1. Example: Nakajima quiver varieties. A large source of applications of Theorem 5.1
comes from Nakajima quiver varieties, and we now explain what it gives in this setting. We
partially follow the exposition in [N2, §2].

Our initial data is a finite graph Q. Let I denote the set of vertices, and let E denote the
set of edges. Let H denote the set of pairs consisting of an edge and a choice of orientation,
so #H = 2#E. For h ∈ H, let o(h) denote the outgoing vertex and i(h) denote the ingoing
vertex (so h points away from o(h) and towards i(h)).

Given I-graded vector spaces V 1 and V 2, define

L(V 1, V 2) =
⊕

i∈I

Hom(V 1
i , V

2
i ), E(V 1, V 2) =

⊕

h∈H

Hom(V 1
o(h), V

2
i(h)).

Let v = (vi)i∈I and w = (wi)i∈I be two sequences of non-negative integers and let V and W
be I-graded vector spaces of dimensions v and w, respectively. Define

MQ(v,w) = E(V, V )⊕ L(W,V )⊕ L(V,W ), GQ(v) =
∏

i∈I

GL(Vi).

Denote elements by (B, a, b). We omit the subscript if not needed. For h ∈ H, let h be
the same edge with reversed orientation. Choose an orientation Ω ⊂ H, which means that
Ω ∩ Ω = ∅ and Ω ∪ Ω = H. Then Ω defines a function ε : H → {±1} by ε(h) = 1 if h ∈ Ω
and −1 otherwise. Finally, this gives a symplectic form on M(v,w) by

ω((B, a, b), (B′, a′, b′)) =
∑

h∈H

trace(ε(h)BhB
′
h
) +

∑

i∈I

trace(aib
′
i − a′ibi).

The group G acts on M(v,w) in the obvious way and preserves the form ω. This gives an
algebraic moment map µ : M(v,w) → g(v) where g(v) is the Lie algebra of G(v) (here we
are identifying g(v) with its dual via the trace form). In the gl(vi)-component, µ(B, a, b)
takes the value

µ(B, a, b)i =
∑

h∈H
i(h)=i

(ε(h)BhBh + aibi).

A stability parameter ζ is given by a real sequence (ζi)i∈I . We have Pic(BGQ(v)) ∼= RI ,
and the stability parameter ζ corresponds to the parameter we have denoted ℓ above, but we
use ζ here for consistency with [N2]. Nakajima provides an interpretation in [N2, §2.2] of
ζ-semistability and ζ-stability in terms of representations of Q, but we will not need it.

Proposition 5.6. With the notation above, let Σ denote the zonotope determined by the

character of the representation MQ(v,w) × gQ(v) of G = GQ(v). Consider the graph Γ
obtained from Q by deleting all vertices i of Q0 such that vi = 0, and assume that each
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connected component of Γ has a vertex i such that wi 6= 0. Then (MW
R )Σ-gen 6= ∅ and Σ spans

MR.

Proof. Let ζ be a stability parameter. We first claim that our conditions on v and w show
that a generic point in MQ(v,w) × gQ(v) has trivial stabilizer under T . First, let H be a
maximal torus in GL(V ) and consider the adjoint action on the Lie algebra gl(V ). Then the
stabilizer in H of a generic element in gl(V ) is the center of GL(V ). So choose a point in
gQ(v) with this genericity assumption with respect to our fixed maximal torus T ⊂ GQ(v).
The stabilizer must belong to the center of GQ(v). But note that if wi 6= 0, then any element
of the stabilizer that also lives in the central Gm acting on vertex i must act trivially. This
implies that the same is true for any vertex in the same connected component (in Γ) as such
a vertex, and so our assumption guarantees that a generic point has trivial stabilizer.
Now we claim that ζ ∈ Pic(BG)R is generic for Σ if θ · ζ 6= 0 for all (θi)i∈I 6= 0 such

that θi ≤ vi for all i ∈ I. First, since M(v,w) × g(v) is a T (v)-equivariant subvariety of
M(v,w)× g(v)× g(v)∨, it suffices to find conditions for (M(v,w)× g(v)× g(v)∨)ζ-ss/T (v)
to be Deligne–Mumford since the Hilbert–Mumford criterion implies that a point in a closed
G-equivariant subspace is semistable if and only if it is semistable in the ambient space.
Define a new graph Q′ as follows. First, add an extra loop at every vertex of Q. Second,

replace each vertex i with vi vertices i(1), . . . , i(vi). For each edge between i and j (including
the case i = j), add an edge between i(α) and j(β) for all 1 ≤ α ≤ vi and 1 ≤ β ≤ vj. Now
set v′i(α) = 1 and w′

i(α) = wi for all i ∈ I and 1 ≤ α ≤ vi. Let I
′ denote the vertex set of Q′.

Then we have

MQ(v,w)× gQ(v)× gQ(v)
∨ = MQ′(v′,w′), GQ′(v′) = TQ(v).

Given a stability parameter ζ for Q, define a stability parameter ζ ′ = (ζ ′i(α)) for Q
′ by ζ ′i(α) = ζi

for all i ∈ I and 1 ≤ α ≤ vi. Note that ζ restricts to ζ ′ on TQ(v), so if MQ′(v′,w′)ζ
′-ss/GQ′(v′)

is Deligne–Mumford, then the same is true for (MQ(v,w)× gQ(v))
ζ-ss/TQ(v).

Now, given θ′ = (θ′i)i∈I′ , define θ = (θi)i∈I by θi = θ′i(1) + · · · + θ′i(vi). It follows from the

definitions that θ′ · ζ ′ = θ · ζ and that θi ≤ vi for all i ∈ I if θ′i ≤ v′i = 1 for all i ∈ I ′. In
particular, we have assumed that θ · ζ 6= 0 whenever θ 6= 0 and θi ≤ vi for all i ∈ I. This
implies that θ′ · ζ ′ 6= 0 for all θ′ 6= 0 with θ′i ≤ v′i for all i ∈ I ′. In the proof of [N2, Lemma
2.12], it is shown12 that if there is a point which is ζ ′-semistable but not ζ ′-stable, then there
exists θ′ 6= 0 with θ′i ≤ v′i for all i ∈ I such that θ′ · ζ ′ = 0. So we conclude that ζ ′-semistable
points in MQ′(v′,w′) are also ζ ′-stable.
So the condition we have assumed implies that (MQ(v,w)× gQ(v))

ζ-ss/TQ(v) is Deligne–
Mumford. By Proposition 2.1 and the first claim, this is equivalent to ζ being generic for Σ
(note that MQ(v,w)× gQ(v) is self-dual, and hence quasi-symmetric), and this proves the
second claim. The set of ζ satisfying the condition in the second claim is in the complement
of finitely many hyperplanes in MW

R , and hence (MW
R )Σ−gen 6= ∅. �

6. Action of the fundamental groupoid of the complexified Kähler moduli

space

In this section, we use magic windows to show that the derived equivalences of Corollary 4.1
and Theorem 5.1 fit together to form a representation of the fundamental group of a space

12The condition that the point is in µ−1(0) in [N2] is only used to conclude that θ′ is a “root”. But we are
not requiring this latter condition, so we do not need to impose the condition µ = 0.
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which is a mathematical interpretation of the “complexified Kähler moduli space” studied
in N = 2 superconformal field theory. In particular, we generalize and make precise the
physical picture of [HHP1]. As in the rest of the paper, we will fix a quasi-symmetric linear
representation X of a split reductive group G. We consider the M -periodic locally finite
hyperplane arrangement {Hα ⊂ MW

R } of Lemma 3.3, which is defined so that ∂(δ+∇)∩M = ∅
for any δ ∈ MW

R in the complement of this hyperplane arrangement. We define

KX :=
(

MW
C \

⋃

α
Hα ⊗ C

)

/MW .

For the point δ + ℓi ∈ MW
C , in order to match our notation with the physics literature, one

identifies δ with the “Θ parameters” and ℓ with the “FI parameters” of [HHP1, §4.3].
After establishing a convenient combinatorial presentation for the fundamental groupoid

Π1(KX) in Proposition 6.5, we will establish a categorical representation of this groupoid. To
make this precise, we let Ho(dg-Cat) denote the category whose objects are dg-categories and
whose morphisms are quasi-isomorphism classes of dg-functors between dg-categories. The
main result of this section, Proposition 6.6 constructs a functor F : Π1(KX) → Ho(dg-Cat)
such that any point in KX is mapped to a category which is canonically identified with
Db(Xss(ℓ)/G) for any ℓ such that Xss(ℓ) = Xs(ℓ).

6.1. A presentation for the fundamental groupoid of the complement of a hyper-

plane arrangement. Let V be a real vector space along with a locally finite hyperplane
arrangement A = {Hα ⊂ V }. Fix a subset Vgen ⊂ V with the following property:

For any finite collection of hyperplanes Hα0 , . . . , Hαn
∈ A, we let H ′

α0
, . . . , H ′

αn
be the

same hyperplanes translated so that they pass through the origin. Then there is some
ℓ ∈ Vgen lying in each connected component of V \ (H ′

α0
∪ · · · ∪H ′

αn
).

For simplicity we will also assume that Vgen is symmetric with respect to the origin, so
ℓ ∈ Vgen if and only if −ℓ ∈ Vgen, although this is not strictly necessary for the result below.
Consider the following directed graph:

• Vertices : one vertex [δ] for each δ ∈ V which does not lie on a hyperplane, and

• Edges : one edge [δ]
ℓ
−→ [δ′] labeled by an element ℓ ∈ Vgen whenever ℓ is not parallel

to any of the hyperplanes meeting the line segment {(1− t)δ + tδ′ | t ∈ [0, 1]}.

In the example of interest in this paper, V = MW
R and Vgen = {ℓ | Xss(ℓ) = Xs(ℓ)}.

Definition 6.1. We define the groupoid Γ(V,A) to be the free groupoid on this directed
graph modulo the congruence generated by the following equivalences of arrows

(1) [δ]
ℓ
−→ [δ] is congruent to the identity morphism for any ℓ,

(2) [δ]
ℓ
−→ [δ′′] is congruent to the composition of [δ]

ℓ
−→ [δ′] and [δ′]

ℓ
−→ [δ′′] whenever all

three are valid arrows,13 and

(3) [δ]
ℓ
−→ [δ′] is congruent to [δ]

ℓ′
−→ [δ′] as long as ℓ and ℓ′ have the same orientation

relative to each hyperplane meeting the line segment {(1− t)δ + tδ′ | t ∈ [0, 1]}.

Our goal is to identify Γ(V,A) with the fundamental groupoid Π1 of the topological space
(V ⊗RC) \

⋃

α(Hα⊗RC). For every object [δ] ∈ Γ(V,A), we assign the point δ+0i ∈ V ⊗RC,

13Note that any hyperplane which meets the convex hull, Hull(δ, δ′, δ′′), must also meet one of the boundary
line segments, so the condition that all three are valid arrows is equivalent to all three vertices lying in the
complement of the hyperplanes, and ℓ is not parallel to any hyperplane meeting Hull(δ, δ′, δ′′).
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and for every morphism [δ]
ℓ
−→ [δ′] we assign the homotopy class of the path

γ(t) =











δ + 3tℓi, t ∈ [0, 1/3]

(2− 3t)δ + (3t− 1)δ′ + ℓi, t ∈ [1/3, 2/3]

δ′ + (3− 3t)ℓi, t ∈ [2/3, 1]

from δ + 0i to δ′ + 0i. It is straightforward to show that each of the equivalences of arrows in
(1), (2), and (3) correspond to a homotopy of paths, so this assignment defines a functor

Φ: Γ(V,A) → Π1(V ⊗R C \
⋃

α
Hα ⊗R C).

Proposition 6.2. The functor Φ is an equivalence of groupoids.

We prove this by comparing with the presentation of the fundamental groupoid given in
[Pa, §2]. Before doing this, we set up some preparatory results. First, choose a subset D ⊂ V
such that each connected component of V \

⋃

α Hα, which we refer to as a cell, contains
exactly one point δ ∈ D. The cells of V are in bijection with elements of D, and Γ(V,A) is
equivalent to the full subcategory C ⊂ Γ(V,A) having objects [δ] with δ ∈ D.

Fix ℓ0 ∈ Vgen which is not parallel to any of the hyperplanes in A. Let P denote the set of

arrows [δ]
±ℓ0−−→ [δ′] such that δ and δ′ lie in adjacent cells of V , i.e., they are separated by a

single hyperplane, and the sign of ±ℓ0 is chosen so that the label of the arrow has the same
orientation as the vector δ′ − δ relative to the unique hyperplane separating δ and δ′. Note
that we have thus chosen a single object for each cell and a single arrow between any pair
of adjacent objects and hence we have defined a directed graph with vertex set D. We let
Free(D,P ) denote the free groupoid on this directed graph, and consider the tautological
functor Free(D,P ) → Γ(V,A).

Define a path to be a composition of arrows in this directed graph together with their formal
inverses. It is positive if it is a composition of arrows from the directed graph constructed
above (as opposed to taking formal inverses); the length of a path is the number of arrows it
uses. A positive path is minimal if there is no shorter positive path with the same starting
and ending point. Hence, given δ, δ′ ∈ D, we can define the distance d(δ, δ′) to be the length
of a minimal path starting at δ and ending at δ′. If we let h(δ, δ′) denote the number of
hyperplanes H such that δ and δ′ have opposite orientations with respect to H, then a simple
argument by induction on h shows that d(δ, δ′) = h(δ, δ′).

Lemma 6.3. Pick a minimal positive path [δ1]
ℓ1−→ [δ2]

ℓ2−→ · · ·
ℓn−→ [δn+1] where each ℓi is

either ℓ0 or −ℓ0. For all 1 ≤ i ≤ n, δn+1 − δ1 has the same orientation as ℓi relative to the

hyperplane that separates the cells containing δi and δi+1.

Proof. Pick i and let H be the hyperplane separating δi and δi+1. Since d(δ1, δn+1) =
h(δ1, δn+1), the minimal positive path cannot cross a hyperplane more than once, and in
particular, cannot cross H more than once. So the orientations of δ1, δ2, . . . , δi are all the
same relative to H, and the orientations of δi+1, δi+2, . . . , δn+1 are all the same relative to H
(but different from the first set). In particular, δn+1 − δ1 has the same orientation as δi+1 − δi
relative to H, and by definition, this has the same orientation as ℓi. �

Proof of Proposition 6.2. It follows from Definition 6.1 that the functor Free(D,P ) → Γ(V,A)
is essentially surjective and surjective on Hom sets: by (1) and (2) every object is isomorphic
to some [δ] with δ ∈ D, by (2) every arrow labeled by ℓ can be decomposed into a composition
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of arrows labeled by ℓ between adjacent cells, and by (3) each of these arrows is equivalent
to the same arrow labeled by ±ℓ0 (or its inverse). Furthermore, by [Pa, Theorem 2.1]14 (see
also [Sa]), the composition

Free(D,P ) → Γ(V,A)
Φ
−→ Π1(V ⊗R C \

⋃

α
Hα ⊗R C)

is essentially surjective and surjective on Hom sets as well, and the Hom sets of the fundamental
groupoid are quotients of the arrows in Free(D,P ) by the smallest congruence which identifies
minimal positive paths in Free(D,P ) whenever they have the same beginning and ending
point. Therefore, in order to show that Φ is an equivalence, it suffices to show that any two
minimal positive paths in Free(D,P ) are identified in Γ(V,A). Given a minimal positive path

[δ1]
ℓ1−→ · · ·

ℓn−→ [δn+1] where each ℓi is either ℓ0 or −ℓ0, Lemma 6.3 together with (3) implies
that we can replace all of the arrow labels by δn+1− δ1. Now (2) implies that this composition

is the same as [δ1]
δn+1−δ1
−−−−−→ [δn+1], so any two minimal positive paths are identified. �

6.1.1. Equivariance with respect to translations. Next let us assume that V = L⊗Z R is the
real vector space generated by a lattice L, and that the locally finite hyperplane arrangement
{Hα ⊂ LR} is invariant under the action of L by translation.

Definition 6.4. Let Γ̃(L,A) be the enlargement of the groupoid Γ(LR,A) defined above
which is obtained by formally adding an arrow [δ] [δ +m] for every δ in the complement
of the Hα and every m ∈ L. We impose the additional relations

(1) arrows of the form  commute with those of the form
ℓ
−→ in the sense that

([δ]
ℓ
−→ [δ′] [δ′ +m]) ∼ ([δ] [δ +m]

ℓ
−→ [δ′ +m])

whenever the arrow
ℓ
−→ is valid, and

(2) the arrows [δ] [δ +m] and [δ +m] [δ +m+m′] compose to [δ] [δ +m+m′].

The new morphisms [δ] [δ +m] correspond to the deck transformations of the covering
map LC → LC/L.

Proposition 6.5. The isomorphism Φ: Γ(LR,A) → Π1(LC \
⋃

α Hα ⊗ C) extends to an

isomorphism

Φ̃ : Γ̃(L,A) → Π1

((

LC \
⋃

α
Hα ⊗ C

)

/L
)

compatible with the canonical faithful functor Π1(LC\
⋃

α Hα⊗C) ⊂ Π1 ((LC \
⋃

α Hα ⊗ C) /L).

Proof. This is a straightforward application of the description of the fundamental groupoid of a
quotient of a Hausdorff space by a discontinuous group action [Br2, Chapter 11]. In particular,
the groupoid Γ̃(L,A) we have defined is actually the semidirect product Γ(LR,A)⋊L for the
action of the group L on Γ(LR,A) by translation (which is compatible with the isomorphism
Φ). By [Br2, 11.2.1], the fundamental groupoid of the quotient space is canonically identified
with the orbit groupoid Γ(LR,A)//L, which is canonically identified with (Γ(LR,A)⋊ L)/N
in [Br2, 11.5.1], where N ⊂ Γ(LR,A)⋊ L is the normal subgroupoid consisting of arrows of
the form [δ] [δ +m]. Finally, N is contractible, because L acts freely on Γ(LR,A), so the
quotient morphism Γ(LR,A)⋊ L → (Γ(LR,A)⋊ L)/N is an equivalence as well. �

14This reference assumes that there are finitely many hyperplanes, but it is easy to deduce the locally
finite situation from this.
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6.2. A categorical representation of the groupoid Γ̃(MW ,A). We now return to the
specific hyperplane arrangement of interest in this paper, where X is a quasi-symmetric
linear representation of a split reductive group G. We assume that Σ generates MR and that
(MW

R )Σ-gen 6= ∅, so Theorem 3.2 implies that for δ ∈ MW
R outside of a certain locally finite MW -

periodic hyperplane arrangement A := {Hα ⊂ MW
R } (described in Lemma 3.3) the restriction

functor is an equivalence resXss(ℓ) : M(δ +∇) → Db(Xss(ℓ)/G) when Xss(ℓ) = Xs(ℓ).

Proposition 6.6. Assigning F ([δ]) := M(δ +∇), assigning F ([δ]
ℓ
−→ [δ′]) to the functor

M(δ +∇)
resXss(ℓ)
−−−−−→ Db(Xss(ℓ)/G)

res−1
Xss(ℓ)

−−−−−→ M(δ′ +∇),

and assigning F ([δ] [δ +m]) to the functor

M(δ +∇)
(OX⊗m)⊗(−)
−−−−−−−−→ M(δ +m+∇)

extends uniquely to a representation of the groupoid F : Γ̃(MW ,A) → Ho(dg-Cat).

In particular, combining this with Proposition 6.5 gives a categorical representation of
Π1(KX) such that each point is mapped to a category which is canonically isomorphic to
Db(Xss(ℓ)/G) under restriction. Most of the proof of this proposition is formal. The only
categorical input is the following:

Lemma 6.7. Let δ, ℓ ∈ MW
R be such that Xss(ℓ) = Xs(ℓ) and for 0 < t ≪ 1 we have

∂(δ ± tℓ+∇) ∩M = ∅. Then the composition

M(δ +∇)
resXss(ℓ)
−−−−−→ Db(Xss(ℓ)/G)

res−1
Xss(ℓ)

−−−−−→ M(δ + tℓ+∇)

is the right adjoint of the inclusion M(δ + tℓ+∇) ⊂ M(δ +∇). Likewise, the composition

M(δ +∇)
resXss(ℓ)
−−−−−→ Db(Xss(ℓ)/G)

res−1
Xss(ℓ)

−−−−−→ M(δ − tℓ+∇)

is the left adjoint of the inclusion M(δ − tℓ+∇) ⊂ M(δ +∇).

Proof. Let F ∈ M(δ + tℓ+∇) for 0 < t ≪ 1, or equivalently F ∈ M(δ +∇ℓ). Then the first
claim of the lemma amounts to the claim that

RHomX/G(F,G) ≃ RHomXss(ℓ)/G(F |Xss(ℓ), G|Xss(ℓ)) (5)

for all G ∈ M(δ + ∇). As in §3.1 we use the stratification of the unstable locus in GIT
associated to the linearization ℓ, which specifies a sequence of distinguished one parameter
subgroups λ0, . . . , λn with 〈λi, ℓ〉 > 0 and fixed loci Zss

i ⊂ Xλi . Observe from the proof of
Lemma 3.5 and specifically Equation 2, we have

wtλi
(F |Zi

) ∈ 〈λi, δ〉+ (−ηλi
/2, ηλi

/2]

for any of these distinguished λi. In particular if we choose a very small constant 0 < a ≪ 1
and let w = (w0, . . . , wn) with wi = 〈λi, δ〉 − ηλi

/2 + a, then in the notation of [HL] we have
F ∈ Db(X/G)≥w and similarly G ∈ Db(X/G)<w, so the generalized “quantization commutes
with reduction” theorem of [HL, Theorem 3.26] implies that the restriction map (5) is an
equivalence.
The second claim amounts to showing the same equivalence (5), but this time when

F ∈ M(δ +∇) and G ∈ M(δ +∇−ℓ). This time Equation 2 implies that

wtλi
(G|Zi

) ∈ 〈λi, δ〉+ [−ηλi
/2, ηλi

/2).
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So choosing wi = 〈λi, δ〉 − ηλi
/2, we have F ∈ Db(X/G)≥w and G ∈ Db(X/G)<w, so again

the quantization commutes with reduction theorem implies that (5) is an equivalence. �

Proof of Proposition 6.6. Since Γ(V,A) is defined as a free groupoid modulo some congruence,
it suffices to verify that the arrows described in (1), (2), and (3) of Definition 6.1 give
isomorphic functors. (1) is immediate, because when δ = δ′, the corresponding functor
M(δ +∇) → M(δ +∇) is the identity functor regardless of what ℓ is. The congruence (2)
follows since the following diagram commutes up to isomorphism of functors

M(δ +∇)
resXss(ℓ)

''

// M(δ′ +∇)
resXss(ℓ)

''

// M(δ′′ +∇)

Db(Xss(ℓ)/G)

res−1
Xss(ℓ)

77

id
// Db(Xss(ℓ)/G)

res−1
Xss(ℓ)

77

.

So the only thing which really requires a verification is the congruence (3). First observe
that the category M(δ +∇) does not change (as a subcategory of Db(X/G)) if δ lies in the
interior of the hyperplane arrangement and we perturb δ slightly. Likewise, the functor

F ([δ]
ℓ
−→ [δ′]) is insensitive to small perturbations of δ and δ′. We may therefore assume that

the line segment {(1− t)δ+ tδ′ | t ∈ [0, 1]} meets the hyperplane arrangement generically, i.e.,
that no two hyperplanes meet the segment at the same value of t. Using the congruence (2),
we can therefore factor this arrow as a composition of a sequence of arrows, each of which
meets at most one hyperplane, so it suffices to verify (3) in this case.
When no hyperplanes separate δ and δ′, then the equivalence is quasi-isomorphic to the

identity functor M(δ +∇) = M(δ′ +∇), and does not depend on ℓ. So assume that the line
segment between δ and δ′ meets a unique hyperplane at the point δ0, and let κ = 1 if ℓ has
the same orientation as δ′ − δ relative to this hyperplane and κ = −1 otherwise. Then we
have

M(δ +∇) = M(δ0 − κtℓ+∇) and M(δ′ +∇) = M(δ0 + κtℓ+∇)

for 0 < t ≪ 1. Lemma 6.7 implies that the equivalence F ([δ]
ℓ
−→ [δ′]) is just the composition

of the inclusion M(δ +∇) ⊂ M(δ0 +∇) followed by the right (respectively, left) adjoint of
the inclusion M(δ′ +∇) ⊂ M(δ0 +∇) when κ = 1 (respectively, κ = −1). This shows that

F ([δ]
ℓ
−→ [δ′]) only depends on the orientation of δ relative to the hyperplane separating δ

and δ′ in this case, which verifies (3).
Finally, in order to show that this in fact extends from Γ(MW

R ,A) to Γ̃(MW ,A), it suffices
to show that the two functors are equivalent

F ([δ]
ℓ
−→ [δ′] [δ′ +m]) ≃ F ([δ] [δ +m]

ℓ
−→ [δ′ +m]).

This follows from commutativity up to equivalence of the following diagram

M(δ +∇)

(−)⊗(OX⊗m)
��

resXss(ℓ)
// Db(Xss(ℓ)/G)

(−)⊗(OX⊗m)|Xss(ℓ)

��

M(δ′ +∇)
resXss(ℓ)

oo

(−)⊗(OX⊗m)
��

M(δ +∇)
resXss(ℓ)

// Db(Xss(ℓ)/G) M(δ′ +∇)
resXss(ℓ)

oo

. �

Remark 6.8. These actions of Π1(KX) on Db(Xss(ℓ)/G) generalize the example studied
in [DS2], which constructed a mixed braid group action on the derived category of certain
deformations of the minimal resolution of the Ak surface singularity. There they realized



COMBINATORIAL CONSTRUCTIONS OF DERIVED EQUIVALENCES 31

these deformations as the GIT quotient of a certain self-dual linear representation of a torus,
and they used magic windows to deduce the braid relations. In fact, Donovan and Segal
show that the representation of the mixed braid group is faithful, and it is an interesting
question as to when the larger class of examples produced by our methods lead to faithful
representations.

Remark 6.9. The action of Π1(KX) on Db(Xss(ℓ)/G) induces an action on its K-theory.
Assume that G is connected, so that we may index irreducible representations V (χ) by their
highest weight χ. Choose δ ∈ MW

R in the complement of the hyperplane arrangement A

determined by ∇ (defined in Lemma 3.3). The restriction map M(δ +∇) → Db(Xss(ℓ)/G) is
then an equivalence, so by Proposition 4.5, K0(M(δ +∇)) has a natural basis given by the
classes

V(χ) := [OX ⊗ V (χ)] ∈ K0(M(δ +∇))

for those χ ∈ M+ ∩ (−ρ + δ + 1
2
Σ). Our goal is to explicitly describe the action of the

equivalence

Φ := K0(F ([δ]
ℓ
−→ [δ′])) : K0(M(δ +∇)) → K0(M(δ′ +∇))

in the respective bases, when δ′ ∈ MW
R is separated from δ by exactly one hyperplane H ∈ A.

Let δ0 be the point on the line segment joining δ and δ′ which lies on the hyperplane H
separating δ and δ′, and choose an ε ∈ MW

R which is very small, generic for Σ, and oriented
so that δ0 + ε lies on the same side of H as δ′. Then we have

M(δ +∇) = M(δ0 − tε+∇) and M(δ′ +∇) = M(δ0 + tε+∇)

for 0 < t ≪ 1. In particular, the basis of K0(M(δ +∇)) consists of V(χ) with χ ∈ (−ρ+ δ0 +
1
2
Σ−ε)∩M+ and the basis of K0(M(δ′+∇)) consists of V(χ) with χ ∈ (−ρ+ δ0+

1
2
Σε)∩M+.

For each χ ∈ (−ρ+ δ0 +
1
2
Σ−ε)∩M+, we wish to express Φ(V(χ)) in the corresponding basis

for K0(M(δ′ +∇)). There are two cases:

(1) If χ ∈ −ρ + δ0 +
1
2
Σε as well, which happens if and only if χ lies in the interior of

−ρ+ δ0 +
1
2
Σ, then Φ(V(χ)) = V(χ).

(2) Otherwise, following §3.3, there is an anti-dominant λ which is constant on a facet of Σ
such that 〈λ, χ〉 ≤ 〈λ, µ〉 for all µ ∈ −ρ+ δ0 + ε+ rχΣ.

• If 〈λ, ℓ〉 < 0, then we use the class [D∨
λ,χ] ∈ K0(D

b(X/G)), whose restriction to
Xss(ℓ)/G vanishes by Proposition 3.9. The class of [D∨

λ,χ] can be written as a sum
(see Remark 3.10) whose first term is V(χ) and whose remaining terms are multiples
of V(ν) for ν for which (rν , pν) is lexicographically smaller than (rχ, pχ) in the
notation of §3.3 with respect to −ρ+ δ0 + ε+ 1

2
Σ. Thus we can obtain an expression

for V(χ)|Xss(ℓ) as a linear combination of these V(ν)|Xss(ℓ)/G.
• If 〈λ, ℓ〉 > 0, then by Proposition 3.8 the restriction of [Cλ,χ] to Xss(ℓ)/G vanishes,
and again we can derive an expression for V(χ)|Xss(ℓ) as a linear combination of
V(ν)|Xss(ℓ) where (rν , pν) is smaller than (rχ, pχ).

We can repeat this process until we have expressed each V(χ)|Xss(ℓ) with χ ∈ (−ρ+δ0+
1
2
Σ)∩M+

as an integer linear combination of V(ν)|Xss(ℓ) with ν ∈ (−ρ+ δ0 +
1
2
Σε)∩M+. The resulting

linear combination is unique, and is precisely the column of the matrix for the equivalence Φ
corresponding to the basis vector V(χ) for χ ∈ −ρ+ δ0 +

1
2
Σ−ε. Note that there might be

χ ∈ −ρ+ δ0 +
1
2
Σ which lie in neither −ρ+ δ0 +

1
2
Σε nor −ρ+ δ0 +

1
2
Σ−ε, but it might still

be necessary to compute V(χ)|Xss(ℓ), as the following example shows:



32 DANIEL HALPERN-LEISTNER AND STEVEN V SAM

×

×

×

×

×

×

Figure 2. The blue dashed line is the line of reflection for the ρ-shifted action of the
nontrivial element in S2, and the curved blue arrows indicate reflection across that line. The
lighter region is −ρ+ δ0+

1
2Σ and the darker region is −ρ+ δ0+ ε+ 1

2Σ. In order to compute

Φ(V(χ)) for χ ∈ (−ρ + δ0 − ε + 1
2Σ) ∩ M+, we need to rewrite V(χ)|Xss(ℓ) for dominant

weights in the lighter region in terms of V(ν)|Xss(ℓ) for dominant weights in the darker region.
Left hand side: For χ = (−1,−2) we have λ = (0, 1) and use the class [Cλ,χ] to rewrite V(χ).
Right hand side: For χ = (2,−1) we have λ = (−1, 2) and use the class [Cλ,χ] to rewrite

V(χ).

Example 6.10. Continuing the example studied in Figure 1, we consider G = GL2(k),
X = T ∗Sym2(k3) and δ0 = (1

2
, 1
2
), ℓ = (1, 1), and ε = (1

4
, 1
4
). There are four dominant weights

χ ∈ (−ρ+ δ0 +
1
2
Σ) ∩M+ which do not lie in −ρ+ δ0 +

1
2
Σε. We illustrate the procedure for

computing Φ(V(χ)) for two of these χ in Figure 2. Ultimately we compute (note all of the
cancellation):

Φ(V(i, j)) = V(i, j) for (i, j) ∈ −ρ+ δ0 +
1

2
Σ

int
,

Φ(V(−2,−2)) = V(2, 0)− V(2, 2),

Φ(V(−1,−2)) = V(1,−1),

Φ(V(0,−2)) = V(2,−1) + V(1, 0) + V(0, 0)− V(3, 1) + V(3, 3).

We use the complex [Cλ,χ] with λ = (0, 1) to compute these last three expressions. Note,
however, that (2,−1) /∈ −ρ+δ0+

1
2
Σε, hence V(2,−1) is not in the final basis forK0(M(δ′+∇)).

We must use [Cλ,χ] with λ = (−1, 2) to rewrite

V(2,−1)|Xss(ℓ) = V(−1,−1)|Xss(ℓ) + V(2, 2)|Xss(ℓ) + V(1, 0)|Xss(ℓ)

and hence

Φ(V(0,−2)) = V(−1,−1) + V(2, 2) + 2V(1, 0) + V(0, 0)− V(3, 1) + V(3, 3).

6.3. Extensions to categories of singularities and hyperkähler quotients. As in
§5, there is a version of Proposition 6.6 in which Π1(K) acts on the derived category
of a hyperkähler reduction of a symplectic linear representation, and more generally on
the graded derived category of singularities Db

sing(X/G × Gm,W ) for a graded LG model

W : X/G×Gm → A1/Gm. We assume throughout that the zonotope Σ ⊂ MR associated to
X as a representation of G spans MR and that (MW

R )Σ-gen 6= ∅.
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In order to state our results, it is convenient to introduce a bit of machinery. Given a module
category C over the symmetric monoidal ∞-category Perf(A1/Gm)

⊗, we define Dsing(C) to
be the idempotent complete stable ∞-category obtained in the following way: First define C0

to be the functor category C0 = FunPerf(A1/Gm)⊗(Perf({0}/Gm),C). This category will have
an endofunctor (−)⊗ OA1〈1〉 coming from the Perf(A1/Gm)

⊗-module structure, and there is
a natural transformation of endofunctors

β : idC0 → (−)⊗ OA1〈1〉[2].

We define Dsing(C) to be the stable idempotent completion of the ∞-category whose objects
are objects of C0 and whose morphism spaces are

MapDsing(C)
(E,F ) = hocolimp MapC0

(E,F ⊗ OA1〈p〉[2p]),

where the colimit is taken with respect to the natural transformation β. This construction
induces a functor

Dsing : Ho(Perf(A1/Gm)
⊗-Mod) → Ho(dg-Cat).

For a more detailed and rigorous treatment of this construction, we refer the reader to [L],
which treats the analogous construction over the sphere spectrum rather than over a field k
of characteristic 0 as we do here.
The content of the proof of Corollary 5.2 above is that if W : X/G×Gm → A1/Gm is a

graded Landau–Ginzburg model, then if we consider the polytope ∇ ⊂ MR corresponding to
X as a representation of G and define M(δ +∇) ⊂ Db(X/G×Gm) by simply ignoring the
Gm action, then the restriction functor M(δ +∇) → Db(Xss(ℓ)/G×Gm) is an equivalence of
Perf(A1/Gm)

⊗-module categories when ∂(δ +∇)∩M = ∅ and Xss(ℓ) = Xs(ℓ). Applying the
construction Dsing(−) to the restriction functor then gives an equivalence

Dsing(M(δ +∇)) ≃ Dsing(D
b(Xss(ℓ)/G×Gm)) ≃ Db

sing(X
ss(ℓ)/G×Gm).

Furthermore, for any character m of G, the functor (OX⊗m)⊗(−) : M(δ+∇) → M(δ+∇) is
canonically a map of Perf(A1/Gm)

⊗-module categories. Therefore the representation of Propo-
sition 6.6 canonically lifts to a functor F : Π1(KX) ≃ Γ̃(MW ,A) → Ho(Perf(A1/Gm)

⊗-Mod),
and composing with Dsing : Ho(Perf(A1/Gm)

⊗-Mod) → Ho(dg-Cat) gives the following:

Corollary 6.11. Let X be a linear representation of G×Gm which is quasi-symmetric as a

representation of G, and let W : X → A1 be a G-invariant and Gm-equivariant map. Then

assigning F (δ) = Dsing(M(δ +∇)), assigning F ([δ]
ℓ
−→ [δ′]) to the functor

Dsing(M(δ +∇))
resXss(ℓ)
−−−−−→ Db

sing(X
ss(ℓ)/G×Gm,W )

res−1
Xss(ℓ)

−−−−−→ Dsing(M(δ +∇)),

and assigning F ([δ] [δ +m]) to the functor

Dsing(M(δ +∇))
(OX⊗m)⊗(−)
−−−−−−−−→ Dsing(M(δ +∇))

defines a functor F : Γ̃(MW ,A) → Ho(dg-Cat), where A is the MW -periodic hyperplane

arrangement in MW
R determined by the polytope ∇ ⊂ MR. In particular, this defines a

representation of Π1(KX) ≃ Γ̃(MW ,A) under the equivalence of Proposition 6.5.

Finally, combining this corollary with the results of Section 5 gives a groupoid action on
the derived category of a hyperkähler quotient. Applying the proof of Theorem 5.1 verbatim
gives the following:
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Corollary 6.12. Let X be a symplectic linear representation of a split reductive group G
with moment map µ : X → g∨. Let W : X × g → A1 be the G-invariant Gm-equivariant map

induced by µ. Regarding X ⊕ g as a quasi-symmetric representation of G with corresponding

zonotope Σ we assume that Σ spans MR and (MW
R )Σ-gen 6= ∅. Then for any ℓ for which

Xss
0 (ℓ) = Xs

0(ℓ) and δ such that ∂(δ +∇) ∩M = ∅, we have an equivalence

Dsing(M(δ +∇)) ≃ Db(Xss
0 (ℓ)/G),

through which Corollary 6.11 gives an action of Π1(KX⊕g) on Db(Xss
0 (ℓ)/G).

Remark 6.13. A simple computation using Remark 2.6 and the proof of Lemma 2.8 shows
that the polytope ∇ ⊂ MR associated to the quasi-symmetric representation X ⊕ g is
actually equal to the zonotope Σ associated to the character of the representation X itself
(rather than X ⊕ g). Therefore, the MW -periodic hyperplane arrangement appearing in the
definition of KX⊕g is the locally periodic hyperplane arrangement associated to the condition
∂(δ + Σ) ∩M = ∅ by Lemma 3.3.

6.3.1. Example: Hilbert scheme of n points in C2. Consider the Nakajima quiver variety
associated to the quiver with one vertex and one loop at that vertex. We consider the
dimension vector v = (n) and w = (1). In this case, the group is G = GLn(k) and the linear
representation X ⊕ g is

gln ⊕ T ∗(Hom(kn, kn)⊕ Hom(kn, k)).

If we take a positive linearization for G, then the corresponding Nakajima quiver variety is
the Hilbert scheme of n points in C2 [N1, Theorem 1.9] (the description is slightly different,
but see [N1, Proposition 2.8] to see that they are equivalent).

Take T to be the diagonal matrices and let e1, . . . , en be the standard basis for the character
lattice, so that the weights of X are {ei,−ei | 1 ≤ i ≤ n} and {ei − ej | 1 ≤ i, j ≤ n} (the
latter set appearing with multiplicity 2). The zonotope Σ of the character of X is the
Minkowski sum of the line segments [−ei, ei] and [2ei − 2ej, 2ej − 2ei]. Let x1, . . . , xn be the
dual basis to e1, . . . , en. Also define cS = |S|+ 2|S|(n− |S|) for any subset S ⊆ {1, . . . , n}.

Lemma 6.14. The defining inequalities for Σ are |
∑

i∈S xi| ≤ cS where we range over all

nonempty subsets S of {1, . . . , n}.

Proof. Using [Mc], every facet contains a translate of the Minkowski sum of n− 1 linearly
independent vectors from the set of ei and ei − ej and so its defining equation vanishes on
these vectors. If the vectors contain ei1 , . . . , eir and no other ej, then the equation must be
∑

i∈S xi where S = {1, . . . , n} \ {i1, . . . , ir}. So all facets are of this form.
Conversely, we claim that

∑

i∈S xi ≤ cS vanishes on a facet. The function
∑

i∈S xi takes
on the value cS on the sum vS =

∑

i∈S ei +
∑

i∈S

∑

j /∈S(2ei − 2ej) and it is clear this is

the maximal value that it takes. Set S = {i1, . . . , ir} and consider the set {vS + ej | j /∈
S} ∪ {vS + eij − eij+1

| j = 1, . . . , r − 1}. This is a linearly independent set of n− 1 vectors

and hence its convex hull is contained in a facet of Σ. So
∑

i∈S xi ≤ cS is a defining inequality.
By symmetry, we conclude that

∑

i∈S xi ≥ −cS is also a defining inequality. �

By Remark 6.13, the polytope ∇ associated to X⊕g is the zonotope Σ associated to X. So
the periodic locally finite arrangement in Lemma 3.3 is given by the hyperplanes

∑

i∈S xi = c
where c is an arbitrary integer and S is a nonempty subset of {1, . . . , n} (translating by ei
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changes cS by 1 each time). The subspace MW
R is the line spanned by e1 + · · ·+ en, so the

intersection with this arrangement gives the set {a
b
(e1 + · · ·+ en) | a, b ∈ Z, 1 ≤ b ≤ n}.

The group MW is also generated by e1 + · · ·+ en, so the complexified Kähler moduli space
is KX⊕g = (C\ (Z∪ 1

2
Z∪ · · · ∪ 1

n
Z))/Z, which under the exponential map q = exp(2πi(δ+ iℓ))

is identified with

KX⊕g = {q ∈ C∗ | qk 6= 1, ∀k = 1, . . . , n}.
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