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A B S T R A C T   

The 3D spatial organization of the genome controls gene expression and cell functionality. Heterochromatin 
(HC), which is the densely compacted and largely silenced part of the chromatin, is the driver for the formation 
and maintenance of nuclear organization in the mammalian nucleus. It is functionally divided into highly 
compact constitutive heterochromatin (cHC) and transcriptionally poised facultative heterochromatin (fHC). 
Long regarded as a static structure, the highly dynamic nature of the heterochromatin is being slowly understood 
and studied. These changes in HC occur on various temporal scales during the cell cycle and differentiation 
processes. Most methods that capture information about the heterochromatin are static techniques that cannot 
provide a readout of how the HC organization evolves with time. The delineation of specific areas such as fHC are 
also rendered difficult due to its diffusive nature and lack of specific features. Another degree of complexity in 
characterizing changes in heterochromatin occurs due to the heterogeneity in the HC organization of individual 
cells, necessitating single cell studies. Overall, there is a need for live cell compatible tools that can stably track 
the heterochromatin as it undergoes re-organization. In this work, we present an approach to track cHC and fHC 
based on the epigenetic hallmarks associated with them. Unlike conventional immunostaining approaches, we 
use small recombinant protein probes that allow us to dynamically monitor the HC by binding to modifications 
specific to the cHC and fHC, such as H3K9me3, DNA methylation and H3K27me3. We demonstrate the use of the 
probes to follow the changes in HC induced by drug perturbations at the single cell level. We also use the probe 
sets combinatorically to simultaneously track chromatin regions enriched in two selected epigenetic modifica
tions using a FRET based approach that enabled us tracking distinctive chromatin features in situ.   

1. Introduction 

The mammalian nucleus is functionally divided into several regions 
comprising primarily of the chromatin, the nucleolus, and transcription 
factories [1]. Gene rich regions tend to be loosely compacted (euchro
matin or EC) and are commonly found near the center of the nucleus. 
Densely compacted, largely gene poor regions [2–3] (heterochromatin 
or HC) are most abundant near the nuclear periphery [4]. Accumulating 
evidence suggests that the 3D spatial arrangement of chromatin largely 
encodes cell functionality [5–6], dictates inter- and intra- chromosomal 
interactions [7], partially programs transcription profile [8], and thus 
ultimately determines the phenotype [9]. In healthy cells, euchromatin 
and heterochromatin regions typically have well-defined boundaries 

which are essential for distinctive gene activity and maintaining integ
rity during cellular processes [10]. 

Heterochromatin formation is the driving force behind the observed 
3D architecture of the genome and forms a basis for understanding the 
spatial organization within the nucleus. The formation of heterochro
matin occurs very early in development and is crucial for differentiation 
[11], as well as the establishment and maintenance of nuclear organi
zation in mammalian cells [12–13]. Repetitive DNA regions and devel
opmentally regulated genes are the major components of HC within the 
genome [2]. Functionally, heterochromatin may be divided into two 
sub-classes [2,14]: i. constitutive heterochromatin (cHC) which is highly 
stable, heavily compacted, and gene poor, and, ii. facultative hetero
chromatin (fHC) which tends to be less compacted, developmentally 
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regulated, and transcriptionally poised. The functional distinction be
tween cHC and fHC is important because though both are transcrip
tionally silent, fHC retains the potential to interconvert between cHC 
and EC [15]. 

Both the cHC and fHC modulate chromatin to maintain nuclear 
stability and prevent the access of transcriptional machinery to repeti
tive DNA elements, curtailing their transcription and recombination. 
The boundaries and spatial organization of both the cHC and fHC must 
be maintained. Disruptions in the cHC and fHC can result in genomic 
instability [16–17], transcription of transposable elements and silenced 
repeats [18], and loss of genomic organization. For instance, hetero
chromatin de-condensation is commonly seen in cancer cells, such as in 
breast and ovarian cancer where the inactive X chromosome is de- 
compacted leading to the expression of X linked genes [19]. The dra
matic loss of heterochromatin at the nuclear periphery, leading to poor 
staining in malignant cancer cells, has long been used as a maker by 
pathologists to identify specific cancers [20]. The destabilization of HC 
and subsequent epigenomic instability is, however, an understudied 
topic area in cancer biology warranting careful studies. The distinction 
between cHC and fHC is difficult to accomplish by conventional cyto
logical stains [14]. Delineating these two areas is thus of key importance 
in processes where the heterochromatin is disrupted. 

HC is typically identified in single cells via the simple stains that bind 
to DNA. These include 4′6-diamidino-2-phenylindole (DAPI) for fixed 
cells and Hoechst 33342 for live cells, which primarily bind to AT-rich 
heterochromatin regions, thus differentiating it from the euchromatin 
regions of lower DNA density. Other approaches to identify hetero
chromatin are banding and FISH [21–22], which rely on the tightly 
compacted nature of heterochromatin DNA, or the use of specific DNA 
sequences, respectively, to identify heterochromatin regions. The 
distinction between fHC and cHC, however, has been difficult to 
accomplish without the use of antibodies specific to epigenetic marks 
found at these regions [23]. For instance, the cHC is primarily charac
terized by a high density of H3K9me3 and DNA methylation [2] while 
the fHC is enriched in H3K27me3 [14]. However, antibody-based 
methods require a fixation step which is not conducive to live cell 
applications. 

In this work, we present an approach to monitor fHC and cHC regions 
based on epigenetic readouts. The probes directly inform the spatial 
distribution and abundance of epigenetic modifications and thus offer a 
convenient tool to reveal the contributions of HC to various biological 
processes. 

2. Materials and methods 

2.1. Construction and verification of the heterochromatin probes 

To identify and quantify epigenetic modifications (H3K9me3, 
H3K27me3 and DNA methylation (5mC)), we have engineered protein 
probes based on a tandem repeat strategy as we detailed in our previous 
work [24–25] and literature [26–28]. This tandem repeat strategy, in 
which adjacent repeats of the same epigenetic “reader” domain are 
linked via a flexible linker to form multimeric constructs (e.g. dimer, 
trimer, etc.), was adopted due to the enhancement in the epigenetic 
target recognition and affinity. Native epigenetic domains, specifically 
chromo-domain of chromodomain Y protein (CDY), chromodomain of 
the Polycomb 2 domain (PC2), and the methyl-binding domain (MBD) of 
the MBD1 protein were selected for detecting H3K9me3, H3K27me3, 
and 5mC, respectively. These domains were selected based on their high 
affinity to epigenetic marks as well as high selectivity [27,29–31]. 
Among the different constructs that can be obtained via tandem repeats 
(e.g., monomer, dimer, and tetramer), the dimeric construct was found 
optimal in identifying the epigenetic modification of interest while 
larger number of repeat units (e.g., four repeats) did not further improve 
the resolution of our probes and may create steric hindrance for target- 
binding as we shown in our previous work [24]. Each probe thus 

contains a nuclear localization sequence followed by a glycine-serine 
(GS) flexible linker and two (di-) repeats of reader domains fused to a 
fluorescent protein (i.e., mEGFP and mCherry) via a GS flexible linker 
(Fig. 1A). The probes were cloned into a mammalian expression vector, 
pRK5, (Addgene (plasmid number: 18696), Cambridge, MA) and tran
siently transfected into the cells. The amino acid sequences of all probes 
containing dimeric recognition domains are shown in Table S1 (Sup
porting Information). 

Taken H3K27me3 as an example, we validated the in vitro and in situ 
performance of our designed probes following our published protocols 
[24–25]. Briefly, we determined the binding affinity of H3K27me3 
probes to histone peptides with sequences detailed in Fig. S1A (Sup
porting Information) via Bio-Layer Interferometry (BLI). BLI results 
suggest that the H3K27me3 probe exhibits a significant preference for 
H3K27me3 peptides as shown in Fig. S1B (Supporting Information)). 
The KD value of the dimeric PC2 protein sensor to H3K27me3 was 
determined to be 0.42 ± 0.15 μM (Fig. S1C (Supporting Information)), 
which is lower than the 5 μM reported for PC2 [32]. 

In situ validation of the H3K27me3 probe was accomplished via a 
colocalization assessment between the probe and a validated anti- 
H3K27me3 antibody (ab192985, Abcam). The fluorescence pattern of 
H3K27me3 probes and antibody was analyzed via a correlation analysis, 
i.e., Mander’s Colocalization Analysis and was found to be in a close 
correlation (Mander’s coefficients’ > 0.95). 

To ensure that our fluorescent signal arises specifically from the 
binding of heterochromatin recognition domain, we introduced muta
tions to the selected H3K9me3 (W28V) and H3K27me3 (Y19A) recog
nition domain. These mutations were located at the conserved aromatic 
cage known for recognizing H3K9me3 [33] and H3K27me3 [34–35], 
respectively. Typical images of cells transfected with the wild-type and 
mutated H3K9me3 and H3K27me3 probes were summarized in Fig. S2A 
and B (Supporting Information), respectively. The probes with the 
mutated recognition domain exhibited a diffusive fluorescent pattern 
inside nucleus lacking any foci-like features. Furthermore, the calcu
lated volumetric fraction of mutant probes is lower than 1% (Fig. S2C 
(Supporting Information)). The captured signal by the mutant probes 
represents less than 0.02 of the relative epigenetic targets compared to 
the wild-type (Fig. S2D, (Supporting Information)) suggesting that there 
is no binding between the mutant probe and the epigenetic target. 

2.2. Mammalian cell culture and transfection 

Human embryonic kidney 293T (HEK293T) cells were maintained 
following standard cell culture protocols [36]. Live cell tracking were 
accomplished using 8 well μ-slides or grid slides (ibidi, Fitchburg, WI) as 
we descried previously [31]. HEK293T cells were exposed to various 
epigenetic drugs to perturb the intrinsic epigenetic modification levels. 
Generally, for all drug exposure experiments, cells were exposed to the 
drug when they attained a confluence of 50–60%. Concentrations of 
drugs were selected to effectively alter the levels of the epigenetic tar
gets while minimally affecting cytotoxicity [37–42]. Specifically, Bix- 
01294, a histone methyltransferase inhibitor, has an IC50 of 1.9 μM 
and 0.7 μM for G9a and GLP HMTases, respectively [43–44], and was 
used to lower the H3K9me3 levels at 3 and 5 μM. RG108, a DNMT1 
inhibitor, was used to lower the DNA methylation level at CpG di
nucleotides [45–46]. RG108 was reported to have an IC50 of 115 nM 
[45] to 390 μM [47] and low cytotoxicity [45,47]. RG108 was used at a 
concentration of 50 and 100 μM in this study. DZNep can affect various 
histone methyltransferases [48] with low cytotoxicity [49], and was 
thus used to reduce the levels of H3K27me3 at 3 and 5 μM. Fig. S3 
(Supporting Information) shows that the selected drug concentrations 
do not significantly altering the growth of HEK293T cells (p = 0.05). 

2.3. Analysis of epigenetic modification levels 

Global changes in epigenetic modifications were analyzed via 
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Fig. 1. A. Schematic of the heterochromatin recognition probes. B. Top panel: Maximum intensity projections of the 3D confocal stacks of the cells expressing the 
H3K9me3 probes and treated with increasing concentrations of BIX01294. Bottom panel: Corresponding decrease in relative H3K9me3 levels upon drug treatment as 
captured by ELISA and volumetric analysis. C. Top panel: Maximum intensity projections of the 3D confocal stacks of the cells expressing the 5mC probes and treated 
with increasing concentrations of RG108. Bottom panel: Corresponding decrease in relative 5mC levels upon drug treatment. Scale bar = 10 μm. *: p < 0.05, n = 100 
for volumetric/intensity analysis, and 3 for ELISA. Data = mean ± S.D. D and E. Co-stained images of cells expressing the H3K9me3 or 5mC probe with a DNA dye 
(Hoechst). Significant heterochromatin regions are highlighted in regions 1 and 2 of both cells to demonstrate the improved spatial resolution offered by both probes. 
Scale bar = 10 μm in top panel and 2 μm in zoomed in regions of the bottom panel. 
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commercial ELISA kits (Total H3 ELISA (cat #53110, Active Motif, CA), 
H3K9me3 ELISA (cat #53109, Active Motif, Carlsbad, CA), H3K27me3 
ELISA (cat #53104, Active Motif, CA) and Global DNA methylation 
ELISA (cat #,55017, Active Motif, Carlsbad, CA)). Relative changes in 
epigenetic modification levels were determined by comparing the 
modification level of our drug treated sample to an untreated control. 

2.4. Immuno-fluorescence staining 

Transfected cells were co-stained with commercial antibodies. Spe
cifically, cells transfected with the probes were fixed using methanol or 
4% paraformaldehyde as a fixative agent [50]. After a one-hour block 
with 1% BSA in PBS, cells were incubated with the respective primary 
antibody for 1 h at RT: rabbit Anti-Histone H3K9me3 antibody (ab8898, 
Abcam, Cambridge, MA), rabbit Anti-Histone H3K27me3 antibody 
(39157, ab192985, Abcam, Cambridge, MA) and mouse Anti 5-methyl
cytosine antibody (61480, Active Motif, Carlsbad, CA). For the latter 
(5mC-antibody), an additional denaturing step was required between 
blocking and incubation with 5mC antibody since the 5mC-antibody 
binds only to single-stranded DNA. The denaturing step was carried 
out using HCl 2N and incubating for 30 min at RT followed by three PBS 
washes. Cells were then incubated for 1 h at RT with the secondary 
antibody: Goat-anti rabbit Alexa Fluor 568 (Abcam, Cambridge, MA) or 
Donkey-anti-mouse Alexa Fluor 647 (Millipore, Billerica, MA). Cover
slips were washed three times with PBS and mounted using glycerol on 
slides for imaging. DNA staining was performed using Hoechst stain 
(Sigma, St Louis, MO) at a 1:500 dilution for 10 min. 

2.5. Image acquisition and analysis 

Live or fixed cells were imaged on a Nikon Eclipse Ti-E microscope 
equipped with a 60× oil immersion objective lens. 20–30 X-Y optical 
sections were imaged to collect Z-stack images. GFP and mCherry were 
excited using a 488 nm and 534 nm laser excitation source, respectively. 
For experiments involving colocalization of different probes, two laser 
lines were used in a sequential mode to avoid bleed-through effects. The 
confocal pinhole was set to S (small) and low laser intensities were used 
to avoid photo-bleaching effects. 

Images for sensitized FRET measurements were acquired in a 
sequential manner in the GFP, mCherry and FRET channels at RT. The 
filter sets employed were Donor/GFP (Excitation: 488/2 nm, Emission: 
FITC), Acceptor/mCherry (Excitation: 532/2 nm, Emission: Cy5) and 
FRET (Excitation: 488/2 nm, Emission: Cy5). To determine the spectral 
bleed-through of GFP into the FRET channel, a donor-only sample was 
imaged using Donor/GFP and FRET settings. Direct excitation of the 
acceptor was calculated by imaging an acceptor-only sample in the 
Acceptor/mCherry and FRET channels. Donor- and acceptor-emission of 
each sample was also determined and used as a factor to normalize FRET 
signal and thus correcting for variations in protein expression levels 
across cells. 

Z-stack images were used to perform volumetric intensity fraction 
analysis. Specifically, we first determined background signal using 
cytoplasmic fluorescence intensity. Fluorescence signal over back
ground in each 2D slice was determined by subtracting the background. 
These signals were subsequently integrated to get the 3D voxels via the 
Voxel Volume plugin of ImageJ after threshold segmentation. Co- 
localization analysis was performed using the ImageJ plugin JACoP. 
Thresholding was performed using Costes method [51] to calculate the 
Mander’s coefficients. FRET analysis was performed using the ImageJ 
plugin PixFRET [52]. All other images were analyzed via CellProfiler 
[53] using a customized pipeline (Supporting Information, MethodsX). 

2.6. Statistics 

All statistical analysis and error propagation calculations were per
formed using Graphpad Prism by a one-way ANOVA analysis followed 

by post-hoc Tukey’s test, considering p < 0.05 to be statistically signif
icant. OriginPro and Graphpad Prism were both used for creating figures 
and graphs. A minimum of 100 cells was analyzed for calculating the 
colocalization coefficients and volume fractions. ELISA was performed 
on a minimum of three biological independent samples with >2 tech
nical repeats of each. FRET analysis was performed for n > 30 cells. 

3. Results and discussion 

3.1. Quantifying constitutive heterochromatin (cHC) levels 

A microscopy-based approach can be instrumental in examining the 
spatial distribution of heterochromatin associated modifications within 
the cell. We tested the H3K9me3 and 5mC probes in HEK293T cells (live 
cell images in Fig. S4 (Supporting Information), probe schematic in 
Fig. 1A) and observed the characteristic cHC distribution. The H3K9me3 
probe is localized at the nuclear periphery [54] and around the peri- 
nucleolar regions forming distinct ring-like structures around the 
nucleolus [55–57]. The 5mC probe shows a pattern of small punctate 
dots, corresponding to dense regions of DNA methylation [27,58]. 

Quantification of cHC was performed by perturbing the system by 
the addition of epigenetic drugs and measuring the changes in cHC 
levels using the H3K9me3 and 5mC probes. BIX-01294 (Sigma, St. Louis, 
MO) a histone methyltransferase (G9a and GLP HMTase) inhibitor 
[43–44] was used to lower the H3K9me3 levels. The drug concentrations 
chosen for BIX-01294 treatment were 3 and 5 μM respectively in order to 
minimize toxicity effects and morphological changes in cells [43]. At the 
specified [BIX01294], there is a significant drop in the H3K9me3 levels 
measured by the total volume occupied by the probe in the nucleus and 
the mean foci intensity per nuclei (volume fraction and FIPN respec
tively in Fig. 1B) which closely matches the values obtained using a 
commercial ELISA kit. Visualizing the changes induced by BIX01294, in 
Fig. 1B, top panel, fewer foci of H3K9me3 and lesser modification levels 
at the nuclear periphery are visible. As shown in Fig. 1B, the drop in the 
volume fraction occupied by bound probes is ~28% and 52% of the 
original value at [BIX01294] = 3 and 5 μM. A similar reduction in 
H3K9me3 levels is observed via FIPN analysis, ~26 and 41% for 
BIX01294 of 3 and 5 μM, respectively. The drop in modification levels is 
significantly different with p < 0.05 as compared to the control sample. 
The H3K9me3 probe is also able to resolve the differences in H3K9me3 
levels at two different drug concentrations. We further challenged our 
H3K9me3 probes with chaetocin, a nonspecific inhibitor for histone 
methyl transferase (SUV39H1) that has an IC50 of 0.11–0.8 μM [59–60]. 
Chaetocin treatment results in a reduction of ~31 and 48% of H3K9me3 
at 0.1 and 0.2 μM, respectively, quantified via FIPN (Fig. S5 (Supporting 
Information)). 

Similarly, the volume fraction occupied by the 5mC probe drops 
significantly as the methylation levels are lowered by the DNMT in
hibitor RG108 (see Fig. 1C). As the number and intensity of the foci 
decrease, the volume fraction drops to ~30 and 48% of the original 
value, agreeing with the observed FIPN reductions of ~22 and 38% 
(statistically significant with a p < 0.05) at [RG108] of 50 and 100 μM, 
respectively. These numbers agree with the ELISA values quantifying the 
relative DNA methylation levels. 

To assess the spatial resolution offered by the probes, we compared 
the binding pattern with commonly used live cell dyes for staining cHC. 
The Hoechst dye is a non-specific DNA binding agent that is routinely 
used to stain nuclei and heterochromatin in live and fixed cells [61]. In 
Fig. 1D (top panel), cells expressing the H3K9me3 probe were coun
terstained with Hoechst to compare the features delineated by both 
methods. The overlap between the H3K9me3 probe signal and the 
Hoechst dye are presented in the merge channel and show a good 
overlap. However, upon zooming into certain regions of interest, the 
probe offers higher spatial resolution as compared to the non-specific 
DNA stain. A pixel plot analysis of typical cHC regions at the peri- 
nucleolus and the nuclear periphery (see Regions 1 and 2, Fig. 1D), 
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show that a diffusive signal in obtained by the Hoechst dye and sharply 
defined peaks are obtained in the H3K9me3 probe channel. The speci
ficity of the probe for H3K9me3 leads to a higher signal-to-noise ratio as 
compared to the diffuse and poorly resolved signal obtained in the 
Hoechst channel. The results obtained with our 5mC probe closely 
mirror the H3K9me3 probe. There is a significant overlap between the 
5mC probe and the Hoechst signal which binds non-specifically to DNA 
primarily at heterochromatin locations. Since the heterochromatin is 
enriched in DNA, this dye even acts as an indirect measure of DNA 
methylation and has been used to validate MBD1 probes in previous 
works [27,58]. However, the resolution offered by MBD1 based 5mC 
probes is much greater than the Hoechst dye as can be seen in zoomed in 
Regions 1 and 2 of the cell in Fig. 1E, showing sharp peaks of DNA 
methylation islands. Moreover, since commercially available DNA 
methylation antibodies bind only to single stranded DNA, they require 
an additional HCl denaturing step for binding. The non-toxic and live 
cell compatible feature of the 5mC probe, coupled with its improved 
resolution make it an attractive alternative to assess DNA methylation 
levels. 

3.2. Quantifying facultative heterochromatin levels 

The success of both the H3K9me3 and 5mC probes in capturing re
gions of cHC lead us to examine modifications associated commonly 
with the facultative heterochromatin (fHC). The fHC is also transcrip
tionally silent but remains poised to convert to euchromatin under 
temporal or spatial control (such as during development or cell-cycle 
stages or changes in 3D nuclear reorganization [14]). Interestingly, 
since the fHC occupies an intermediate state between cHC and EC, it is 
often indistinguishable from both by conventional staining methods. 
The epigenetic signatures of the fHC are however quite distinctly 
different from cHC and EC. The epigenetic modification H3K27me3 
often in tandem with DNA methylation is enriched at various fHC lo
cations such as the inactive X chromosome (Xi) [62], autosomally 
imprinted genomic loci [63], and HOX gene clusters [64]. 

We developed a H3K27me3 probe that could capture dynamic 
changes in this modification level. The PC2 domain was used as the 
epigenetic reader domain that binds to H3K27me3 sites [65]. Images of 
HEK293T cells expressing the probe are shown in Fig. 2A (top panel). 
The signal is more diffused as compared to the denser H3K9me3 and 
5mC modifications, but the probe is successful in capturing features of 
H3K27me3 distribution. This includes foci of H3K27me3 and dense re
gions such at the inactive X chromosome which is generally present near 
the nuclear periphery. The pattern obtained by the H3K27me3 probe 
exactly matches that of commercial antibodies (see Fig. 2A, bottom 
panel). We quantified the extent of overlapping between the probes and 
the antibody in Fig. 2B, obtaining Mander’s correlation coefficients, 
namely M1 and M2, close to 1, indicating a high degree of positive pixel- 
by-pixel correlation between the two channels (probe and antibody). 

The quantitative ability of the probes to capture changes in 
H3K27me3 levels was determined using the intensity and volumetric 
approach described above. The drug 3-deazaneplanocin A (DZNep) 
which inhibits multiple histone methyltransferases was used to lower 
the H3K27me3 levels at a concentration of 3 and 5 μM [49]. Images of 
cells exposed to the drug at various concentrations are shown in the top 
panel of Fig. 2C. The signal is extremely diffuse at increasing drug 
concentrations with most observable foci being lost (additional images 
are provided in Fig. S6 (Supporting Information)). The corresponding 
drop in H3K27me3 levels was assessed using a commercial ELISA based 
approach (Fig. 2C, bottom panel) showing a significant decrease in the 
H3K27me3 levels. The volume fractions occupied by the H3K27me3 
probe drops to ~58 and 70% of the original value at 3 and 5 μM DZNep 
concentrations which closely matches the relative values obtained by 
ELISA. FIPN analysis followed a similar trend with an H3K27me3 
reduction of ~50 and 60% at 3 and 5 μM of DZNep, respectively. These 
differences are statistically significant in both cases as compared to the 

untreated control samples (p < 0.05). 
The spatial resolution offered by the H3K27me3 in delineating the 

fHC is significantly better when compared to the Hoechst staining. At the 
nuclear periphery (region 1) and the perinucleolar areas (region 2) for 
the cell shown in Fig. 2D, the peaks obtained using the probe are sharply 
defined as compared to the Hoechst signal. Since the Hoechst dye does 
not differentiate between the cHC and fHC, the H3K27me3 probe offers 
an added advantage in capturing specific features of the 
heterochromatin. 

3.3. Single cell dynamic trajectories of heterochromatin levels 

The main goal here was to develop specific probes for the monitoring 
of cHC and fHC as they undergo dynamic changes at the single cell level. 
The H3K9me3, 5mC, and H3K27me3 probes selectively identify the cHC 
and fHC and may thus be used in combination to assay both regions 
simultaneously. We demonstrated the use of the probes in live cell 
tracking, by introducing an alternative fluorescent tag (mCherry) on the 
probes for tracking two modifications simultaneously. Drug perturba
tions were performed to modulate the epigenetic landscape of the 
chromatin. We then tracked these dynamic changes by following indi
vidual cells as they underwent normal cellular processes in the presence 
and absence of epigenetic drugs. 

Since the cHC forms the more static part of heterochromatin, we 
began by monitoring dense regions of cHC identified by a high density of 
H3K9me3 and 5mC. The H3K9me3 and 5mC probes were simulta
neously introduced into HEK293T cells to monitor changes in cHC as 
cells undergo growth and division. As it can be seen in Fig. 3A, at T = 0 h, 
the nuclei exhibit the characteristic binding pattern corresponding to 
H3K9me3 and 5mC distribution with a defined nuclear ring and islands 
of H3K9me3 and DNA methylation. The patterns overlap significantly 
with each other, as expected, since both probes are highly specific to 
cHC. The binding pattern is retained in daughter cells upon successive 
cell divisions. We then perturbed the system by adding a combination of 
drugs that affects both modification levels (BIX01294 and RG108 at 5 
μM and 100 μM respectively) and monitored the variations in the cHC 
with time. Images obtained from dynamic tracking are presented in 
Fig. 3B. As early as T = 12 h post drug addition, a decline in both 
H3K9me3 and 5mC is seen. The intensity of binding at the nuclear pe
riphery decreases and the number of bright foci also decreases. For the 
5mC probe, we observed smaller, dimmer foci along with the accumu
lation of unbound probes in the nucleolus as sites of 5mC are lost. These 
changes are more pronounced with time, resulting in a lower fluorescent 
intensity per nuclei (quantified in Fig. 3E, for additional single cell im
ages and grid slide coordinates, see Fig. S7A and S7C (Supporting In
formation)). The cumulative effect of adding multiple epigenetic drugs 
can be decoupled by studying the effects of a single drug on either 
H3K9me3 or 5mC levels (data for individual drug treatments presented 
as dashed lines in Fig. 3E, cell images in Fig. S8A and B (Supporting 
Information)). Firstly, the addition of RG108 appears to increase the 
H3K9me3 modifications in the early stages of drug exposure. This in
crease is maintained at T = 24 h and eventually approaches the same 
level as the untreated case (at T = 48 h). The addition of BIX01294 
modulates the H3K9me3 level as expected with steady losses seen at 
increasing time points. In a combinatorial effect of RG108 and BIX01294 
on H3K9me3 levels, it appears that the declining effects of BIX01294 
addition are offset by the increase in H3K9me3 levels induced by 
RG108. In examining the effect of BIX01294 on DNA methylation, a 
decrease in 5mC levels occurs when the cells are exposed to BIX01294. 
Both BIX01294 and RG108 successively lower the 5mC level with time 
and the cumulative effect of both drugs is slightly more pronounced than 
individual treatments (Fig. 3E, bottom panel). There are several possible 
regulatory pathways that might contribute to the crosstalk observed in 
these experiments. For instance, the H3K9me3 mark recruits HP1 [66] 
and UHRF1 [67–68], both of which have regulatory links with DNA 
methyltransferases. In HMT knockout MESC, a depletion of DNMT is 
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Fig. 2. A. Live cell images of HEK293T cells expressing the H3K27me3 probe (top panel). The cells were counterstained with a commercially obtained antibody 
against H3K27me3 and shows significant overlap. B. The Mander’s correlation coefficients for the signal obtained in the probe and antibody channels. C. Top panel: 
Images of cells treated with the drug DZNep. Bottom panel: corresponding changes in H3K27me3 measured by volume fraction and ELISA. Scale bars = 10 μm. * 
indicates a statistically significant difference with p < 0.05, n = 100 for volumetric analysis, and 3 for ELISA. Error bars represent the standard deviation. D. The 
probe was co-stained with Hoechst dye to demonstrate the improvement in signal:noise ratio obtained by using a probe specific to the H3K27me3 modification. 
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Fig. 3. A. HEK293T cells were transfected with the H3K9me3 and 5mC probes and imaged at successive time points. The cells undergo division and the daughter 
cells express both probes with distinctive patterns of heterochromatin. In B, the same probe sets are introduced in cells exposed to RG108 and BIX01294 which lower 
the histone methylation levels (arrow indicates the time of addition of the drug). The pattern is lost over time as the drug decreases the binding sites available for the 
probes. In C and D, the probe combination tested is H3K9me3 and DNA methylation with or without the addition of BIX01294 and DZNep. In E and F, the mean foci 
intensity at various time points is captured for both cases along with the data for individual drug exposures (shown in dotted lines). The * indicates statistically 
significant differences (p < 0.05) from the untreated case, following a One-Way ANOVA, Tukey’s post hoc, n = 30 cells. 
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observed at the pericentromeric heterochromatin, though a similar 
decrease in H3K9me3 levels is not observed in DNMT knockout cells 
[66]. It is thus possible that a decrease in H3K9me3 induced by 
BIX01294 can lead to a decrease in DNA methylation levels as well. 
Readers of methylation marks, such as MeCP2 are present along with 
H3K9me3 at cHC and interact with HMT’s, but the loss of these readers 
may not necessarily decrease the H3K9me3 levels [69]. 

After developing an understanding of how the cHC landscape might 
be altered with drug perturbations, we examined the fHC which is less 
organized and spatially distinct from the cHC. Our goal was to distin
guish these two areas from each other and monitor their potential 
overlap as chromatin landscape is perturbed. Since DNA methylation 
and H3K27me3 are both associated with the fHC, we chose to use the 
H3K9me3 and H3K27me3 probes together since these modifications are 
usually spatially distinct [70] with evidence of cross-talk at selective 
gene loci [71]. We monitored simultaneous changes in cHC and fHC as 
cells undergo growth and division (see Fig. 3C and D). As the cell 
pictured at T = 0 h in Fig. 3C at the time undergoes division (at T = 12 
h), the H3K27me3 modification is associated with the chromosomes and 
also expressed in the daughter cells. The pattern of binding seen with the 
H3K27me3 probe in Fig. 3C is retained upon cell division. Similarly, the 
H3K9me3 probe is associated with the nuclear periphery and shows the 
characteristic pattern of cHC. The daughter cells retain this pattern upon 
division. There is little overlap between the probes as is expected with 
these two modifications [71]. The change in mean foci intensity with 
time is presented in Fig. 3F where the signal obtained by both probes is 
steady with some decline at the last time point. cHC and fHC were then 
perturbed by the addition DZNep and BIX01294 both at final concen
trations of 5 μM (see Fig. 3D). Immediately following drug addition (at 
the 12 h time point), the cumulative effect of the drugs on both modi
fications is a loss in the signal. This change is more prominent at 
increasing time points with the signal becoming more diffuse as 
H3K9me3 and H3K27me3 levels decrease. Data from single drug 
exposure for each probe (see dashed lines in Fig. 3F and cell images in 
Fig. S8C and D (Supporting Information)) provide some understanding 
of the observed effects. The addition of DZNep counters the slight in
crease in H3K9me3 levels seen in the untreated case (at T = 0 h). The 
modification level remains steady at increasing exposure time and is 
similar to the untreated case at T = 48 h. The overall effect of adding 
BIX01294 and DZNep is a lowering of the H3K9me3 level that is very 
similar to the effects of adding BIX01294 alone. The addition of 
BIX01294 interestingly increases the H3K27me3 levels 12 h after 
exposure, though this trend is not maintained over successive time 
points. The addition of DZNep causes a sharp decline in the H3K27me3 
levels. The cumulative effects of adding two drugs is not entirely an 
additive effect of individual drugs (at T > 12 h), indicating that syner
gistic mechanisms might be at work. It has been previously reported that 
the loss of histone methyltransferase specific for H3K9 and subsequent 
decrease in H3K9me3 can lead to a redistribution of H3K27me3 in 
mouse cells [57] or a gain of H3K27me3 in fungi [72] which aligns with 
our observations here. Additional single cell images for both treated and 
untreated cases along with the phase contrast images of the grid slide 
coordinates is presented in Fig. S7B and D (Supporting Information). 

Finally, dynamic trajectories of single cells can be obtained by 
following an individual cell as it undergoes division and quantifying the 
mean foci intensities of the original and divided populations. The data 
for single cell modulation of epigenetic levels upon combinatorial drug 
exposure is presented in Fig. S9 (Supporting Information) for five cells 
with each of the probe sets. 

3.4. Heterochromatin regions identified by FRET 

Techniques available for the detection of histone PTMs and DNA 
methylation are presently limited to detecting single modifications. 
Some tool sets relying on multivalent domains or bimolecular fluores
cence complementation (BiFC) have been developed for the detection of 

bivalent chromatin and epigenetic modifications at repetitive regions of 
the genome [73]. However, there are some limitations to these tools, 
namely the signal-to-noise ratio and localization of multivalent sensors 
[74] and the irreversible signal generated by BiFC probes [75]. An 
alternate FRET based approach is offered by the probes developed in this 
study to visualize epigenetic modifications that co-exist on the nucleo
some level (schematic presented in Fig. 4A). The mEGFP and mCherry 
fluorescent moieties form a well-established FRET pair [76–77] and can 
be used for the simultaneous visualization of two epigenetic 
modifications. 

We first demonstrated the feasibility of using the fluorescent probes 
as a FRET pair by constructing a FRET positive control plasmid con
sisting of an mEGFP fluorophore connected by a flexible linker to an 
mCherry fluorophore, driven by the same CMV promoter present in the 
probes and containing an NLS signal (see Fig. S10A (Supporting Infor
mation) for a schematic). A strong FRET interaction is expected between 
the pair since the short flexible linker allows for free rotation. A negative 
control (see Fig. S10B (Supporting Information)) consisting of an 
mEGFP-only and an mCherry-only plasmid co-transfected together was 
used. In the latter case, no (or low) FRET is expected since the two 
fluorophores will be freely diffusing in the nucleus and will not be within 
the nanometer range (<10 nm) in which FRET interactions are expected. 
The Positive and Negative FRET control samples were imaged with FRET 
index and NFRET images determined as shown in Fig. S10B (Supporting 
Information). 

We then introduced a pair of epigenetic probes (one with an EGFP 
(G) and the other with an mCherry (R) tag). Five combinations of 
epigenetic probes were tested, namely H3K9me3(G)-5mC(R), 
H3K27me3(G)-H3K9me3(R), H3K27me3(G)-5mC(R), and H3K9me3 
(G)-H3K9me3(R) and H3K9me3(G)-H3K14ac(R). FRET image analysis 
provides two read-outs, namely FRET-index and NFRET. FRET-index is 
an absolute FRET value calculated based on donor, acceptor, and FRET 
images while NFRET is normalized by accounting for the expression 
level of donor and acceptors at the selected pixel locations. The NFRET 
value is thus expected to indicate the degree of co-localization at 
different locations. H3K9me3(G)-H3K9me3(R) pair is used as a positive 
control, since they were expected to bind to heterochromatin regions in 
proximity and thus lead to high FRET index and NFRET per cell. The 
results are summarized in Figs. 4B and S11A and S12A (Supporting In
formation). H3K14ac probes were developed by our group previously 
[24] and tags euchromatin regions, while H3K9me3 is expected to tag 
heterochromatin regions. We then used H3K9me3(G)-H3K14ac(R) as a 
negative control. FRET images of H3K9me3(G)-H3K14ac(R) are sum
marized in Fig. S11B (Supporting Information) with no discernable 
FRET interactions as expected. 

We then proceeded to delineate regions in heterochromatin enriched 
with different combinations of silencing marks using H3K9me3(G)-5mC 
(R), H3K27me3(G)-H3K9me3(R), and H3K27me3(G)-5mC(R) pairs. 
Significant FRET signals were detected between the 5mC and H3K9me3 
probe as shown in Fig. 4B. Although the signal is weaker than the pos
itive FRET control, there is a significant NFRET value after accounting 
for expression level normalization. To obtain a quantitative comparison 
among FRET efficiency in different probe sets, we calculated relative 
NFRET of each pair normalized to NFRET values of our positive FRET 
control. The relative NFRET value of the H3K9me3(G)-5mC(R) combi
nation is 70% of the H3K9me3-H3K9me3 pair (see also Fig. 4C) further 
confirmation the strong co-location of H3K9me3 and 5mC probes. These 
two modifications are expected to enrich in the cHC. A strong FRET 
signal indicats that these two probes can be found within less than 10 nm 
of each other comparable to the diameter of a typical nucleosome core 
particle. The co-localized features are expected to be representative of 
cHC and more images of co-transfected cells can be found in Fig. S12B 
(Supporting Information). High-FRET foci are highlighted at the nuclear 
periphery and at the heterochromatin at the periphery of the nucleolus. 
Weaker FRET signals are observed in cells transfected with H3K27me3 
(G)-H3K9me3(R) and H3K27me3(G)-5mC(R) probes (see also 
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Fig. S12C and D (Supporting Information)). The relative NFRET values 
were found to be ~25 and 50% for these two combinations, respectively. 
5mC and H3K27me3 are commonly found in fHC, e.g., the inactive X 
chromosome and autosomally imprinted loci [14]. Bright areas of co- 
localized modifications of <100 nm in size are abundant inside cell 
nucleus with high FRET index. These areas are notably much smaller 
than co-localized foci observed using H3K9me3(G)-5mC(R) probes. 
Among all combinations of the selected epigenetic silencing marks, 
H3K27me3(G)-H3K9me3(R) probes have the lowest FRET signal (see 
also Fig. S12D (Supporting Information)). These two probes are mutu
ally exclusive in most nuclear compartments but are known to interact in 
certain genomic loci, such as telomeres [78], bivalent promoters 
[78–79] and the inactive X chromosome [80]. Scattered co-localization 
signals can be detected across nucleus with some co-localized spots near 
the nuclear periphery. 

Overall, we have shown the feasibility of quantifying key epigenetic 
marks in the cHC and fHC, as well as, tracking changes in these het
erochromatin regions via epigenetic “reader” sensors coupled to FRET. 
Since our sensors are expressed in situ, the application of our probes is 
thus limited to cells that can be successfully transfected. FRET signal can 
be detected between two probes in a close proximity, i.e., <10 nm (100 
Å) [81] and thus is not suitable for co-tracking of two probes far away 
from each other. Our probes offer live cell tracking capability by iden
tifying specific epigenetic modifications that is otherwise not feasible 
using conventional cell staining techniques, i.e., hematoxylin staining 
[82] or cell lysate-based assays, e.g., a sonication based assay [83]. 
Furthermore, it is important to note that epigenetic regulation of chro
matin is an evolving field. It is thus imperative to account for the 
emerging roles of epigenetic modifications when interpreting the probe 

tracking data. Pertinent to our work, H3K9me3 has been recently found 
to partake in the formation of facultative heterochromatin particularly 
in stem cells and preadipocytes by recruiting the SETDB1-MBD1-MCAF1 
complex [84]. Similarly, H3K9me3 was found to be installed in facul
tative heterochromatin in an H3K4me3-dependent manner in Neuros
pora crassa [85]. The overall percentage of H3K9me3 found in 
facultative heterochromatin region, however, remains low at ~3.2% 
[83]. 

4. Conclusions 

We developed a sensing platform for simultaneous tracking of mul
tiple epigenetic features inside cell nucleus. Combinations of various 
epigenetic features, particularly silencing markers, will allow us to 
monitor and distinguish heterochromatin regions (e.g., constitutive vs. 
facultative) over time with and without external perturbations. The 
ability to perform FRET images using two probes enables us to track 
chromatin region with bivalent features, most likely co-exist within a 
single nucleosome and monitor their dynamic changes over time. 
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