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Abstract

In the moral machine project, participants are asked to form judgments about the well-known trolley example. The project
is intended to serve as a starting point for public discussion that would eventually lead to a solution to the social dilemma of
autonomous vehicles. The dilemma is that autonomous vehicles should be programed to maximize the number of lives saved
in trolley-style dilemmas. But consumers will only purchase autonomous vehicles that are programed to favor passenger
safety in such dilemmas. We argue that the project is seriously misguided. There are relevant variants of trolley to which
the project’s participants are not exposed. These variants make clear that the morally correct way to program autonomous
vehicles is not at odds with what consumers will purchase. The project is hugely popular and dominates public discussion

of this issue. We show that, ironically, the project itself is largely responsible for the dilemma.
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In the moral machine project', participants are asked to form
judgments about variations of this well-known example:

Trolley: There is a runaway trolley. If you do nothing,
the trolley will hit and kill five people. If you pull a
lever, the trolley will be diverted onto another track
and kill one person.

The variations replace trollies with autonomous vehicles
and people on tracks with passengers and pedestrians. The
project is intended to serve as a starting point for public
discussion that would eventually lead to a solution to the
social dilemma of autonomous vehicles. The dilemma is that
autonomous vehicles should be programed to maximize the
number of lives saved in trolley-style dilemmas. But con-
sumers will only purchase autonomous vehicles that are
programed to favor passenger safety in such dilemmas. As
the project’s searchers (2016, p. 1575-6) put it:

I For representative papers, please see [1,2,3,11,14].
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Moral algorithms for AVs create a social dilemma
(18, 19). Although people tend to agree that everyone
would be better off if AVs were utilitarian (in the sense
of minimizing the number of casualties on the road),
these same people have a personal incentive to ride in
AVs that will protect them at all costs. Accordingly, if
both self-protective and utilitarian AVs were allowed
on the market, few people would be willing to ride in
utilitarian AVs, even though they would prefer others
to do so. Regulation may provide a solution to this
problem, but regulators will be faced with two difficul-
ties: First, most people seem to disapprove of a regula-
tion that would enforce utilitarian AVs. Second—and
a more serious problem—our results suggest that such
regulation could substantially delay the adoption of
AVs, which means that the lives saved by making AVs
utilitarian may be outnumbered by the deaths caused
by delaying the adoption of AVs altogether. Thus, car-
makers and regulators alike should be considering
solutions to these obstacles.

We argue that the project is seriously misguided. There
are relevant variants of trolley to which the project’s par-
ticipants are not exposed. These variants make clear that
the morally correct way to program autonomous vehicles is
not at odds with what consumers will purchase. The project
is hugely popular and dominates public discussion of this

@ Springer


http://orcid.org/0000-0001-7042-8318
http://crossmark.crossref.org/dialog/?doi=10.1007/s43681-020-00018-z&domain=pdf

152

Al and Ethics (2021) 1:151-155

issue. We show that, ironically, the project itself is largely
responsible for the dilemma.

Consider a well-known variant of trolley:

Large man: There is a runaway trolley. If you do noth-
ing, the trolley will pass through a tunnel, come out
the other end, and hit and kill five people stuck to the
tracks. You are standing above the entrance to the tun-
nel right behind a very large man. If you push the large
man onto the tracks before the trolley enters the tunnel,
it will hit can kill him. But it will stop before exiting
the tunnel and the five will be spared.’

Most philosophers think it is wrong to push in this case.
Non-philosophers tend to agree. There is much controversy
about why it is wrong to push. But not whether it is wrong.
Next, consider:

Children: There is a runaway trolley. If you do nothing,
it will kill five strangers. If you pull a lever, it will be
diverted onto another track and kill your four children.

Most people agree that it is permissible for you to refrain
from killing your children. This example elicits the intuition
that we have stronger obligations to family than to strangers.
Consider another example?:

Seatbelt: An autonomous vehicle is unable to stop. If
the programing does nothing, it will crash into another
vehicle containing a passenger who is not wearing a
seat belt. If the programming diverts, it will crash into
a vehicle containing a passenger that is wearing a seat-
belt.

Programming an autonomous vehicle in such a way as
to maximize the number of lives saved would require pro-
gramming it to divert into the passenger wearing a seatbelt.
That seems immoral. Seatbelt elicits the intuition that acting
in such a way that discourages recklessness and criminal-
ity matters. These examples show that manufacturers and
policy-makers need not choose between autonomous vehi-
cles that behave morally and autonomous vehicles that the
public will accept. Moral programming does not coldly aim
to maximize the number of lives spared without taking into
account the relevance of how lives are spared, who is spared,
and whether recklessness is encouraged.

There are other psychologically relevant factors ignored
by the project.’ Order of presentation changes how subjects
assess trolley-type cases.* But the project does not control

2 This example is inspired by an example used in Lin [9].

3 The literature covering these issues is surveyed in Chapter 2 of
Machery [11].
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for order. Details change how subjects assess trolley-type
cases.’ But the project leaves details ambiguous. For exam-
ple, in one trolley variant, participants are shown a figure
with a medical symbol. Without further information, some
participants may think that the figure is a doctor while other
participants may think the figure is a patient. Indeed, one of
us asked our relatives to participate in the experiment. And
exactly this confusion arose causing the relatives to arrive
at different judgments about what to do.

The project is closely associated in the public imagi-
nation with autonomous vehicles. It is the only exposure
some manufacturers and policy-makers have to this topic.
Unfortunately, the project makes trolley-style scenarios more
salient in the public imagination than ordinary causes of
vehicle accidents. And it only makes salient trolley variants
that elicit the intuition that maximizing the number of lives
spared matters. However, very few current accidents are the
result of trolley-style scenarios. Most accidents now, without
the widespread adoption of autonomous vehicles, are the
result of human error. If autonomous vehicles were univer-
sally adopted, most of the relevant human decisions would
be replaced by much more reliable automated decisions.
Even if autonomous vehicles were programed in such a way
that they make the wrong decision in trolley-style cases, the
number of lives saved by the implementation of automated
decision-making would vastly outweigh the lives lost as a
result of widespread adoption of autonomous vehicles. By
making trolley-style scenarios so unrepresentatively salient,
and by focusing only on one narrow and misleading class of
such scenarios, the Project has caused the public to think
they must choose between purchasing an autonomous vehi-
cle that protects their family and one that is moral. This has
created unnecessary public resistance to autonomous vehi-
cles and, if left uncorrected, will cause unnecessary deaths.

1 Objections and replies

First objection: We seriously misunderstand (or take too
seriously) the moral machine experiment, which was meant
to only help start a wider conversation about the many value
judgments involved with programming automated cars. It
was not meant to arrive at any conclusions about how these
vehicles should be programmed, since ethics is more than
a survey of preferences. For example: a population might
overwhelmingly support genocide, slavery, torture, etc., but
that fact by itself does not make those atrocities ethical.

4 See Petrinovich and O’Neill [15], Lanteri et al. [7], Lombrozo [10],
Wiegman et al. [18], and Liao et al. [8].

> As well as the work discussed in the previous footnote, see Nadel-
hoffer and Feltz [12], Cikara et al. [5], Strohminger et al. [17], Pastot-
ter et al. [14].
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Reply: Members of the project have developed an algo-
rithm that takes the data set generated by the project and
delivers judgments about what autonomous machines should
do. As they (2017, p. 20) put it:

The design of intelligent machines that can make ethi-
cal decisions is, arguably, one of the hardest challenges
in AL. We do believe that our approach takes a signifi-
cant step towards addressing this challenge. In particu-
lar, the implementation of our algorithm on the moral
machine dataset has yielded a system which, arguably,
can make credible decisions on ethical dilemmas in the
autonomous vehicle domain.

The purpose of their algorithm is to take surveys of public
opinion as input and give moral decisions as output. As they
put it in the abstract of their paper on this topic:

We present a general approach to automating ethical
decisions, drawing on machine learning and computa-
tional social choice. In a nutshell, we propose to learn
a model of societal preferences, and, when faced with
a specific ethical dilemma at runtime, efficiently aggre-
gate those preferences to identify a desirable choice.
We provide a concrete algorithm that instantiates
our approach; some of its crucial steps are informed
by a new theory of swap-dominance efficient voting
rules. Finally, we implement and evaluate a system
for ethical decision making in the autonomous vehicle
domain, using preference data collected from 1.3 mil-
lion people through the moral machine website.

It is clear that researchers behind the project think the
purpose of the data is, at least in part, to help create Al that
will make moral decisions.

Second objection: We pin most of the blame for pub-
lic attitudes (or anxiety and confusion) about automated
cars on the moral machine experiment, yet that experi-
ment (launched in 2016) was not close to being among the
first conversations about the ethics of automated vehicles,
which have been going on globally since at least 2012: https
://[www.newyorker.com/news/news-desk/moral-machines.
The experiment did help to raise awareness about the issues,
though, but not nearly to the extent implied in this paper.

Reply: Two points. First, if the objector is correct, then
this only increases the interest of our paper. We have argued
the project is based on misunderstandings about the rele-
vance of and the ethics of trolley-style dilemmas. If these
misunderstanding were already widespread before the pro-
ject, and if others have the same misunderstandings, then all
the more reason for us to step in and correct such misunder-
standings. Almost all of the popular interest in self-driving
cars focuses on trolley-style dilemmas. It is a confusion that
needs to be corrected whatever its source. Second, although
the discussion about self-driving cars has been going on

globally for some time. Attention skyrocketed right around
the time the project began in 2016. The top Google search
on the ethics of self-driving cars was the MIT moral machine
project (and it’s still in the top 3—4).

Third objection: There is a pervasive and unhelpful con-
fusion throughout the paper in how the terms *moral’ and
“utilitarian’ are used. We slip from one to the other leaving
the reader not quite sure how the authors are defining the
terms and if the authors regard moral and utilitarian as per-
haps entirely synonymous. We say that “The Dilemma is that
autonomous vehicles should be programmed to maximize
the number of lives saved....But consumer will only...."
The word ’should’ gives the strong impression that we
are proclaiming that the simple utilitarian approach which
"maximizes the number of lives saved" is what ’should’ be
programmed and is *'morally correct’.

Reply: We didn’t mean to endorse utilitarianism or to sug-
gest that utilitarianism is the only viable theory. Although
both of us think that utilitarianism is an important moral the-
ory and is worthy of exploration and development, neither of
us accepts it. What we meant to do in stating the dilemma is
to simply report what the project takes to be a dilemma. Our
considered view is that the dilemma is not genuine because
people do not have (simple) utilitarian intuitions about trol-
ley cases. but the project is set up in such a way that it illicits
simple utilitarian intuitions. So we reject simple utilitari-
anism. But we think the reason consumer preferences and
moral design of autonomous vehicle do not come apart is
because moral design of autonomous vehicle does not match
simple utilitarianism. It only seems like it matches simple
utilitarianism when we focus on the narrow range of cases
that the project exposes us to.

Fourth objection: If we are not utilitarians, then what is
our view? We owe an explanation.

Reply: When doing applied ethics, we think it is a mistake
to adopt and endorse one particular normative ethical theory.
Here we adopt the approach advocated by Brennan [4], and
Temikin [17]. As Furey et al. [6] put it:

The best two theories in physics are General Relativity
and Quantum Mechanics. General Relativity is good at
explaining the behavior of big things like planets and
stars. It has implications for the behavior of very small
things like subatomic particles. But it is much less reli-
able in that domain. Quantum mechanics is very good
at explaining the behavior of subatomic particles. It
has implications about the behavior of big things like
planets and stars. But it is less reliable than it is about
big things.

General Relativity and Quantum Mechanics are incon-
sistent with one another. They describe the universe
in radically different ways. Physics use both theories
but for different purposes. No one has been able to
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unify them into a single theory even though they have
tried. In light of such failure, physicists simply use
each theory where it is strongest.

Some philosophers have suggested that we should
think about moral theories in the way that physicists
think about their theories. None of our moral theo-
ries are good enough to count as the One True Moral
Theory. But we have consequentialist theories that are
pretty good at explaining some aspects of morality.
And we have deontological theories that are pretty
good at explaining other aspects of morality. If we are
interested in applied ethics, we should just use each
theory where it is most successful. Moral theories are
useful tools. But no single moral theory perfectly cap-
tures morality.

And that is what we think about the case at hand. Right
now we do not have a moral theory that is good enough to
capture all aspects of morality. But different moral theories
are useful for different purposes. One of the things that con-
cerns us about the project is this: it only employs examples
that illicit utilitarian intuitions. But there are other exam-
ples that illicit non-utilitarian intuitions. Imagine a physicist
defended general relativity by appealing only to observations
that support general relativity and ignoring all the obser-
vations that support quantum mechanics. That would be a
mistake. We think that is exactly the sort of mistake that the
project makes. Let us be clear, we think it is worth continu-
ing to do theoretical ethics and to look for the one true moral
theory. This is just as it is worth continuing to do theoretical
physics and looking for the one true physical theory. But we
do not think anyone has found that theory yet. And we don’t
think the right way to do applied ethics is to just assume one
of the theories is true and run with it. It is better to use each
theory where it is strongest. And better to take account of
the variety of intuitions about morality that do not fit with
any one particular theory.

Fifth objection: We have shown that there is a gap
between a utilitarian solution which *maximizes the number
of lives saved’ and a moral decision that people will recog-
nize and accept. What we have not shown or discussed is
how such nuances could be incorporated into a split second
algorithmic decision. Do we think it is in theory possible?

Reply: We think this objection raises a number of inter-
esting issues. The issues are very big for us to fully address
here. And neither of us are computer scientists. So we are
not competent to answer the question of how the details of
programming autonomous vehicles might work. Neverthe-
less, we are happy to speculate a bit.

One way of taking the objector’s question is this: If we
adopt the relevant form of utilitarianism advocated by the
project, then one might think there is a simple way to pro-
gram autonomous vehicles. There is just one simple rule:

@ Springer

maximize the number of lives saved. On the other hand, if
one agrees with us that that simple rule fails to match what is
moral in a bunch of other cases, then is there another simple
rule that the Al could be given in place of simple utilitarian-
ism? We do not think there is such a simple rule. Or, at least,
we don’t know what one would be. However, programs can
do more than follow a single simple rule. Programs can also
follow ugly, disjunctive, and complex rules. So we would
recommend, instead of a simple rule, that the program fol-
lows an ugly disjunctive rule.

Sixth objection: We say that ‘Moral programming does
not coldly aim to maximize the number of lives spared with-
out taking into the relevance of how lives are spared, who
is spared, and whether recklessness is encouraged.” Whose
moral programming are we referring to?

Reply: The aim of the project is to get at what ordinary
people think about the morality of autonomous vehicles.
We think the project fails to do this. There are trolley-like
examples about which philosophers have formed a consen-
sus. And work by psychologists shows that that consensus is
matched by a consensus among ordinary people about what
to do in such examples. The consensus of philosophers and
the consensus of ordinary people discovered by psycholo-
gists does not match what the researchers behind the project
claim is the consensus of the project’s participants.

Now, there are difficult questions about moral episte-
mology here. And it is really hard to say how we (philoso-
phers and ordinary people) can come to know moral truths.
(Although, see the introduction to [anonymized] for our own
take on this topic). But as difficult as these questions are, we
think we can side step such issues here. The project claims to
have discovered what ordinary people think about such cases
and alleges that what ordinary people think conflicts with
what they will buy. We think the project doesn’t accurately
capture what ordinary people think. And what such people
think is moral doesn’t conflict with what they will purchase.

Seventh objection: What is our original contribution here?
As we point out, the trolley variants we use have been dis-
cussed in the literature already. So what do we add?

Reply: Our original contribution is not to theoretical eth-
ics. As the objector points out, we have not come up with a
new variant of trolley or anything like that. Instead, we think
our contribution is this: the project claims that what consum-
ers will purchase is different than what consumers think is
moral. But we show that this is not true. Lots of people have
this same misunderstanding. We think it is valuable for us
to point this mistake out.

Eighth objection: We need to be more forthright in say-
ing what ‘will bring more harm’ or ‘seriously misguided’
means.

Reply: We think that the project is seriously misguided
in the following way: it only illicits intuitions about a nar-
row range of trolley variants. Go back to the analogy with
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a physicist who defends general relativity by considering
only the data that supports general relativity but not being
attentive to data that instead supports quantum mechanics.
It would be fair to say that such a physicist is seriously mis-
guided. In the same way, it is fair to say that the project is
seriously misguided.

We think the project is potentially harmful in the follow-
ing way: It makes salient only trolley variants that illicit
utilitarian intuitions. And it makes it seem like there is a
conflict between the cars people want and the cars people
think are moral when there really is not. Without correction,
that would make manufactures, policy-makers, and consum-
ers unnecessarily weary of autonomous vehicles. That would
delay the adoption of such vehicles. And that would lead to
more deaths than if people knew there was really no conflict
between what consumers will purchase and what they think
is moral.

Funding This material is based upon work supported by the National
Science Foundation under Grant No. SES—1734521.
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