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ABSTRACT: APbX3 (A = Cs, methylammonium {MA}; X = I, Br, Cl) lead halide
perovskites are of interest for light-emitting applications due to the tunability of their
bandgap across the visible and near-infrared spectrum (IR) coupled with efficient
photoluminescence quantum yields (PLQYs). It is widely speculated that photoexcited
electrons and holes spatially separate into large (Frölich) negative and positive polarons
which are stabilized by the A cations. Polarons are expected to be optically active, with recent
IR transient absorption experiments showing spectral features consistent with photo-
ionization of the polaron into the continuum band states. For large polarons in the
intermediate coupling regime, it would also be expected to observe spectral signatures of
transitions within the polaronic potential well producing polaron excited-states. From the polaron excited-state we predict that
large polarons should be capable of spontaneous emission (photoluminescence) in the mid-IR to far-IR regime based on the
concept of inverse occupations within the polaron potential well. To test this hypothesis, we use density-functional theory
(DFT) based calculations using a CsPbBr3 nanocrystal atomistic model as a host material for either negative (electron) or
positive (hole) polarons. We dynamically couple electronic and nuclear degrees of freedom by computing nonadiabatic
couplings which allow us to explore nonradiative relaxation of excited polaronic states. Radiative relaxation of excited polaronic
states is found from Einstein coefficients for spontaneous emission. Efficiency of polaron emission is determined from rates of
nonradiative recombination (kNR) and radiative recombination (kR) as kR/(kR + kNR). It is found that both the positive and
negative polaron show bright absorption features and photoluminescence from the relaxed-excited state (RES) to the polaron
ground states (PGS), but it is an inefficient process (PLQY ∼ 10−4−10−7). Methodology considerations for improving the
computed PLQY of polaron emission are discussed, such as Marcus rate corrections and coherence. This work provides
computational support for observation of IR polaron absorption and a potential direction toward extending the emission
capabilities of APbX3 perovskites into the mid-IR to far-IR regime.

I. INTRODUCTION

The performance of solid-state optoelectronic devices, such as
photovoltaic cells, light-emitting diodes (LEDs), lasers, and
quantum computers, depends on factors such as the ground-
state electronic structure of a material, the radiative and
nonradiative dynamics of charge-carriers in the excited-state,
light−matter interactions, and the interaction between
interfaces of layers of materials in a device. Engineering the
performance of these devices requires knowledge on how to
tune features of electronic structures (i.e., band gap engineer-
ing) which are favorable for a desired purpose, such as
maximizing the absorbance power density in photovoltaics, and
alter the rates of excited-state processes, such as using
confinement to enhance radiative recombination kinetics of
charge-carriers for LEDs.
In the context of using solid-state materials as light emission

sources, there are three primary regimes of interest: ultraviolet,
visible, and infrared (IR). Here we will focus on infrared

emission sources. Utilizing IR electronic transitions within
solid-state materials, as compared to thermal IR emission from
vibrational modes, is beneficial since they have resonances
which provide narrow-band emission while vibrational
transitions provide broad-band emission. Within the IR
spectrum there are four distinct regions: 700 nm−1.5 μm
near IR (NIR), 1.5 μm−3 μm small wave IR (SWIR), 3 μm−8
μm medium wave IR (MWIR), and 8 μm−15 μm long wave
IR (LWIR). Within the NIR and SWIR region the most
common application for IR emission is for low loss
telecommunications. For MWIR and LWIR the most common
use is for thermal imaging and tracking.
The quantum efficiency of emission depends on the ratio of

radiative and nonradiative recombination rates. The rates of
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nonradiative recombination are expected to grow exponentially
as the transition energy between electronic states approaches
zero, by so-called “gap-law”.1 This is a common constraint
when trying to rationally design efficient IR PL sources. To
obtain efficient IR photoluminescence (PL), three criteria are
needed: (i) transition energies within the range of 0.1 to 1.8
eV, (ii) fast radiative recombination, and (iii) slow non-
radiative recombination. Traditionally, transition energies
tuned for IR PL have been obtained by utilizing the intrinsic
bandgap of a material, using electronic confinement to tune the
bandgap,2 using heterostructures to tune the transition
energy,3 and using doping to tune the bandgap.4 Recently,
creating surface defect states has shown the ability to
controllably tune the transition energy.5 Increasing the rates
of radiative recombination can be achieved by increasing the
exciton binding energy through electronic confinement6 or
dielectric confinement.7 Slowing down nonradiative recombi-
nation rates can be accomplished by reducing the interaction
of an excited-electronic state with its external environment,
such as reducing temperature or using nanostructures to
suppress phonon modes.8

APbX3 (A = Cs, methylammonium(MA), formadamidinium
(FA): X = I, Br, Cl) lead halide perovskites belong to a class of
materials that have shown promise for high efficiency
LEDs9−14 and photovoltaics.15−25 It is interesting to note
that PV efficiency can be tuned by morphology control of
radiative recombination12−15 and interfacial engineering.16−19

Scanning tunneling microscopy (STM) experiments of lead
halide perovskite help provide a more complete picture of
these materials.26

The reasons APbX3 lead halide perovskites show high
promise for next-generation devices are due to a combination
of facile wet-chemical synthesis coupled with high defect
tolerance, physical tunability in the form of nanostructures,
such as nanocrystals27 (NCs), nanowires,28 thin-films,29 and
layered materials,30 and exotic excited-state properties.31 In
particular, thin-films of MAPbI3 have shown unusual charge-
carrier transport properties, such as long nonradiative
recombination rates in polycrystalline samples with high-defect
densities. Recent work has suggested that the extended
nonradiative lifetimes could potentially be attributed to
photoinduced large polaron formation due to the cooperative
motion of A site cations within the perovskite which trap the
charge carriers into separate positive (hole) and negative
(electron) polaronic states.32−35

Polarons, quasi-particles formed due to the static coupling of
electronic and nuclear degrees of freedom described by the
Fröhlich Hamiltonian,36 are typically observed in polar crystals
and have a range of sizes which are based on the strength of
the electron−phonon coupling. The coupling parameter is
generally referred to as α. Large α produces small polarons,
which trap the charge carriers to a single site within the lattice,
and smaller α produces large polarons, which trap the charge
carrier across multiple unit cell lengths. Similar to other quasi-
particles, polarons have an electronic structure with the lowest
polaron energy state being the polaron ground-state (PGS)
and the next highest energy state being the relaxed excited-
state (RES).37

Polarons are also expected to be optically active and display
two contrasting absorption mechanisms: dipole-allowed within
the polaron potential well which requires conservation of
angular momentum Δl = ±1 and photoionization of the bound
polaron into the conduction/valence band continuum with a

transition energy threshold ℏω = 3Ep, where Ep is the polaron
binding energy.38 Optical transitions within the polaron
potential are defined by discrete, atomic like resonant
transitions which scale with the binding energy Ep. This
means that small polarons (large Ep) display higher energy
transitions than large polarons (smaller Ep). Signatures of
polaron photoionization are an absorption maximum near the
threshold energy ℏω = 3Ep with an asymmetric tail toward the
higher energy transitions. Recent transient absorption experi-
ments have explored the optical response of excited-states in
films of MAPbI3 and observed IR absorption characteristics
which were attributed to photoionization of large polarons into
the continuum band states.39,40 Only recently have there been
theoretical models developed toward predicting the role of
negative and positive polarons on the radiative recombination
in perovskites.41,42 Here we will use atomistic based models to
compute the dipole-allowed transitions within the potential
well for individual negative or positive polarons.
Large polarons in APbX3 perovskites have the necessary

energy spectrum to be IR photoluminescence (PL) sources.
Considering that absorption and emission are inverse processes
(i.e., the transition dipole operator is Hermitian), it seems
conceivable to obtain IR PL from large polarons. The
efficiency of IR PL would be determined by the kinetics of
radiative and nonradiative recombination. Interestingly, polar-
ons are known for screening phonons which slows down
nonradiative transitions. Also, in a previous computational
modeling work we reported slow hot-carrier cooling in the
conduction band of a CsPbBr3 NC atomistic model due to
large spin−orbit coupling interaction and strong electronic
confinement.43 With the combination of a low conduction
band DOS, large subgaps, and phonon-screening due to
polaron formation, it seems possible that radiative recombina-
tion can be competitive with nonradiative recombination
within the polaron potential well. Continuing from previous
work, here we use density functional theory (DFT) based
computational methodology44,45 to model the excited-state
dynamics of hot-polarons in an atomistic CsPbBr3 NC to test if
polarons can be a potential IR PL source.
There are two mechanisms for the creation of polaronic

states: a photoexcitation producing a simultaneous hole
(positive) and electron (negative) or selective charge injection
producing single polarons or bipolarons with the same charge.
Once the charges are introduced to the lattice, polaron
formation can be described by the static coupling of electronic
and nuclear degrees of freedom within the Born−Oppen-
heimer (BO) approximation (diagonal matrix elements of the
BO Hamiltonian).
To describe nonradiative polaron dynamics, one has to go

beyond the Born−Oppenheimer approximation by accounting
for the influence of nuclear kinetic energy during the
propagation of electronic degrees of freedom. One of the
most common approaches for accomplishing this is based on
computing nonadiabatic couplings (NACs). NACs describe
coupling of orthogonal electronic states due to electron−
phonon interactions and can be converted into the analysis of
phonon-assisted nonradiative transitions between electronic
states. NACs can be computed with normal-mode analysis by
explicitly solving for eigen-frequencies and eigen-modes46 or
using a molecular dynamics based on the “on-the-fly”
approach.47

Absorption and emission properties of polarons can be
analyzed using the concept of transition dipoles, which
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describe the coupling of electronic degrees of freedom to
electromagnetic waves. As a first order approximation, optical
transitions between electronic states can be considered in the
independent orbital approximation (IOA)48,49 which neglects
the Coulombic correlation between photoexcited electron−
hole pairs. The IOA can be considered as a good
approximation for two reasons: (i) for spatially confined
materials, such as NCs, the orbital kinetic energy is more
significant than the Coulomb potential energy50 and (ii)
perovskites show a very large photoinduced dielectric
constant51 (ϵ0 ≈ 1000) which effectively screens (reduces)
Coulomb interactions. Higher order analysis of optical
transitions, including the photoexcited electron−hole Cou-
lomb interaction, requires computing transition densities using
methodologies such as linear response time-dependent DFT
(TDDFT) or the Bethe−Salpeter equation.46
The rest of the manuscript is arranged as follows:
(II) Methods, and some background definitions, which are

included in order to avoid ambiguities in notations and in
procedures of computing observables: - (i) Mixed Quantum-
classical methodology to describe polaron formation; (ii)
ground-state observables of positive and negative polarons;
(iii) description of density matrix-based equation of motion for
electronic degrees of freedom coupled to a nuclear bath; (iv)
description of excited-state dynamics observables; (v)
computational details and description of the atomistic model
used. (III) Results − (i) ground-state electronic structure,
polaronic absorption spectra, and radial distribution functional
analysis of polaronic geometries; (ii) hot-polaron excited-state
dynamics, which includes nonradiative cooling of the hot-
polaron and radiative IR emission from the hot-polaron. (IV)
Discussion − Observations of hot-polarons within the
literature, impact of surface chemistry on the coupling of
vibrational modes to the hot-polaronic electronic states,
assumptions of our excited-state dynamics and mixed
quantum-classical methodology and their potential impact on
the computed observables.

II. METHODS
II.(i). Theory of Polaron Formation in Mixed

Quantum-Classical Methodology. The static coupling of
electronic and nuclear degrees of freedom which results in
polaron formation is generally described by the Fröhlich
Hamiltonian.36 In eqs 1−4 the Fröhlich Hamiltonian is
described in second quantization formalism

= + + −H H H Hpolaron e ph e ph (1)

He is the on-site electronic energy, Hph is the phonon energy,
He−ph is the cross-term which described interaction between
electronic and nuclear degrees of freedom.

∑ ζ=
σ

σ σ σ
†H c ce

n k
nk nk nk

, , (2)

In eq 2 n, k, and σ represent band, crystal momentum, and spin
indices with cnkσ

† and cnkσ being the Fermionic annihilation and
creation operators. ζnkσ is the on-site electronic energy matrix
element.

∑ ω= ℏ
ν

ν ν ν
†H a aph

q
q q q

, (3)

In eq 3 q and v represent phonon momentum and mode index
with ℏωqν being the phonon mode energy. aqν

† and aqν are the

Boson creation and annihilation operators. For a spatially
confined particle k = 0 and q = 0.

∑ γ ν ω= +
ν σ

ν σ σ ν−
′

′ ′
†H c c a h c( ) . .e ph

n n
nn n n

, , ,
,

(4)

Equation 4 describes the interaction of electronic degrees of
freedom with nuclear degrees of freedom with γnn′(q, k, ν)
being the matrix element. He‑ph can be decomposed into two
distinct interactions: a “static” interaction He−ph

static when n = n′
and a dynamic interaction He−ph

dynamic when n ≠ n′. He−ph
static

corresponds to a change of nuclear coordinates along an
adiabatic potential energy surface (PES) which results in a
lowering of energy, analogous to Jahn−Teller distortions.
He−ph

dynamic corresponds to changes in occupations of electronic
and nuclear states allowing for dissipative dynamics.
For practical implementation of eqs 1−4 and atomistic

modeling, we use the following mixed quantum-classical
methodology: (i) Electronic contributions He are treated
quantum mechanically and modeled in terms of noncollinear
spin DFT where the wave functions are constructed in the
form of two-component spinor Kohn−Sham orbitals (SKSOs)
φ ⃗r( )i

SKSO . (ii) Nuclear contributions Hph are described within
the classical path approximation (CPA) where nuclear wave
functions are approximated as delta functions ϕv(RI) = δ(RI −
⟨RI⟩) with ⟨RI⟩ = ⟨ϕv|RI|ϕv⟩ being the expectation value of the
nuclear position. Thus, the phonon part of the Hamiltonian is
represented in terms of positions and momenta of nuclei for
potential and kinetic energies. (iii) The response of nuclear
potential energy to changes in electronic configuration and
electronic transitions facilitated by nuclear motion, originating
from electron−phonon interaction in eq 4 are discussed in
what follows.
Noncollinear spin DFT52,53 is used as the electronic basis,

and we include the spin−orbit coupling (SOC) interaction due
to the large angular momentum of conduction band Pb2+ 6p
orbitals. A self-consistent noncollinear spin DFT uses four
densities ρ ⃗σσ′ r( ) and rests on the KS equation

∑ δ ρ φ ε φ− ∇ + [ ⃗ ] ⃗ = ⃗
σ α β

σσ σσ σσ σ σ
′=

′ ′ ′ ′v r r r( ( ) ) ( ) ( )eff
i i i

,

2

(5)

In eq 5, α and β are orthogonal spin indices, and ρ[ ⃗ ]σσ σσ′ ′v r( )eff is
the 2 × 2 matrix operator of the effective potential. In
accordance with the self-consistent Kohn−Sham theorem, the
2 × 2 effective potential is a functional of the electronic density

for a N electron system =σσ
δ ρ

δρ′
[ ]σσ

σσ

′

′
veff ETOT N

N The spin-dependent

electronic density ρσσ′ is dependent on the total number of
electrons N. The total energy of the system ETOT[ρσσ′

N ]
consequently depends on the number of electrons and
determines the equilibrium ground state geometry when

=ρ∂ [ ]
∂

σσ′ 0
E

R

TOT N

with R representing nuclear degrees of freedom.

For the N electron system the equilibrium bond distances will
have distance Requilib

N . Changing the total number of electrons N

± ΔN changes the forces acting on nuclei
ρ∂ [ ]

∂
σσ′

±ΔE
R

TOT N N

due to

having a new electronic density ρσσ′
N±ΔN. For polaronic models

with added/removed charge the equilibrium bond distances
will be altered to give an updated equilibrium geometry Requilib

N±ΔN.
Solutions of eq 5 produce spinor Kohn−Sham orbitals

(SKSOs) which are two component wave functions composed
as a superposition of α and β spin components.
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φ
φ

φ
φ α φ β⃗ =

⃗

⃗
= ⃗ | ⟩ + ⃗ | ⟩

α

β
α βr

r

r
r r( )

( )

( )
( ) ( )i

SKSO i

i
i i

l
m
ooo
n
ooo

|
}
ooo
~
ooo (6)

As a starting point, we determine the optimized geometry of
the charge neutral model, in the absence of polarons, within
the self-consistent DFT with N number of electrons. This
corresponds to transforming the Fröhlich Hamiltonian terms
in eqs 2−4 to our mixed quantum-classical methodology.

+ + =−H r H R H r R H r R( ) ( ) ( , ) ( ; )e
N

ph e ph
static

SKSO
N

(7)

HSKSO
N (r; R) describes the electronic and nuclear degrees of

freedom where the total energy depends parametrically on the
nuclear coordinates R. This defines finding the minima of the
PES with nuclear coordinates Requilib

N for the N electron system.
We use this as a reference state to compare N electron system
observables, such as equilibrium bond distances Requilib

N , to the
polaronic models.
To describe polaronic states we first add/remove charge ΔN

from the N electron system to give a total of N ± ΔN
electrons. Then we do not allow the ions to reorganize around
the new charge density ρσσ′

N±ΔN keeping the nuclear coordinates
fixed from the N electron system

+ + =±Δ
−

±ΔH r H R H r R H r R( ) ( ) ( , ) ( ; )e
N N

ph e ph
static

SKSO
N N

(8)

which is analogous to a Franck−Condon transition from the
ground-state PES to the lowest-excited state PES.
Next, we allow the nuclei to reorganize around the charge

density ρσσ′
N ± ΔN with change in nuclear coordinates δR

δ

+ +

= +

±Δ
−

±Δ

H r H R H r R

H r R R

( ) ( ) ( , )

( ; )

e
N N

ph e ph
static

SKSO
N N

(9)

This term describes finding the minima of the lowest-excited
state PES with nuclear coordinates Requilib

N + δR = Requilib
N±ΔN. To

approximate the electron−phonon interaction from the
Fröhlich Hamiltonian, eq 4, we subtract eq 8 from eq 9

δ= + −−
±Δ ±Δ ±ΔH r R H r R R H r R( , ) ( ; ) ( ; )e ph

N N
SKSO
N N

SKSO
N N

(10)

which describes the reorganization energy from the Franck−
Condon states on the excited-state PES to the minima of the
excited-state PES.
II.(ii). TheoryGround-State Observables. For each

model we computed the electronic density of states DOS as

∑ δ ε ε= − − ϵDOS ( )SKSO
i

i
SKSO

Fermi
(11)

with εi
SKSO being the band eigen-energies and ϵFermi being the

Fermi level ϵ = ε ε+
fermi 2

i
SKSO HOMO

i
SKSO LUMO, ,

To quantity the changes in bond distances between ions, we
compute radial distribution functions (RDFs) as

∑
π

δ= − | ⃗ − ⃗ |RDF r
r

r R R( )
1

4
( )

IJ
I J2

(12)

where | ⃗ − ⃗ |R RI J represents the pairwise distance between ion I
and J.
To dynamically couple electronic and nuclear degrees of

freedom, we use adiabatic molecular dynamics (MD). This

provides kinetic energy of nuclei to break orthogonality of
electronic states. Again, the nuclear degrees of freedom are
treated in the CPA approximation with the nuclei following the
classical path trajectories. The initial velocities of nuclei are
scaled to keep a constant temperature, eq 13, with forces acting
on the nuclei depending on the electronic density ρσσ′

N ± ΔN, eq
14.

∑
⃗
| =

=
=

M dR
dt

N k T
2

3
2I

N
I I

t
ion

1
0

2

B

ion i

k
jjjjj

y

{
zzzzz

(13)

ρ⃗ = ⃗
σ̂σ′

±Δd
dt

R F M( )/I I
N N

I

2

2 (14)

⃗RI represents ionic coordinates, MI mass of the Ith nuclei, kB is

the Boltzmann constant, T is temperature, and ρ⃗ [ ̂]F ( )I is the
force acting on the ions which we specify is a functional of the
electronic density ρσσ′

N ± ΔN.
II.(iii). TheoryReduced Density Matrix Equation of

Motion for Electronic Degrees of Freedom. The time
evolution of electronic degrees of freedom that are weakly
coupled to a thermal bath can be described using the Redfield
quantum master equation54,55 in the density matrix formalism.

∑ρ ρ ρ
ρ

̂ = −
ℏ

− +d
dt

i
F F

d

dt
( )

k
ik kj ik kj

ij

diss

i

k
jjjjjj

y

{
zzzzzz

(15)

where F is the many-electron Fock matrix, which includes
exchange and correlation, and ρ is the density matrix. The first
term is the Liouville−von Neumann equation describing the
unitary time evolution of a closed system while the second
term describes electronic energy dissipation due to weak
coupling to a thermal bath. The dissipative transitions result
from the quantum part of the nuclear kinetic energy. The
dissipative transitions are parametrized from NACs computed
“on-the-fly” on the basis of SKSO orbitals

∫

∑ φ

φ

φ φ

φ φ

φ

φ

̂ = − ℏ ⃗ { ⃗ } ∂
∂ ⃗

× ⃗ { ⃗ } ∂
∂

⃗

= − ℏ ⃗ { ⃗ } ∂
∂

⃗ { ⃗ }

= − ℏ
Δ

{⃗ * ⃗ { ⃗ } * ⃗ { ⃗ } }

·
⃗ { ⃗ + Δ }

⃗ { ⃗ + Δ }
+

α β

α

β

V t i r R t
R

r R t
t

R

i r R t
t

r R t

i
t

dr r R t r R t

r R t t

r R t t
h c

( ) ( , ( ) )

( , ( ) )

( , ( ) ) ( , ( ) )

2
( , ( ) ) ( , ( ) )

( , ( ) )

( , ( ) )
. .

ij
NA

I
i
SKSO

I
I

j
SKSO

I I

i
SKSO

I j
SKSO

I

i I i I

j I

j I

l
m
oooo

n
oooo

|
}
oooo

~
oooo (16)

We highlight that in the limit of Δt → 0 this expression

reduces to the orthogonality relation {δ = =
≠

i j
i j

1,
0,ij . Due to

nuclear kinetic energy of nuclei the orthogonality relation is
broken and provides a “mixing” of SKSOs. NACs are
converted into rates of transitions by taking the Fourier
transform of the autocorrelation function, SI eqs 1a−1c, which
provides components for the Redfield tensor Rijkl, SI eq 1d.
The Redfield tensor controls dissipative dynamics of the
density matrix, SI eq 2.
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Dissipative transitions are treated perturbatively to second
order with respect to the electron−phonon interaction and can
be interpreted as state-to-state transitions analogous to Fermi’s
Golden Rule. From the Redfield tensor Rijkl we can
approximate a nonradiative recombination rate knr from the
polaron RES to PGS from the corresponding Redfield matrix
elements

≈ −k Rnr RES PGS (17)

II.(iv). TheoryExcited-State Observables: Charge
Distributions, Rates, Absorption Spectra, Photolumi-
nescent Quantum Yields. We use the independent orbital
approximation (IOA) were excited-states are described as a
pair of orbitals, as opposed to a superposition of orbitals
commonly used in TDDFT or Bethe-Saltpeter approaches.
Optical transitions between SKSO i and j can be found
through transition dipole matrix elements, eq 18, which can be
used to compute oscillator strengths, eq 19.

∫ φ φ
φ

φ⟨ ⃗ ⟩ = {⃗ * *} ⃗α β
α

β
D e dr rij i i

j

j

l
m
ooo
n
ooo

|
}
ooo
~
ooo (18)

π
= | ⃗ |

ℏ
f D

m v

e

4

3ij ij
e ij2
2 (19)

With known oscillator strengths, an absorption spectrum can
be computed through eq 20

∑ ∑

∑

α ε δ ε ε

δ ω ω ρ ρ

= − Δ

= ℏ − ℏ { − }

≤ ≥

<

f

f

( ) ( )

( )

SKSO

i HO j LU
ij ij

i j
ij ij ii

eq
jj
eq

(20)

Partial contributions of bright transitions from orbitals
occupied at equilibrium ρii

eq ≈ 1, i ≤ HO to orbitals unoccupied
at equilibrium ρjj

eq ≈ 0, j ≥ LU. Note that the HO = N ± ΔN
depends on the total charge of the model and will take
different values for positive and negative polarons. Time-
resolved emission in the excited-state can be found based on
the presence of inverse occupations along the excited-state
trajectory and the intensity of the oscillator strength between
states i and j

∑ω δ ω ω ρ ρℏ = ℏ − ℏ { − }
>

E t f t t( , ) ( ) ( ) ( )
j i

ij ij jj ii
(21)

An emission spectrum can be generated from integrating the
time-resolved emission along the trajectory

∫ω ωℏ = ℏE
T

E t dt( )
1

( , )tot
T

0 (22)

Rates of radiative recombination kr can be found from Einstein
coefficients for spontaneous emission56

π
ε

= =−
−

−k fA
8 v e
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f PGS−RES is the oscillator strength from the RES to the PGS,
vPGS − RES
2 is the transition frequency from the RES to the PGS,
gi is the degeneracy of the electronic state, and the rest of the
variables represent the fundamental constants. From the
radiative recombination rate kr and knr we compute a PLQY

=
+
k

k k
PLQY r

r nr (24)

II.(v). Computational and Atomistic Details. From the
bulk CsPbBr3 crystal structure a 2 × 2 × 2 unit cell was carved

Figure 1. DOS and IR polaron absorption spectra for the positive polaron models. (a) DOS, aligned with the Fermi level of the neutral model, of
four respective models: neutral perovskite NC (black, solid), positive polaron in singlet configuration (green, dashed), in doublet configuration
(red, dash-dot), and triplet configuration (blue, dot-dash-dot dot). The boxed region is to highlight that we focus on the valence band DOS to
observe positive polaron formation. (b) IR absorption spectra, computed using eq 20, spectra for the positive polaron plotted in units of
wavenumbers for singlet (green, solid), doublet (red, dashed), and triplet (blue, dot-dot-dash) spin configurations. The inset triangles/arrows
indicate sh → ph and sh → dh optical transitions which are illustrated in (c)−(e). DOS for the (c) singlet, (d) doublet, and (e) triplet polaron model.
The energy axis is aligned to the Fermi level of the polaron. Shaded regions correspond to occupied states while white regions correspond to
unoccupied states which we call the positive polaron. The sh, ph, and dh labels indicate symmetry of the envelope function for those respective
bands. For (c) and (e) the lowest energy optical transition is of sh → ph type while (d) is sh → sh type due to each band being 2-fold degenerate.
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out giving Pb/Br terminated surfaces providing a composition
of Cs8Pb27Br54. To passivate terminal Pb2+ (Br−) ions acetate
anions (ethylammonium cations) are used as ligands and were
coordinated to each respective surface atom.57 Although
previously published, the geometry of the model is illustrated
in SI Figure 1 Overall, this gives a structure of Cs8Pb27Br54
passivated with 54 (48) acetate anions (ethylammonium
cations) for a total of 995 ions and 2808 electrons. The original
structure deviates from the ideal stoichiometry Ax

+Bx
2+C3x

− which
was fixed by charge balance to open the bandgap. This
composition gives a NC that has an edge length of ∼2 nm.
The ground-state electronic structure of our atomistic model

was found using DFT with the generalized gradient
approximation (GGA) Perdew−Burke−Ernzerhof (PBE) func-
tional58 in a plane-wave basis set along with projector
augmented-wave (PAW) pseudopotentials59,60 in VASP61

software. We use a plane-wave cutoff of 400 eV and optimize
the atomistic models until the forces on the atoms are less than
1 meV. From the ground-state nuclear configuration computed
with the GGA functional, single point calculations were done
using noncollinear spin DFT including the SOC interaction
which was used to compute observables of the system. All
calculations were performed at the Γ point. A simulation cell
size of 31 × 31 × 31 Å with 7 Å of vacuum in each direction
was used. The charge neutral ground-state structure is
optimized using the N electron system. To model polaron
formation, we add/remove ΔN electrons from the system and
reoptimize the structure. Illustration of this process is shown in
SI Figure 2(a)−(c). The spurious electrostatic interactions
between replicas of charged species discussed by Neugebauer
and Scheffler62 are avoided with the use of a background
charge concept.63

To explore the electronic and optical properties of various
spin multiplicity polaronic states, we implement constrained

DFT. Within spin-polarized DFT we specify the number of α
and β electrons from the spin-dependent electronic density ρσ
to have Nα = ∫ ραdr3 and Nβ = ∫ ρβdr3. Their difference δN =

Nα − Nβ defines the spin state = δs N
2
and multiplicity m = 2s

+ 1.64 We explored singlet (m = 1), doublet (m = 2), and
triplet (m = 3) spin multiplicities. Note that Nα + Nβ defines
the total number of electrons and is different for positive and
negative polarons. The noncollinear spin DFT charge density
was constrained to have a specified multiplicity from the spin-
polarized charge density.
To initialize MD, the NC model was set to a Nose−Hoover

thermostat and heated to 300 K. Once temperature was
reached, the MD trajectory was propagated for 1 ps using Δt =
1 fs time steps under the NVT ensemble.

III. RESULTS
III.(i). Polaron Ground-State Electronic Structure and

Radial Distribution Functions. In Figure 1(a)−(e) we show
the density of states (DOS) of each spin multiplicity and their
IR absorption spectra for the positive polaron model. Figure
1(a) shows the DOS of the ground-state model (black) singlet
(green, dashed), doublet (red, dashed), and triplet (blue, dot-
dashed) with the Fermi energy being aligned with the neutral
ground-state model. The boxed region of the valence band
corresponds to the location of the positive polarons in the
DOS. Filled in regions of the curve correspond to occupations,
and for clarity we only show ground-state occupations for
Figure 1(a). Figure 1(b) shows the IR absorption spectra for
singlet (green, solid), doublet (red, dashed), and triplet (blue,
dot-dashed) polaron models. It is observed that the singlet and
the triplet lowest energy transition are of high intensity
compared to the doublet. Figure 1(c)−(e) shows the positive
polaron DOS for the (c) singlet, (d) doublet, and (e) triplet
models with the energy axis being aligned to the polaron Fermi

Figure 2. DOS and IR polaron absorption spectra for the negative polaron models. (a) DOS, aligned with the Fermi level of the neutral model, for
the four respective models: neutral perovskite NC (black, solid), positive polaron in singlet configuration (green, dashed), in doublet configuration
(red, dash-dot), and triplet configuration (blue, dot-dash-dot dot). The boxed region is to highlight that we focus on the conduction band DOS to
observe negative polaron formation. (b) IR absorption spectra, computed using eq 20, spectra for the negative polaron, in units of wavenumbers,
for singlet (green, solid), doublet (red, dashed), and triplet (blue, dot-dot-dash) spin configurations. The inset triangles/arrows indicate se → pe and
se → de optical transitions which are illustrated in (c)−(e). DOS for the (c) singlet, (d) doublet, and (e) triplet polaron model. The energy axis is
aligned to the Fermi level of the polaron. Shaded regions correspond to occupied states while white regions correspond to unoccupied states. The
occupied states are what we refer to as the negative polaron. The se, pe, and de labels indicate symmetry of the envelope function for those respective
bands. For (c) and (e) the lowest energy optical transition is a se → pe type while (d) is se → se type due to each band being 2-fold degenerate.
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level for each respective model. Filled in regions of Figure
1(c)−(e) correspond of occupied states with white regions
being unoccupied hole states which we refer to as positive
polarons. The sh, ph, and dh labels indicate interpretation of
symmetry of the envelope function for those respective bands.
A comment on rigorous definition of these labels is provided in
the SI. For the singlet and triplet polarons Figure 1(c) and (e)
it is observed that the Fermi energies align in-between the sh
and ph bands while for the doublet Figure 1(d) it is aligned
with the sh band. This is due to each band being twice
degenerate31,65 for APbX3 perovskites. This also means that
the lowest energy optical transitions for (c) and (e) are sh → ph
types of transitions while (d) is of sh → sh type. In Figure 1(b)
the inset arrows indicate sh → ph IR optical transitions for each
model.
In Figure 2(a)−(e) we show the DOS and IR absorption

spectra for negative polaron models which has the same format
as Figure 1(a)−(e). Figure 2(a) shows the DOS of the ground-
state model (black) singlet (green, dashed), doublet (red,
dashed), and triplet (blue, dot-dashed) negative polarons with
the Fermi energy being aligned with the neutral ground-state
model. The boxed region of the valence band corresponds to
the location of the negative polarons in the DOS. Figure 2(b)
shows the IR absorption spectra for singlet (green, solid),
doublet (red, dashed), and triplet (blue, dot-dashed) polaron
models. It is observed that the singlet and the triplet lowest
energy transition are of high intensity compared to the doublet.
It is also observed that in Figure 2(b) the negative polaron
spectrum is of higher intensity than Figure 1(b) the positive
polaron spectra. Figure 2(c)−(e) shows the negative polaron
DOS for the (c) singlet, (d) doublet, and (e) triplet model
with the energy axis being aligned to the polaron Fermi level
for each respective model. Filled in regions of Figure 2(c)−(e)
correspond of occupied states, which we refer to as the
negative polaron, with white regions being unoccupied hole
states. The se, pe, and de labels indicate symmetry of the
envelope function for those respective bands. The alignment of
polaron Fermi levels in Figures 2(c)−(e) follows the same
trends as Figure 1(c)−(e). This again means that the lowest
energy optical transitions for Figures 2(c) and (e) are sh → ph
types of transitions while (d) is of sh → sh type. In Figure 2(b)
the inset arrows indicate sh → ph IR optical transitions for each
model.
The PGS optimized geometry is expected to be different

than the neutral QD ground state geometry due to static
coupling of electronic and nuclear degrees of freedom, in
accordance with the Fröhlich Hamiltonian, eqs 1−4, and its
quantum-classical approximation, eqs 7−10. In Figure 3(a)−
(f) we quantify the difference between geometries by plotting
RDFs, eq 12. RDFs compare pairwise distances between ions
and serve as a measure of changes in geometry due to polaron
formation. Figure 3(a), (c), and (e) show RDFs for positive
polarons and (b), (d), and (f) for negative polarons with (a)−
(b) comparing Pb−Br and Br−Br distances labeled with peaks
A/A′ and B/B′, (c)−(d) comparing Cs−Br distances labeled
with peaks C/C′, and (e)−(f) comparing Cs−Pb pairwise
distances labeled with peaks D/D′ and E/E′. For each plot in
Figure 3(a)−(f) the RDF is plotted for the optimized, neutral
ground state (black, solid), singlet (green, dash−dash), doublet
(red, dot-dot), and triplet (blue, dot-dash) spin configuration
for the optimized polaron geometries. Increases (decreases) in
peaks of the RDF between the neutral ground state and PGS
can be associated with increases (decreases) in coordination

number of ions66 due to polaron formation. Shifts in RDF
peaks along the x-axis would correspond to average bond/
coordination elongation or contraction. Numerical values of
the peaks labeled in Figures 3(a)−(f) are shown in Table 1.
Comparing Pb−Br and Br−Br bond distances in Figure 3(a)

positive polaron and (b) negative polaron RDF to the NGS, it
is observed that (a) shows an increase in the feature B along
with bond contraction while (b) shows an increase in feature
A′ with a bond elongation. This indicates that the positive
polaron increases coordination between Br ions while the
negative polaron increases coordination between Pb−Br ions.
When considering that the conduction (valence) band edges
are composed of Pb2+ 6p (Br− 4p) states, the addition
(removal) of charge is reducing (oxidizing) the system. For the
negative polaron model this would imply that the oxidation
state will fractionally change to Pb(2−δ)+ which will decrease the
electrostatic attraction between Pb and Br ions resulting in an
elongated bond length (feature A′ in Figure 3(b)). We note
the same trend in Pb−Br bond elongation has been observed
elsewhere for CsPbBr3 atomistic models.35,67 For the positive
polaron, an electron is being removed from the valence band
edge which fractionally decreases the electronegativity Br(1−δ)‑.
This would decrease the electrostatic repulsion between
nearest neighbor Br ions and decrease the coordination
distance between them (feature B in Figure 3(a)). Decreased

Figure 3. Distributions of pairwise distances, computed using eq 12,
between (a)−(b) Pb−Br signified with the A/A′ peak and Br−Br
distance represented with B/B′, (c)−(d) Cs−Br represented with
peak labels C/C′, and (e)−(f) Cs−Pb ions represented with peak
labels D/D′ and E/E′. (a), (c), and (e) are RDFs for positive
polarons and (b), (d), and (f) for negative polarons. For all plots,
RDF is plotted for the optimized, neutral ground state (black, solid),
singlet (green, long-dash), doublet (red, short-dash), and triplet (blue,
dot-dash-dot-dot) spin configuration for the optimized polaron
geometries. Insets for (b), (c), (e), and (f) illustrate the bond
distances that are being computed for the labeled peaks. We note that
peaks D/D′ indicate distances between the interior Pb2+ ion and Cs+

ions while the E/E′ peaks are between surface Pb2+ ions and Cs+ ions.
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Br−Br coordination also suggests that under oxidation the
octahedral Pb−Br lattice undergoes greater tilting and reduces
the connectivity between adjacent octahedra.
Cs−Br bond distances only show significant changes for the

Figure 3(c) positive polaron formation while (d) negative
polaron formation shows negligible change in RDF. Figure
3(c) peak C shows an increase in coordination between Cs and
Br ions and elongation of pairwise distances. Again due to
positive polaron formation the Br ions will have a decreased
electronegativity Br(1−δ)‑ and have a decreased Coulombic
attraction to positive Cs+ ions. This would account for the
decrease in pairwise distances.
Coordination between Cs−Pb ions shown in Figure 3(e)−

(f) shows two peaks. The D/D′ peaks are attributed to
coordination of Cs+ to the interior Pb2+ ion (center of the 2 ×
2 × 2 unit cell structure), and the E/E′ peaks are attributed to
coordination of Cs+ to exterior surface Pb2+ ions. Comparing
the neutral ground state and polaron RDF for the D/D′ peaks,
it is observed that the peak broadens and no longer has a well-
defined maximum while the E/E′ peaks increase. This implies
that the Cs+ ions expand away from the center of the core
toward the surface Pb2+ ions.
Changes in the RDF peak intensity can be related to an

increase/decrease of crystallinity of the sample. Increases of
intensity correspond to narrowing of the distribution
(increased crystallinity) while decreases in intensity corre-
spond to broadening of the distribution (reduced crystallinity).
One can quantitively access the measure of crystallinity by
comparing full-width half-maxima (fwhm) for distributions
before and after polaron formation. An ideal cubic phase
provides Dirac delta functions for each bond/coordination
distance. It is observed that the most significant changes in
fwhm occur for the positive polaron model with a narrowing of
features B and C in Figure 3, as observed in Table 1.
Observed quantitative changes in RDF are indeed small.

However, hypothetical changes, such as breaking of one out of
six Pb−Br bonds in an octahedral coordination would
hypothetically lead to reducing of the heights of the relevant
RDF peaks in proportion 5/6 while generating heights of 1/6
to an elongated coordinate compared to the original peak.
III.(ii). Polaron Excited-State Dynamics. For excited-

state dynamics we focus on the singlet positive polaron and the
singlet negative polaron which will be referred to as the

positive and negative polaron, respectively. To dynamically
couple electron and nuclear degrees of freedom, we implement
adiabatic molecular dynamics (MD) and use that trajectory to
compute NACs which provide off-diagonal elements of the BO
Hamiltonian. Fluctuations of SKSO energies along a 1 ps
adiabatic molecular dynamics (MD) trajectory for positive and
negative polarons are shown in SI Figure 3 and SI Figure 4,
respectively. From the adiabatic MD trajectories, we compute
NACs “on-the-fly” and use the them to parametrize the
Redfield equations, eqs 15−16, to generate state-to-state
dissipative transitions, in the spirit of Fermi Golden Rule.
The rates of these state-to-state transitions are illustrated in

Figure 4(a)−(b) in the form of Redfield tensors Riijj for the
positive polaron in (a) and the negative polaron in (b). The
“Orbital i” and “Orbital j” axis represent states in the (a)
conduction band and (b) valence and are labeled with the
symmetry of their envelope function. The Riijj axis represents
the nonradiative state-to-state transition rate in units of ps−1.
These rates are used to compute dynamic nonradiative cooling
rates kcooling and nonradiative recombination rates knr. Note that
only off diagonal tensor elements are nonzero while all
diagonal elements are zero. For Figure 4(a)−(b) it is observed
that there are alternating high intensity transitions near the
main diagonal and numerous low intensity transitions away
from the main diagonal. The altering high intensity transitions

δ δ≈ +− − + +
+ −R i R( ) ( )ii i i i j i j, 1, 1 0 1, , 1

1 ( 1)
2

i

are between near-

degenerate states whose average band energies only deviate
by a few millielectronvolts while the low intensity transitions
are between bands whose average energy is within thermal
energy kT. It is also observed that for Figure 4(b) the negative
polaron transition rates are very low near the conduction band
edge within the orbital range [LU,LU+12]. For a comparison
of the Redfield tensors for the positive doublet and negative
triplet and more detailed description of the Redfield tensor we
refer readers to SI Figures 5−6.
The initial conditions for the dynamics simulation are

interpreted as the following: the time scale of nuclear
reorganization (i.e., polaron formation) τreorganziation is much
faster than the time scale of the charge-carrier dissipating its
excess energy to the lattice as phonons τdissipation. In other
words, the excited-state trajectory corresponds to a hot-
polaron within the self-trapped Coulomb potential well which

Table 1. Maxima, rmax, and FWHM of Peak Features RDF Functions Shown in Figure 1a

Singlet Doublet Triplet

rmax [A] fwhm [A] rmax [A] fwhm [A] rmax [A] fwhm [A]

Positive Polaron
A [r(Pb−Br)] 3.04 (−0.02) 0.46 (+0.01) 3.05 (−0.01) 0.46 (+0.01) 3.04 (−0.02) 0.47 (+0.02)
B [r(Br−Br)] 4.17 (−0.02) 0.44 (−0.05) 4.17 (−0.01) 0.44 (−0.05) 4.16 (−0.03) 0.42 (−0.07)
C [r(Cs−Br)] 4.14 (0) 0.51 (−0.03) 4.13 (−0.01) 0.49 (−0.05) 4.13 (−0.01) 0.48 (−0.06)
D [r(Pb−Cs)] x x x x x x
E [r(Pb−Cs)] 5.27 (−0.01) x 5.30 (+0.02) x 5.30 (+0.02) x

Negative Polaron
A′ [r(Pb−Br)] 3.08 (+0.02) 0.42 (−0.03) 3.07(+0.01) 0.44 (−0.01) 3.08 (+0.02) 0.42 (−0.03)
B′ [r(Br−Br)] 4.16 (−0.03) 0.49 (0.00) 4.17 (−0.02) 0.49 (0.00) 4.16 (−0.03) 0.48 (−0.01)
C′ [r(Cs−Br)] 4.13 (−0.01) 0.54 (0.00) 4.12 (−0.02) 0.55(+0.01) 4.13 (−0.01) 0.55 (+0.01)
D′ [r(Pb−Cs)] x x x x x x
E′ [r(Pb−Cs)] 5.26 (−0.02) x 5.25 (−0.03) x 5.25 (−0.03) x

aFeatures A−E correspond to the positive polaron while features A′−E′ correspond to the negative polaron. The parentheses indicate the
difference between rmax and FWHM from the ground state and the respective polaron state. ‘x’ value in the table indicates undefined values.
D[r(Pb−Cs)] peak appears for the ground state geometry but broadens and loses a defined peak for polaronic geometries.
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dissipates energy to the surrounding heat bath. This results in
hot-polaron cooling from the initial condition to the RES. We
then compute the rate of hot-polaron cooling from the initial
condition to the RES as a function of dissipation energy Ediss =
EIC − ERES where EIC is the energy of the initially occupied hot-
polaronic state and ERES is the energy of the relaxed-excited
state.
Figure 5(a)−(b) shows hot-carrier cooling along the

excited-state trajectory (a) for negative polaron model and
(b) positive polaron model from a nonequilibrium state to the
polaron RES. The energy axis is in reference to the Fermi level
of the polaron model with the time axis in log scale normalized
to 1 ps. Green color code represents background reference
charge density, yellow represents average occupation of charge
density distribution in conduction band Δn > 0, and blue
represents average occupation of charge density distribution in
valence band Δn < 0. Horizontal dotted/solid lines represent

energy expectation values of charge carriers, SI eqs 3a−3c, and
vertical dashed lines represent hot carrier cooling τcooling fit to a
single exponential decay, SI eqs 4a−4b. Hot carrier cooling for
positive doublet polaron and negative triplet polaron are
shown in SI Figure 7 and explicit changes in occupations along
the excited-state trajectory with normalized carrier-cooling
curves ρii(t) are shown in SI Figure 8 and SI Figure 9,
respectively.
For the negative polaron in Figure 5(a) it is observed that

the hot-carrier shows a biexponential decay. The “fast”
component has a lifetime around τe1 ≈ 1 ps, and the slow

component has a lifetime on the order of τe1 ≈ 10 ps. This is
also readily observed in SI Figure 9(a) when comparing the
computed hot-carrier relaxation to the single exponential fit.
For the positive polaron in Figure 5(b) it is observed that hot-
carrier cooling follows closely to a single exponential decay
with subpicosecond carrier cooling τh < 1 ps. In Figure SI 10
we compare the cooling time of positive (red, large circle) and
negative (green, small circle) hot-polarons cooling time to
positive (black, small dot) and negative (blue, small dot) free-
carriers as a function of dissipation energy Ediss. It is observed
that it takes longer for the hot-polarons to dissipate their
energy to the surrounding heat bath than if they where free-
carriers. This can be attributed to the polaronic geometries
resulting in Jahn−Teller like distortions which reduce
nonadiabatic coupling between electronic states.
A competing mechanism for nonradiative electronic energy

dissipation through phonons is dissipation in the form of

Figure 4. Redfield tensor (a) negative singlet polaron and (b) positive
singlet polaron. The “Orbital i” and “Orbital j” axis represent states in
the (a) conduction band containing symmetry states se [LU, LU + 1],
pe [LU + 2, LU + 7], and de [LU + 8, LU + 17] and the (b) valence
band with envelope symmetry states sh [HO, HO − 1], ph [HO − 2,
LU − 7], and dh [LU − 8, LU − 14]. The Riijj axis represents the
nonradiative state-to-state transition rate in units of ps−1. These rates
are used to compute hot-carrier nonradiative cooling rates based on
initial population conditions. It is observed that there are alternating
high intensity transitions near the main diagonal and numerous low
intensity transitions away from the main diagonal. The high intensity
transitions are between near-degenerate states whose average band
energies along the MD trajectory only deviate by a few millielectron-
volts, while the low intensity transitions are between bands whose
average energy is within thermal energy kT. Note that (b) the positive
polaron model has higher intensity off-diagonal elements than (a) the
negative polaron model. This indicates that the positive polaron has
greater coupling to nuclear vibrionic degrees of freedom.

Figure 5. Hot-carrier cooling dynamics for (a) negative polaron and
(b) positive polaron. The energy axis is in reference to the Fermi level
for each polaron with the time axis in log scale normalized to 1 ps.
Green represents background reference, yellow represents average
occupation of charge density in conduction band, and blue represents
average occupation of charge density in valence band. Horizontal
dotted/solid lines represent energy expectation values of charge
carriers, SI eq 3(c), and vertical dashed lines represent hot carrier
cooling times τcooling fit to a single exponential decay, SI eq 4(a)−(b).
The initial condition corresponds to a polaron with excess kinetic
energy in the polaron potential well that then cools to the polaron
RES (ph/pe). For (a) the carrier decay follows a biexponential decay
while for (b) it is observed that the cooling follows closely to
monoexponential decay. The biexponential decay is attributed to large
subgaps, low density of states, and polaron screening of phonons
which reduces NAC.
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photons. A “hot” carrier can dissipate energy in the form of IR
photons before relaxing to the RES giving IR PL. This is what
we plot in Figure 6(a)−(d). Figure 6(a)−(b) show the (a)

time-resolved, eq 21, and (b) time-integrated emission, eq 22,
for the negative polaron along the excited-state trajectory.
Figure 6(c)−(d) show the same plots but for the positive
polaron. In Figure 6(a) and (c) the time axis is in log scale

normalized to 1 ps. The electronic excited-state trajectories
were propagated for (a)−(b) 5 ps and (c)−(d) 500 ps in
accordance to the nonradiative recombination rates, as seen in
Table 2. The blue background represents the “dark” reference
states with colored regions indicating occupation of optically
“bright” states with a population inversion and PL. Yellow
represents the most intense optical transitions along the
excited-state trajectory. Figure 6(b) and (d) show the time
integrated PL spectrum.
For both Figure 6(a) and (c) it is observed that there is a

cascade of “hot” emission events before cooling to the polaron
RES. Once the hot-carriers cool to the RES, there is polaron
PL from the RES to the PES arising from pe → se and ph → sh
transitions, respectively. From comparing (b) the negative
polaron and (d) the positive polaron it is observed that that
(b) has 1.5 order of magnitude larger intensity than (d). It is
also noted that there is a weak dh → sh hot PL observed in (d).
SI Figure 12(a)−(b) compares the integrated PL spectrum of
Figure 6(b) and (d) to their respective absorption spectra from
Figure 1(b) and 2(b). This provides support for the types of
optical transitions observed in Figure 6(b) and (d).
To determine the efficiency of IR PL from the positive and

negative polaron, we compute PLQY from kr and knr. kr is
computed from oscillator strengths using the Einstein
coefficient for spontaneous emission, eq 23, and knr is found
from the corresponding Redfield tensor element RRES−PGS, eq
17. Table 2 shows kr, knr, and PLQY for models presented here.
It is observed that the negative polaronic models show higher
PLQYs than the positive polaron models with the negative
singlet showing the highest computed PLQY on the order of
10−4.

IV. DISCUSSION

The main observable of interest in this paper is the spectral
properties of individual polarons in a CsPbBr3 perovskite NC
model. We also investigate the structural reorganization of the
lattice due to static electron−phonon interactions and the
emissive properties of the positive and negative polarons.
Within the discussion section we expand on the following
topics: correspondence between atomistic based modeling of
polarons and relation of the excited-state dynamics of hot-
carrier cooling simulations to experimental findings, the role of
surface ligands on the excited-state dynamics, and comments
on the assumptions and approximations of our methodology.
In our excited-state dynamics for a CsPbBr3 NC we modeled

the hot-carrier cooling of polarons with excess energy within
the polaron potential well to the RES. This assumes that upon
photoexcitation/charge injection that nuclear reorganization
(static electron−phonon interaction) is much faster than
energy dissipation (dynamical electron−phonon interaction),

Figure 6. Radiative relaxation along the excited-state trajectory with
(a), (c) showing time-resolved emission and (b), (d) showing time-
integrated radiative emission for the (a)−(b) negative polaron and
(c)−(d) positive polaron. The dynamics at this figure corresponds to
the same initial conditions as Figure 5. Before cooling to the polaron
RES hot carriers can emit IR photons to dissipate energy which
competes with nonradiative transitions. Once cooled to the RES the
polaron emits to the PGS. The trajectories were propagated for (a) 5
ps and (c) 500 ps in accordance to the nonradiative recombination
rates, as seen in Table 2. In (a) and (c) the blue background
represents optically “dark” states with colored regions indicating
occupation of optically “bright” states with a population inversion, by
eq 21. Yellow represents the most intense optical transitions along the
excited-state trajectory. Figure 6(b) and (d) sum the optical
transitions along the trajectory, by eq 22. For both models it is
observed that there is cascading hot carrier emission before decaying
to the RES giving polaron PL. Once cooled to the RES both models
show px → sx(x = e,h) transitions giving rise to IR PL which is greater
in intensity than the hot carrier emission. It is observed that (b) the
negative polaron has 1.5 orders of magnitude greater intensity than
(d) the positive polaron. This is attributed to extended nonradiative
lifetime of the negative polaron model, see Table 2.

Table 2. Oscillator Strength f ij (eq 19), Radiative Recombination Rate kr (eq 23) Nonradiative Recombination rate knr (eq 17),
Resultant PLQYs for Each Model Study (eq 24), and the Logarithm of Each PLQYa

Model f ij kr [1/ns] knr [1/ns] PLQY log(PLQY)

Positive-Singlet 0.14 2.81 × 10−4 2.08 × 103 1.35 × 10−7 −7
Positive-Doublet 0.07 1.95 × 10−4 6.30 × 103 3.09 × 10−8 −8
Negative-Singlet 0.29 5.10 × 10−3 1.64 × 101 3.11 × 10−4 −4
Negative-Triplet 0.30 5.38 × 10−3 4.34 × 103 1.24 × 10−6 −6

aThe negative singlet polaron shows 2 to 4 orders of magnitude greater PLQY than the other models with both the negative polaron models
showing higher PLQY than the positive polaron models. This is attributed to the negative polaron models showing an order of magnitude faster kr
and the negative singlet having a 2 orders of magnitude reduced knr.
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τcool ≪ τreorganziation. A recent transient absorption study seems
to suggest that some varieties of APbX3 perovskites are capable
of forming hot-polaronic states. In a bulk crystal of the fully
inorganic CsPbBr3 it was observed that carrier cooling τcool
occurs faster than polaron formation τreorganziation while for
MAPbBr3 carrier cooling and polaron formation occur on the
same time scale.68 This suggests that cation engineering of the
perovskite can possibly be used to prepare a hot-polaronic state
before the carrier dissipates all of its excess energy to the
lattice. Another parameter which may impact the relative time
scales of τcool and τreorganziation is the degree of quantum
confinement within a nanostructure. Increasing confinement
leads to sparse electronic states with large subgaps between
states. Heuristically, increased confinement should slow down
τcool and make τreorganziation more competitive, allowing for more
efficient hot-polaron formation.
Comparing hot-carrier cooling dynamics between the

various APbX3 is a challenging subject. Assuming low
excitation densities, we identify four independent criteria of
comparison: (1) nonadiabatic coupling (NAC) of free charges
to lattice vibrations for each specific compound; (2) the rate of
lattice reorganization and polaron formation after photo-
excitation/charge injection for each compound; (3) NAC of
bound polarons to lattice vibrations; (4) the dimensionality of
the perovskite (bulk versus nanostructures) which will alter the
frequencies and spatial pattern of lattice vibrations that couple
to the polarons and/or free charges along with altering the
energy spacing between band edge states. In the work
presented here we attribute the observation of biexponential
decay in the cooling dynamics to (3) and (4).

(1) Calculations have shown that free-carriers in CsPbBr3
display greater NAC than CsPbI3 materials due to I−

having greater inertia than Br−.69 Experiments show that
organic−inorganic perovskites are able to dissipate heat
more readily than all inorganic Cs+ based perovskites70

indicating greater NAC.
(2) Polaron formation requires the static coupling of

vibrational modes to free charges. In APbX3 perovskites
the main contributions toward polaron formation will
come from the reorganization of the PbX6

2− inorganic
octahedra and reorientation or the A+ cations. One
experiment seems to indicate that polaron formation
rates are more strongly dependent on A+ cation
composition than halide content.68

(3) Once the lattice reorganizes around the free charge to
produce a polaron, it is expected that the rates of
relaxation (hot carrier cooling, radiative recombination,
nonradiative recombination) will decrease due to
decreased NAC (via screening of the polaron).
Calculations suggest that polaron formation reduces
heat dissipation leading to longer hot-carrier cooling
times.71

(4) Experimentally it is observed that perovskite quantum
dots show slower hot-carrier cooling than their bulk
counterparts of the same chemical composition.72−74

Computationally it was observed that bulk MAPbI3
showed fast subpicosecond hot-carrier cooling.75 In
previous work we observed that for a strongly confined
CsPbBr3 NC carrier cooling displayed a biexponential
decay due to a large subgap in the conduction band.
This is related to the so-called “phonon bottleneck”
mechanism.

To summarize, the biexponential decay is attributed to the
large subgaps which slow the hot-electron cooling. Then with
the explicit account for polaronic effects in the excited-state the
hot-carrier cooling rates decrease compared to the rates for a
free-carrier, see SI Figure 10.
The negative polaron models show enhanced (2−4 orders of

magnitude) PLQY compared to the positive polaron models.
This can be attributed to the combination of the negative
polarons model showing slightly faster radiative recombination
rates and slower nonradiative recombination rates, observed
from Table 2. The faster radiative recombination rates of
negative polarons can be attributed to the larger oscillator
strengths and slightly larger transition energies. This explains
the 0.5 order of magnitude difference between the negative and
positive polarons radiative recombination rates. The difference
in nonradiative rates requires more in-depth analysis.
To understand why the negative singlet polaron shows 2

orders of magnitude slower nonradiative recombination rate
than the other models, we utilize vibrational modes analysis.
According to the bilinear electron−phonon interaction in eq 4,
nonradiative relaxation of charge carriers requires a resonance
between frequency of nuclear vibrational modes and energies
of electronic transitions ℏωvib ≈ ϵi − ϵj. To approximate the
vibrational energy spectrum provided by the passivation
ligands, we implement normal-mode analysis, SI eq 6, on a
2-D film Cs8Pb12Br32 passivated by the same ligands used for
the NC model (shown in SI Figure 13). The 2-D film was used
since normal-mode analysis for the full NC model was found
to be prohibitively expensive in numerical resources.
Figure 7(a)−(c) compares (a) the vibrational modes to the

IR spectra of the (b) negative polaron models and (c) positive
polaron models. It is seen that for (c) the positive polaron
model the lowest energy optical transitions fall in resonance
with normal modes in the range of [1500, 500 cm−1] while for
(b) the negative polaron model has a “mismatch” between
radiative transitions energies and vibrational transition energies
within the range of [2500,1750 cm−1]. But curiously the lowest
energy optical transitions observed for (b) the singlet (green,
solid) and triplet (blue, dash-dot-dot) negative polaron are
shown to be in resonance with two peaks in (a) between
[1750,1450 cm−1]. The peak (a) at 1450 cm−1 we attribute to
N−H bending modes of the ethylammonium cations while the
peak around 1600 cm−1 we attribute to CO stretching
modes of the acetate anions. From previous work43 we have
shown that for this specific surface chemistry only the acetate
anions contribute electronic density to the surface of the NC
(chemisorbed) while the ethylammonium cations are bound to
the surface due to electrostatic attraction (physisorbed). This
implies that the N−H vibrational modes do not contribute
significantly to nonradiative recombination rates while the C
O stretching modes will. This is due to nonadiabatic coupling
being proportional to the orbital overlap between Pb2+ or Br−

ions at the surface and the COO− or NH3
+ functional groups

of the passivation ligands. We also note that the CO mode is
in resonance with the lowest energy optical transition for the
negative triplet model and off-resonance of the negative singlet
model. This is likely the source of the 2 orders of magnitude
difference between their respective nonradiative recombination
rates, as observed in Table 2.
Within the mixed quantum-classical methodology used here,

we note three features that have been neglected in this work
that may have affected the computed values of radiative and
nonradiative recombination rates for our model: (i) electronic
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coherence associated with polaron formation; (ii) excited-state
trajectory at lower temperature; and (iii) neglect of Bose−
Einstein distributions for phonon occupations.

(i) Within our density-matrix based excited-state dynamics
calculations we implement the secular approximation,76

meaning we assume instantaneous decay of the off-
diagonal elements and only account for changes in
occupations (diagonal elements of the Redfield tensor)
which is legitimate on time scale t > tdecoh and t > tdephas.
Typically electronic resonances decay (i.e., dephasing)
within the 101 fs time scale and provide small corrections
for nonradiative recombination rates, as observed when
implemented into surface-hopping based excited-state
dynamics.77 Polarons are expected to increase electronic
coherence times due to the screening of high energy
longitudinal optical (LO) phonon modes. Accounting
for electronic coherences would be expected to reduce
the nonradiative recombination rates which would
increase the computed PLQYs.

(ii) For the excited-state trajectories explored here, we use a
temperature of 300 K. By exploring a cooled thermal
environment, such as 77 K (liquid N2 temperatures),
higher frequency phonon modes would not be active
resulting in an extended nonradiative lifetime. With

reduced temperature it would also be expected that
electronic coherences would also be extended which
would decrease the nonradiative recombination rate.

(iii) Within our mixed quantum-classical methodology we
treat nuclear degrees of freedom as classical point
particles which have a continuous energy spectrum.
Since we neglect nuclear quantization we do not have
discrete activation of certain vibrational modes for
temperatures kT ≥ ℏωvib. This implies that the
contribution of higher energy vibrational modes in the
model is overestimated, providing a faster nonradiative
transition.

V. CONCLUSIONS
Lead-halide perovskites have been shown to be a promising
material for next-generation light emitting devices due to
tunable emission across the visible spectrum. They have also
shown efficient application to photovoltaic devices in part due
to the extended nonradiative lifetimes of photoinduced charges
carriers, which has been attributed to large polaron formation
producing simultaneous positive and negative polarons. Large
polarons, quasiparticles which form in lead-halide perovskites
due to their “soft” ionic lattice, are expected to show two
contrasting absorption mechanisms: dipole-allowed transitions
within the bound polaron potential well and photoionization of
the bound polaron into the conduction/valence band.
Photoexcitations within the polaron potential well produce
an excited “hot-polaron” which can dissipate energy by using
radiative or nonradiative relaxation mechanisms. We hypothe-
size that hot-polarons in perovskites have the ability to emit
electromagnetic radiation in the IR range due to (i) inverse
occupation within the potential well and (ii) bright electronic
transitions within the polaron potential well. To test this, we
implement mixed quantum-classical methodologies to model
photophysical features of individual positive and negative
polarons, with various spin multiplicities, in an atomistic
CsPbBr3 nanocrystal model fully passivated with organic
ligands.
For the impact of polaron formation on the lead halide

perovskite lattice, we found that positive and negative polarons
show contrasting patterns for the Pb−Br and Br−Br ion pairs.
Specifically, the positive polaron increases coordination
number and decreases distances between Br−Br atoms while
the negative polaron increased coordination number and
decreased bond distances between Pb−Br. This is rationalized
in terms of oxidation (reduction) and reduced (increased)
electronegativity due to positive (negative) polaron formation.
For spectral features, we implement two approaches:

absorption spectra of individual polarons in the IOA and PL
properties of individual polarons by implementing excited-state
dynamics in the density matrix formalism which couple
electronic and nuclear degrees of freedom. Interestingly,
polaronic states involve frontier orbitals which exhibit certain
spatial symmetry and patterns of electronic energy spacing
compared to hydrogenic models. Thus, we analyze electronic
transitions in terms of spatial symmetry sh/e, ph/e, and dh/e,
where h refers to positive polarons (holes) and e refers to
negative polarons (electrons). It has been found that the spin
multiplicity of the polaronic state drastically affects the
observed optoelectronic properties. Specifically, the singlet
and triplet multiplicities for both the positive and negative
polaron models show bright lowest energy absorption

Figure 7. Comparing (a) the normal modes of vibration of a ligand
terminated perovskite surface Cs8Pb12Br32 to the IR absorption
spectra of the (b) negative polaron models and (c) positive polaron
models. It is observed that in the range [2000,2500] cm−1 there is a
mismatch between the vibrational modes provided by (a) the surface
ligands and (b) energy of transitions between polaron states. For (c)
the positive polaron it is seen that there are vibrational modes in
resonance with transitions between polaronic states.
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transitions and PL which we ascribe to sh/e → ph/e types of
transitions. The doublet configuration shows 4×−5× reduced
absorption intensities compared to the respective singlet or
triplet multiplicity and vanishing PL due to its lowest energy
transition being of sh/e → sh/e character.
The polaron models show low PLQY (10−4−10−8) due to

the large difference in time scales of radiative recombination
(1−10 μs) and nonradiative recombination (10 ns−1 ps). To
explain the wide range of nonradiative recombination rates, we
implement normal-mode analysis where vibrations are
provided from the inorganic CsPbBr3 lattice and from
organic−inorganic interaction at the NC surface. For the
system with the slowest nonradiative recombination rate
(negative, singlet) we find there are a lack of active normal
modes in resonance with the lowest energy transition from the
polaron RES to the PGS. While in contrast, the models which
displayed faster nonradiative recombination had active normal
modes in resonance with their lowest energy optical transition.
Specifically, the acetate anions contribute electronic density to
the surface of the NC (chemisorbed) while the ethyl-
ammonium cations are bound to the surface due to
electrostatic attraction (physisorbed). This implies that the
N−H modes are spectator modes that do not contribute
significantly to the nonradiative recombination rates while the
CO stretching modes are active.
There are at least two factors which affect nonradiative

recombination and PLQY of a given polaron in our model: (i)
a resonance condition between energy of electronic transition
ΔE(RES → PGS) and frequency of phonon ωph accepting this
quantum of energy ΔE ≈ ℏωph and (ii) spatial hybridization of
the polaron with the surface passivation ligands which have
phonons with normal-mode frequencies ωph. From our excited-
state dynamics simulations we find that both the negative and
positive polaron are emissive with the negative polaron
showing orders of magnitude higher PLQY than the positive
polaron. We attribute this to ligand vibrational modes from the
surface which are in resonance with the positive polaron PL
transitions, but off-resonance with the negative polaron PL
transitions. The hypothesis of large polaron emission is
partially supported by the atomistic simulations. Due to
approximations in our methodology it is likely that the
computed efficiency of polaron emission is underestimated,
with an emphasis on the role of coherence/dephasing which
would likely decrease the rate of nonradiative recombination.
Inclusion of these effects into excited-state dynamics would
give a clearer picture of the mechanisms of large polaron
emission in APbX3 perovskite materials. Implications of this
work could be toward utilizing large polarons as mid-IR and
far-IR emission sources.
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