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Abstract— Online harassment has becoming an unavoidable
issue and many people are trying to find methods to mitigate
online harassment. In this study, we did a systematic review of
online harassment interventions. We focused on studies that
proposed online mechanisms and designed experiments to test
the corresponding effects. We collected 17 studies from
scholarly databases which met our criteria. Among these
studies, we categorized the interventions into 7 groups based on
the theoretical or design-related mechanism they were using to
justify the intervention. At the end of the study, we critically
reviewed these studies and proposed some ideas for future
research.
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I. INTRODUCTION

Social media can be a virtual space for people to share their
stories and ideas and connect with others around the world;
however, it also has been a battlefield for online harassment.

Online harassment has been defined in various ways, but
in general, it is described as unwanted communication on the
Internet which contains offensive, hurtful, and intimidating
content to embarrass or tease someone intentionally [1], [2].
The term cyberbullying is a form of online harassment [3] and
sometimes used interchangeably. Researchers have identified
different forms of online harassment which include flaming,
spamming, sexual harassment, hate speech, and releasing
personal information among others [1]. [4].

Online harassment has become a major social problem in
the cyber world which affects people’s life both online and
offline. According to Pew Research in 2017, 41% of
Americans have experienced online harassment, with young
adults as the main targets. In other regions, studies found 2-
4% of youths (ages 9 - 16) in 25 European countries have
suffered cyberbullying at least once [5] and 51% of
adolescents in Singapore have been bullied online [1],
indicating that this phenomenon is not region-specific.

Consequences of online harassment victimization can
lead to severe mental health problems [6]. Victims of online
harassment are also more likely to feel distressed, have social
problems, and suffer from physical pains [7]. [8]. In particular,
some victims will commit suicide after being attacked by
cyberbullies [9]. Such psychological and physical impacts
brought by online harassment can exist longer than offline
bullying or harassment [10]. Likewise, psychological
consequences are not only for victims; perpetrators and
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bystanders will experience guilt [11] and moderators who
have to handle the review and removal of such content will
also experience a mental toll [12].

Due to the serious nature of online harassment, scholars
and platforms have started to take action to intervene. Some
platforms, like Twitter, allow users to block unwanted
messages or accounts [13]; some platforms like Reddit and
Twitch have intervention tools for moderators [13]-[16] In
addition, some researchers propose to design special
interfaces to make users reflect on their behaviors [17], [18]
or induce positive emotions [19].

Even though there are many studies on online harassment,
few of them focused on online harassment intervention and
the effectiveness of those interventions. Most studies are
specifically for detection, occurrence, and consequences of
harassment [20]. To tackle online harassment, there is an
urgent need to build a systematic review of online harassment
interventions which categorizes intervention mechanisms and
records the outcomes of corresponding experiments. Up to
now, only two relevant meta-reviews were published. One is
a review of cyber-abuse intervention and 3 studies were
included [21]; the other focused on training or educational
programs [22] and both of them are aimed at interventions of
youth and adolescents [21], [22].

In this review, we broaden our scope to include both youth
and adults, and focus specifically on empirical, experimental
study designs aimed at behavioral change. Only online
interventions were included in the review. The goal of the
review is to take a broad overview of what has been done
already in an effort to guide future studies and provide insight
into research opportunities for understudied areas.

II. METHODS

A. Search strategy

We searched for studies on online harassment
interventions published during the time period of 2005 to the
end of August 2019 using articles from the databases of
Mendeley. Google Scholar, and ACM Digital Library. We
used a keyword searching strategy by combining keywords
such as: ‘online harassment’, ‘cyberbullying’, ‘cyber-
trolling®, ‘online anti-social behavior®, ‘cyber victimization®,
‘hate speech’, ‘inflammatory’, ‘online offensive language’,
‘bystander® with ‘intervention® and ‘prevention’. While doing
research, we found some studies had common authors, hence,
we further searched for studies of those common authors. We
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also searched among reference lists and existing systematic
reviews.

B. Inclusion criteria

Studies to be included in our review had to 1) focus on
online harassment/cyberbullying; 2) be published since 2005;
3) propose online interventions or test existing methods or
factors which may help to reduce online harassment; and 4)
have a study design that tested cause and effect. Studies could
1) be a quantitative experiment to test the effectiveness of
suggested mechanisms or factors; and/or 2) evaluate causal
relationships between either mechanisms or cues and effects,
but must have 3) measured online harassment changes before
and after experiments. We had no restrictions on the
characteristics of participants. As a result, many papers that
only proposed interventions, were purely theoretical, or
looked only at correlations, were excluded.

III. RESULTS

We found 17 studies of 7 types of ways in which people
were testing the effectiveness of interventions on dealing with
online harassment. To have a quick look at different types of
interventions and its effects, please check Table 1 in
APPENDIX.

A. Showing people how to behave in a community by
displaying norms
Imitation exists in humans® behaviors [23]. People
interpret and conceive individuals® behaviors through
observing [24]. And people always choose the behaviors that
their friends like or conform to social norms [25], [26].

Norms describe the proper behaviors that most people
accept in a community [27]. Norms have become informal
rules of online communities and govern people’s behaviors.
For instance, Wikipedia encourages writers to write articles in
a neutral point; on the other hand, HuffPost hopes writers
show their own viewpoints on the platform [14]. However,
one challenge of enforcing norms is that they are normally
implicit and hard to learn especially for newcomers; this
causes some newcomers to leave the groups or violate group
norms unintentionally [28]. Additionally, studies in human
behavior found that whether people decide to join a new group
or not depends on their understanding of group norms and
those norms will influence their subsequent behaviors in the
community. Thus, displaying explicit group norms will make
people get to know the group and its values [27]. Meanwhile,
people’s concerns on online harassment would be reduced and
group rules will guide them to behave appropriately in the
group [29].

Based on knowledge in imitation, setting positive
examples in online community would be another way for
people in the community to understand community norms.
And such positive behaviors may spread through the whole
community [14]. We found two studies that focused on
showing social norms or setting examples as a means of
intervention.

The first was a study of Reddit by Matias [29]. He tested
how making social norms visible will influence newcomers’
decisions to join the community and their subsequent
behaviors after joining the community, using the r/science
group of Reddit as his experiment platform. A software
embedded with the platform would detect new discussions of
the community and randomly assign some new discussions to

receive rules of the community, such as contents to welcome
newcomers, unpermitted behaviors, enforcement
consequences and monitor capability of the group. Without
telling community moderators about the experiment, the
software observed all the discussions and comments of the
community for over 30 days. Findings indicated that posting
norms in the group significantly made newcomers more
conform to the rules of community; posting the rules also
caused 8.4% increase on the chance that comments from
newcomers were not removed by moderators. In addition,
posting the rules increased the participation rate of newcomers
by 70% on average.

The other one was a study of Twitch done by Seering,
Kraut and Dabbish [14]. They evaluated the effects of setting
examples on encouraging certain types of behaviors. They
collected Twitch chat data from 600 Twitch English channels
for 9 days. They found that imitation exists on Twitch, that is,
when a user posts something, like spam, question, or smile,
other users will imitate the behavior in subsequent chat.
Specifically. 43.8% more messages with spam were observed
if someone posted spam; 55.3% more messages containing
questions were observed if someone posted questions; 220%
more messages containing smiles were observed if someone
posted messages with smiles. They also found on Twitch,
users with higher status, like channel owners and moderators,
are more frequently imitated by regular users. For instance,
when a moderator posted smiles in chat, messages containing
smiles in subsequent chat will be 333.3% increased; on the
other hand, when a regular user posted smiles, messages with
smiles will be 233.3% increased. However, the imitation rate
of Turbo users (having more privileges on Twitch than regular
users) was less than regular users. Since Turbo users do not
belong to any channels, they were considered as outsiders.

B. Affective priming

Priming is a technique by which people’s perceptions,
behaviors and emotions might be affected by some objects or
stimuli (e.g., images, music, words) in the present
environment [30]-{32]. For instance, when a boy is watching
amovie, a girl in the movie is drinking cola. Meanwhile, if the
boy feels thirsty, the idea of drinking cola may unintentionally
appear in the boy's mind. Since priming could change
people’s attitudes and behaviors in a way that does not depend
on people’s awareness, it is used as an implicit persuasive
technique [19]. [33]. Due to the facts that priming effects can
only last a short time [19] and targets should not be aware of
the influences of persuasion [19], [34]. some people proposed
to embed stimuli with interface to achieve priming online
[19].

Among applications of priming, affective priming induces
positive emotions or feelings (affect) [35]. People primed with
positive affect are more creative and willing to help and
interact with others [36]. Some researchers have already used
affective priming for persuasion. Lewis and his colleagues
embedded an image of a smiling infant in a creativity testing
website to induce positive affect [35]. They found the positive
affect induced would influence the generation of new ideas.
Affective priming is a potential tool to create a healthier online
environment by priming positive emotions and empathetic
mindset [19].

Seering and his colleagues [19] suggested to prime
positive online discussion through employing CAPTCHASs
with psychologically designed stimuli. A CAPTCHA is a
testing tool used for differentiating human users and bots
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online. They developed an online political forum with
CAPTCHASs embedded to capture users’ behaviors. On the
forum, there was a blog post on immigration issue and several
comments about the post. Two studies were conducted.

In study 1. the effects of eight CAPTCHA designs were
explored. They proposed four types of CAPTCHAs and each
type has positive and neutral versions. 445 participants were
in one of ten experimental groups which were composed of
eight CAPTCHA intervention groups, a standard CAPTCHA
group and a non-CAPTCHA controlled group. First,
participants would read the blog post and existing comments
on the forum. When participants clicked the comment box to
give comments, people in all groups except for the non-
CAPTCHA group would randomly receive a CAPTCHA task.
After completing the task. participants would continue to
finish their comments and react to others’ comments. By
evaluating comments before and after intervention, they found
comments in intervention groups were more logical, positive
and had a higher-level thinking; however, no evidence showed
that the intervention CAPTCHAs would make comments
considerate.

In study 2. they focused on testing whether manipulating
valence (positive and negative) and arousal (high and low) of
images in CAPTCHA would prime positive comments. The
task of CAPTCHA in study 2 were selecting specific type of
pictures from given images. 142 participants were recruited.
The process of the study was almost the same as study 1
except participants were not told that images on CAPTCHASs
would arouse certain emotions. Consequently, comments in
low arousal/positive valence group were significantly more
logical, considerate and revealed more positive feelings.

C. Reflective Interface Design

Cyberbullying has been prevalent among adolescents.
Since adolescents and young adults® social behavior
moderation and decision-making region of the brain is not
fully developed. they are more likely to do some risky and
hurtful behaviors like sending offensive messages and
cyberbullying without thinking about the consequences [37],
[38].To prevent harm of cyberbullying, one way is monitoring
their behaviors by platforms; however, adolescents’ freedom
of speech would be violated [17].

The reflective interface would be a potential solution to
mitigate the harm of cyberbullying and protect adolescents’
freedom of voice. Contents of reflective interfaces will make
users think about the meaning and consequences of their
behaviors again so that users may correct their behaviors in a
positive way [18], [39]. This method is very suitable for
adolescents. Since they do things without thinking the
consequences, if there is a reflective interface before they
make decisions, they may change their minds after rethinking.
We found several studies using reflective interface to
intervene cyberbullying.

Van Royen et al. [17] examined the effects of posting
reflective messages on reducing cyberbullying. They did a
computer-based survey among 321 adolescents. At the
beginning, participants saw a screenshot of Facebook post
which mentioned Merel's ‘friend’, Hanna, stole her boyfriend.
Then the system provided comments for participants to
choose, which includes “whore™, “slut™ and “don’t mind
Hanna™. If participants selected harassing comments, they
would receive a reflective message which could be “The
comment could be read by your parents and friends’ parents.

Are you sure to post it?”; “Many others disapprove this
comment. Are you sure to post it?”; “This comment may be
harmful for the receiver. Are you sure to post it or delay
posting. After the intervention, participants chose comments
again. Results showed that both reading reflective messages
and time delay before posting decreased participants’
intentions to choose harassing comments. Reading the
message mentioning parents would view their comments
made mean of the intention be dropped from 3.68 to 2.57;
reading the message indicating disapproval by audience made
mean of the intentions be decreased from 3.33 to 2.71;
reading the message indicating harmful impact on receivers
made mean of the intention be decrease from 3.03 to 2.21;
time delay made mean of the intentions be dropped from 3.67
to 2.67.f

Prabhu [40] developed a system to test if giving a chance
for adolescents to rethink will reduce their intentions of
posting bullied posts. 300 adolescents were randomly
assigned to “Baseline™ system or “Rethink™ system. Both
systems would show a hurtful post for 5 times and every time
the hurtful post is different. Each time both systems would ask
participants if they would like to post it on social media.
Participants could click “Yes™ or “No.”. If participants in
“Rethink™ system click “yes™, an alert message, “This
message may be hurtful to others. Would you like to pause,
review and rethink before posting?”, popped up. The system
would record users’ selections before and after rethinking. As
a result, 93.43% of adolescents who planned to post hurtful
messages decided not to post them after rethinking. In general,
with this intervention, the percentage of hurtful messages to
be posted in rethink group decreased from 71.07% to 4.67%.

Jones [18] proposed to embed interactive educational
material with social media to deal with online harassment. He
evaluated three types of reflective interface designs on
Facebook. He mocked up a Facebook post with some
comments. In the first two reflective interfaces, a link of “click
here for help™ was placed next to bullying comments. The
third was a control interface. All the reflective interfaces had
a standard help link which would connect to the Facebook
help page. When a user clicks “click here for help™, a window
will pop up. which contains customized suggestions on
dealing with cyberbullying or a link to a website for coping
with cyberbullying. He showed the interface screenshots to 5
participants and told them the scenario of the conversation.
Then participants were asked to do a survey. Findings
indicated that most participants believe dynamic customized
advice interface will not only be beneficial to victims but also
encourage bullies and bystanders reflect on their behaviors.
All participants disagreed the design with standard “help™ link
would provide help for victims as well as make bullies and
bystanders reflect on their behaviors.

D. Identity Verification

Some social media platforms provide different identity
verification methods to reduce anti-social behaviors brought
by anonymity. Previous studies emphasized people are more
likely to conform to group norms when they are in an
identifiable environment [41]. Likewise, people will behave
more prosocially when they would like to keep positive social
images [42], [43].

Low level of identifiability online will make people less
aware of themselves and others in a group. Such reduction will
lead to some offensive or anti-normative behaviors, like
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flaming [44], [45]. To reduce the likelihood of flaming online,
identifiability should be increased.

Some proposed that using real names will make users
perceive that themselves are not anonymous in online
communities [46]. With such self-awareness, users may feel
more accountable and responsible for their behaviors in the
community [46], [47]. The induced sense of obligation will
remind users to behave properly, otherwise they will be
punished or penalized by platforms [46].

The other way is encouraging users to link third-party
platforms with their social networking site (SNS) profiles so
that users could leave comments without registration [46]. As
a result, users® behaviors and SNS profiles will be displayed
on those third-party platforms, which will increase their
identifiability to other users. The accentuated identifiability
among peers will evoke user’s social motivation to present a
positive social image in the community [46], [47]. Thus, users
will pay more attention to their behaviors to maintain positive
social images and avoid punishments from peer moderations
[46].

Similarly, Cho and Acquisti [47] examined how online
commenting behaviors on news media sites were influenced
by different degrees of users” identifiability. In general, there
are several ways for users to log into a news website. Users
could log in by creating an account on a news website,
connecting real-name SNS accounts (e.g., Facebook) with the
news website or connecting non real-name SNS accounts
(e.g., Twitter) with the news website. They retrieved a dataset
containing 75,000 comments from the largest online
commenting platform provider in South Korea. By analyzing
correlations between commenting behaviors and different
types of accounts, they found that SNS account users had
significantly lower probability of using offensive words in
comments than non-SN'S account users; real-name SNS users
were less likely to use offensive words than non-real-name
SN users and using real-name SNS accounts helped improve
the probability of not using hate words by almost 10%.

Cho and Kwon [46] evaluated impacts of real-identity
verification and SNS verification on users’ commenting
behaviors. Real-identity verification means checking users’
real identities (e.g. real names, phone numbers) when they log
in but their real identity won't appear on websites. SNS
verification is checking users’ identities by making them
connect their SNS profiles with third-party websites. Users®
SNS profiles would appear on websites. Cho and Kwon
collected 13.219 political comments from 26 Korean news
media websites during general election period in South Korea,
among which 67.93% of 3908 users used SNS accounts and
73.12% of 9666 users used real identity verification. Through
Probit analysis, they found real identity verification would
significantly help increase the probability of flaming in
comments; SNS verification significantly helped reduce
flaming; when combining SNS verification and real-identity
verification, even if real-identity verification will escalate
probability of flaming, SNS verification would balance the
escalation.

E. Bystander Intervention

Bystander intervention is a powerful mechanism to reduce
online harassment. A bystander is a person who has observed
bullying or harassment. When harassment happens,
bystanders could get involved and take actions to mitigate the
escalation of bullying. which is bystander intervention.

Sanctions from bystanders may make perpetrators realize their
behaviors are incorrect and violate community norms so that
they will pay more attention to their behaviors. Studies have
found that intervention from bystanders will help reduce the
negative effects of victimization [48].

To successfully activate bystander intervention, five steps
(Bystander Intervention Model's (BIM) stages) are needed: 1)
observe the event, 2) judge the event as an emergency., 3) feel
responsible to intervene, 4) choose appropriate intervention
approach, 5) take action [49]. As for intervention methods,
bystanders could become defenders and confront the
perpetrator directly; or they could ask others for help to
intervene [49]-[51].

Different factors may influence different steps of
bystander intervention. For instance, some studies mentioned
the number of bystanders affects bystanders’ responses after
observing emergency [49]. [52]. We found several studies
which specifically tested the influences of various factors (e.g.
number of bystanders, re-sharing) on bystander intervention.

Brody and Vangelisti [53] tested the effects of showing
number of bystanders, visual anonymity and closeness
between bystanders and victims on bystander intervention.
379 undergraduates were recruited. They came up with a
scenario of cyberbullying on Facebook. in which number of
victim's Facebook friends (1900 vs. 170), login conditions of
bystanders (logged in vs. notlogged in) and closeness between
bystanders and the victim (good friend vs. acquaintance) were
controlled. Participants were randomly assigned to a condition
and their reactions after intervention were measured, which
include intentions to actively tell the perpetrator to stop
bullying, passively observe the bullying or give emotional,
esteem (make victims feel less guilt) and network (help
victims find friends they may turn to) support to the victim.
Results indicated that the number of bystanders negatively
predicted active defending behaviors and network support;
however, it positively predicted passive observing behaviors.
Participants in anonymous condition are less likely to defend
perpetrator directly and give social support to victims; on the
contrary, they are prone to passively observe bullying.
Participants who have close relationships with the victim
revealed higher intentions to stop bullying directly. and give
emotional, esteem or network support to victims, and
expressed lower intentions to passively observe bullying.

Munger [54] tested the impacts of identity and influences
of bystander in bystander intervention on dealing with racist
online harassment. He detected 242 toxic accounts on Twitter
whose owners are white people as his experiment participants.
He designed four types of bots as bystanders by manipulating
the number of followers (high vs. low) and color of bots (white
person vs. black person). Participating accounts received
either a warning message from a bot or no message. The
content of the warning message is “@[subject] Hey man, just
remember that there are real people who are hurt when you
harass them with that kind of language™. He continuously
collected tweets of participating accounts for two months. By
analyzing participants’ behavior changes, He found the daily
racial slur usage rate of accounts who received warning
messages from white bots with high followers had
significantly decreased; the treatment effects of other bots
were not significant. In conclusion, a penalty from an
influential member of a person’s in-group would significantly
help reduce racial online harassment.
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DiFranzo et al. |55] suggested that showing view
notification and audience size (number of bystanders) would
induce bystander intervention. They developed a website -
EatSnap.Love - as experiment platform on which users could
share, like and tlag ditterent posts. A 2 (view notitication vs.
no notification) x 3 (large audience size: 145-203 vs. small
audience size: 6-20 vs. no audience size) between-subjects
experiment was designed among 400 participants. When
participants encountered a post, participants in view
notification only group would receive a message indicating
they have read the post; participants in audience size only
group would see how many people have viewed the post;
participants in view and audience size notification group
would also get a message indicating the maker was informed
you read the post. In the three-day study, participants need to
post a photo and message at least once a day. There was an
existing cyberbullying post on the website. Each day there
would be a new cyberbullying post. Each participant could
react to the four cyberbullying posts. Finally, they found
showing number of bystanders made participants aware of
others' behaviors; however, view notitication did not show the
effect; the public awareness significantly help participants feel
accountable for their behaviors, which positively predicts
personal responsibility for flagging cyberbullying; people
who have the responsibility are more likely to tlag
cyberbullying. Without the responsibility, accountability of
online behaviors would have a negative impact on flagging.

Repetitive action will make potential cyberbullying hard
to be identified by bystanders |56]. Kazerooni et al. |56]
evaluated impacts of number of offenders and re-shared
contents on identifying and intervening cyberbullying on
Twitter. A 2 (tweet vs. retweet) x 2 (1 vs. 4 offenders) factorial
study was designed among 156 university students. Every
participant was randomly assigned to screenshots of two filler
teeds and two experimental hashtag feeds with one or tour
cyberbullying tweets or retweets. Participants could message
offenders (direct intervention) or flag the cyberbullying post
(indirect intervention). Results indicated these two factors had
etfects on BIM stages. Increasing number of ottenders and
original offense are more hurtful; harassing tweets with
multiple offenders were more likely to be appraised as
cyberbullying; participants who saw four offenders felt more
responsible to mtervene; retweeting had no eftect on
participants’ intervention intentions and number of offenders
positively predicted participants’ intentions to direct
intervene.

Obermaier, Fawz, and Koch |51] explored impacts of
number of bystanders and severity of cyberbullying incidents
on people’s intention to intervene in cyberbullyng. They
designed two studies. At the beginning, two fictitious
Facebook group posts were shown to 66 students. The first
post was from “Michi” to ask for lecture notes in class; the
other contained ottensive comments towards “Michi”. Then,
participants’ feelings of responsibility and intervention
intentions were accessed. In study 1, only number of viewers
was manipulated, which could be 24 or 5025. In study 2, they
enlarge conditions of number of viewers (2, 24, 224, 5025)
and manipulated offensiveness of the aggressive comments
(medium or high). As the number of bystanders increased, the
feelings of responsibility have decreased non-linearly; as
cyberbullymg became more severe, the feelng of
responsibility would slightly increase. The feeling would
positively affect people’s intervention intentions. Both of the
number of bystanders and severity of incident had no direct

ettfect on intervention intentions; however, the number of
bystanders had an indirect negative effect on intervention
intention with the help of feelings of responsibility; the
severity of incident will make people perceive the incident as
an emergency, which will activate the teeling of responsibility
so that intervention intention would increase. Thus, severity
of incident has a significant indirect positive effect on
intervention intentions.

You and Lee |57] examined influences of number of
bystanders and anonymity on cyberbullying intervention
mtentions. They designed a 2 (anonymity vs. non-anonymity)
% 4 (number of bystanders: 6, 24, 224, 5025) between-subject
experiment among 253 participants. At the beginning,
participants were shown a fake Facebook-group discussion
page in which a female user asked whether to keep on dating
someone and a few offensive comments were below the
question. Participants can see number of viewers. To create an
anonymous environment, half of the participants gave their
real names and the rest were told to imagine seeing the
discussion through their Facebook accounts. Then,
participants were accessed. Findings indicated that there
existed a non-linear relationship between the number of
bystander and intervention intentions; participants in a non-
anonymous environment are more likely to intervene in
cyberbullying. When the number of bystanders increased,
bystanders’ intentions to support the victim increased under
non-anonymous condition; no interaction ettect was tound
between number of bystanders and anonymity; number of
bystanders had no effect on intervention behaviors.

F. Chat Moderation Mode

Chat moderation mode is a moderation tool on Twitch to
limit users’ posting behavior |14|. Difterent types ot chat
moderation mode are available, like subscribers-only mode,
slow mode and R9K-beta mode. When subscribers-only mode
is on, only subscribers ot a channel can chat; when slow mode
is on, users have to wait for a certain amount of time betore
posting; when ROK-beta mode is on, users are not allowed to
post long-form content that has been posted before | 14].

Chat moderation mode stops messages being posted in a
certain context; however, moderators cannot customize a
specitic behavior to prevent or encourage |14|. These modes
will only make users hard to get involved in particular anti-
social behaviors, like spam |14].

Seering, Kraut and Dabbish |14] tested the moderation
effects of above chat moderation modes. They collected
groups of forty messages on Twitch. The first 20 messages
were used to have a general 1dea of group behavior. Based on
previous observation, channel moderators would decide
which type of chat moderation mode to take. Chat moderation
mode was implemented between the 20th message and the
21st message. They analyzed the behavior changes betore and
after chat moderation mode. As a result, under subscribers
only mode, slow mode and R9K mode, the frequency of spam
appearing in subsequent conversation has decreased 22.7%,
14.3% and 14.7% respectively. In general, chat moderation
mode had a positive ettect on reducing spams; however, no
evidence showed that chat moderation mode would encourage
other prosocial behaviors.

G. Banning/Blocklist

Ban and blocking are moderation tools to intervene
cyberbullying on many social media platforms. If someone
does offensive behavior, moderators could directly ban the
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user so that the user cannot post anything or make any
reactions to others’ posts, which will decrease anti-social
behaviors. To reduce victimization, users could block or mute
someone if they would like to reduce interactions with the
person. If an account is blocked, the account cannot see
blockers® posts or send any messages to blocker and blocker
will stop receiving any contacts (e.g. seeing timeline update)
from the account [13]. The only difference between blocking
and muting is that the muted account can still view blocker’s
posts and send messages to the blocker [13]. Furthermore,
users could even build a blocklist, a list of accounts to be
blocked. And some platforms even allow third-party
applications to recommend customized blocklists to users

[13].

All mentioned moderation approaches are designed to
prevent offensive contents or behaviors appearing in online
communities so that their bad influences would be mitigated
[58]. [59]. Likewise, banning is visible on some social media
(e.g. Twitch). Every time when moderators block an account
or a certain type of behavior, they will explain why the
account or the behavior is blocked so that participants will
have a basic perception of inappropriate behavior in the
community [14]. To avoid the threat of punishment, group
members will try to behave properly [14].

In 2015, Reddit banned a few subreddits where online
harassment always happened. Chandrasekharan and his
colleagues [59] explored the effects of the ban on relevant
users and subreddits. They chose two subreddits -
“r/fatpeoplehate™ (FPH) and “r/CoonTown™ (CT) - to study.
Two experiments were designed. The first experiment tested
the effects of the ban on active users in FPH and CT. They
selected users who had at least five posts in FPH and CT as
treatment groups and active users from other highly likely to
be banned subreddits as control group. During experiment
period, only FPH and CT were banned. They analyzed
behavior changes of users in treatment and control groups
before and after the ban. As a result, after the ban, a large
number of users from the banned subreddits became inactive
and some even stopped posting on Reddit after the ban.
According to the permutation test, it indicated that the ban
caused the increase of inactive users and deleted users. Usage
of hate speech by users from treatment groups had
significantly decreased after the ban; however, the posting
volume of active users in treatment groups did not show
significant changes before and after the ban.

Second experiment focused on examining the impacts of
the ban on relevant subreddits. They identified 1201
subreddits invaded by users from FPH and 275 subreddits
invaded by users from CT. They compared the hate speech
usage conditions of migrants and pre-existing users in invaded
subreddits before and after the ban. No evidence showed the
ban would influence hate speech usage in invaded subreddits.

Seering, Kraut and Dabbish [14] explored the impact of
ban on subsequent behavior during live streaming. They
analyzed two million groups of twenty-one messages on
Twitch. Every group consists of 10 prior messages. an event
message and 10 subsequent messages. The event message
could be banned by moderators. They analyzed the behavior
changes after banning. It turned out the frequency of banned
behavior to be imitated in subsequent messages has decreased.
For example, when spam was banned, the increase rate of
messages containing spam in subsequent messages had

decreased from 46.7% to 13.1%. Whereas, no evidence
showed that the ban would encourage positive behavior.

To understand the strengths and weaknesses of third-party
blocklist recommender, Jhaver and his colleagues [13] tested
one on Twitter, Good Game Auto Blocker (GGAB). They
interviewed 14 subscribers and 14 users who were on the
blocklist of GGAB. They asked some questions to see
participants® understanding of online harassment, the reasons
why they use the blocklist and their experiences of using the
blocklist. Results revealed that the blocklist generated by
algorithm did help subscribers receive less unwanted
messages and get more genuine requests; however, some
blocklist selection criteria like “such as blocking all accounts
who follow specific Twitter handles “, was unfair for some
accounts.

Mahar, Zhang and Karger [15] developed a friend
moderation tool “Squadbox”, on which users" close friends or
family members become moderators to moderate users®
incoming emails. On Squadbox, users could create a whitelist
and blacklist to filter unwanted emails. Emails from addresses
in the whitelist will be automatically sent to the users® inbox;
however, emails from addresses in the blacklist will be
automatically rejected by Squadbox. They evaluated the
intervention effects of Squadbox on Gmail. 5 participants
were told to pre-experience Squadbox for four days. Squadbox
users were required to use Gmail and their friend moderators
could wuse any email platforms. Then, participants®
experiences would be accessed. Results indicated that
blocklist was an effective way to filter out unwanted emails.
And whitelist prevented important emails that users want from
being moderated.

IV. GENERAL DISCUSSION

A. Discussion of the results

This systematic review includes 17 studies, among which
6 of them are about bystander intervention and 4 of them are
about banning/blocking. However, there are very few studies
related to setting positive examples, affective priming, identity
verification, and chat moderation mode. We only found 1 or 2
studies in these categories. This presents many opportunities
for more research in these areas.

The experiment platforms of some categories are limited.
For example, all experiments of reflective interface design
were about Facebook, and most experiments of bystander
intervention were about Facebook and Twitter. Basically,
experiments of most categories are restricted to 1 or 2
platforms. It is difficult to generalize results to other
platforms, thus to see if these results can apply to other
contexts, we need more studies of different platforms and
ideally cross-platform studies.

Due to the fact that these studies are in the academic
setting, researchers did not have access to the platforms to be
able to manipulate features for experimentation, which led to
many simulations of studies in hypothetical research
environments. In the study of affective priming, Seering and
his colleagues [19] built an online political forum as the
experiment context, which was not in a real application.
Likewise, in many studies, especially on bystander
intervention, researchers did not actually develop the
interventions on social media platforms like Facebook or
Twitter, but made fictitious posts about those platforms and
showed the screenshots of the posts to experiment
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participants. These studies have strong internal validity but it
is uncertain how good the external validity is (i.e., how they
work in a “real world™ situation).

Even though some categories contain a few studies, many
of them only focused on certain types of research participants.
For instance, all tested reflective interfaces were designed for
teens and youths, and all the experiments of identity
verification were done on Korean news media. If the studies
are conducted on platforms of another country, the results
might be different because different countries have different
social values and norms. Thus, we should diversify research
participants, in terms of their culture, age. and other
demographic attributes.

Studies on bystander intervention made up a big
proportion of this review. While many of them explored the
effectiveness of number of bystanders, the results were varied.
Some mentioned that the number of viewers had an indirect
effect on intervention intentions [51], [53]; however, some
revealed the mechanism had a non-linear relationship with
intervention intentions [51], [57]. The reason for the
inconsistency is because some only tested high/low conditions
of the number of bystanders [51], [53]. but some tested four
cases (e.g. 6, 24, 224, 5025) [51]. [57]. This suggests when
testing the effectiveness of a factor which is a number, more
conditions should be tested to make a relationship explicit. In
addition, bystanders have different identities which may affect
their behaviors after observing cyberbullying. For example,
some bystanders might be good friends with the bully. When
their friend attacks someone, they may not get involved and
stop the harassment. Therefore, identities of bystanders could
be factors to be explored in the future.

Some researchers thought increasing identifiability of
social media platforms will help reducing online harassment
[46]. [47]. They proposed to increase identifiability by
checking users’ real names or phone numbers, and connecting
users® SNS profiles (i.e. social identity) with third-party
platforms. It turned out only connecting SNS profiles was
effective to reduce the likelihood of using offensive words
[46]. [47]. Surprisingly, checking users® real name or phone
numbers would increase the likelihood of flaming [46]. It's
true that users may feel accountable when checking their real
identities, but their real name will not appear on the website.
They can still use their pseudonyms to behave on the platform
[46]. However, if a user connects their SNS profile, others can
easily find their social identity[46]. This suggests increasing
identifiability is not enough to reduce online harassment but
making identity visible is the key.

Results showed that the effects of anonymity in bystander
intervention and identity verification were different [46], [47].
[53]. [57]. When experiment participants of studies in
bystander intervention were in an anonymous environment,
they would have higher intentions to stop bullying [53], [57];
on the contrary. when participants of studies in identity
verification were in anonymous environment, they would
have higher intentions to use offensive words [46], [47]. Since
studies in bystander intervention were focused on bystanders
and studies in identity verification were focused on bullies, the
corresponding results would differ. This indicates that one
intervention can be applied across categories and may exert
different effects.

When we look at the studies of banning/blocking, we
found a pattern that deterrence will prevent bad behaviors

from happening but it won't encourage other prosocial
behaviors [13]-{15]. [59]. This suggests that one intervention
on its own has limited effects and future research may want to
combine different interventions to achieve a more holistic
approach to maintaining positivity in online communities.

Here are some practical suggestions for companies to deal
with online harassment. Showing users which behaviors are
acceptable would be a good prevention method. Every time
when someone joins a platform or community, the platform is
suggested to show the rules of the community first.
Specifically, for live streaming platforms, high status users
(channel owners or moderators) need to be encouraged to set
positive examples (e.g., sharing positive contents, banning
bad behaviors) to regular users. Additionally, platforms may
send a reflective message/notification (e.g.. your content will
harm others) to users before they post hurtful contents. Also,
connecting SNS profiles with platforms are encouraged to
prevent cyberbullying. When harassments happen,
banning/blocking is effective to stop bullying. To encourage
bystanders to intervene, platforms may encourage anonymous
reporting. Lastly, platforms could provide customized help
advice for victims to cope with different harassment cases.

B. Limitations

There are some limitations in this study. First, small
number of studies were included in this review. Even though
we did not restrict experiment participants, compared with a
recent systematic meta-analysis which includes 24 studies of
cyberbullying interventions for adolescents [22], 17 studies
were relatively small. Due to the limitation, we cannot
quantitively analyze our result. Therefore, more studies need
to be added in near future.

Second, we only focused on online interventions. We
found many studies proposed offline interventions (e.g.
education program) and designed experiments to evaluate
their mechanisms [60], [61]. However, we cannot include
them in our review because their experiments had no
experiment platforms. Since some were effective, future
research may include offline interventions as well.

V. CONCLUSION

This study presents a systematic review of online
harassment intervention. We specifically looked at online
interventions that have been tested using experiments or time-
series methods that could suggest causality. We found 17
studies, which we sorted into 7 categories of interventions.
Effective or currently ineffective mechanisms were both
included in this review:; this overview identifies useful
strategies for practical application of these methods and
pinpoints gaps and opportunities in the research.
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APPENDIX
Following table is the spreadsheet which contains overviews of 17 studies in this study.

TABLE L OVERVIEW OF 17 STUDIES INCLUDED IN THIS STUDY
Category Resource Mechanism Effect Experiment Context
Setting an  example/ | [29]* making social normvisible | newcomers conformed to | Reddit
Impactof norms in group group norms
participation rate  of | Reddit
newcomers increased
[14]* setting examples on | previous behavior was | Twitch
encouraging different | imitated by subsequent
behaviors users
Affective priming [19]* showing participants | comments revealed | self-developed online
positive neutral | positive emotions and | political forum
CAPTCHAs higher level of thinking
no effect on making | self-developed online
comments considerate political forum
showing participants | comments in low arousal | self-developed online
image CAPTCHAs with | and positive valance group | political forum
varied positiveness and | were considerate and
arousal positive
Reflective interface design | [17]* showing participants | highest  decrease  of | Facebook
messages indicating | intentions to post
parents will view their | harassing comments
posts
showing participants | least decrease of | Facebook
messages indicating | intentions to post
disapproval by others harassing comments
showing participants | middle decrease of | Facebook
message indicating | intentions to post
potential  harms  for | harassing comments
receivers
making participants wait | middle decrease of | Facebook
before posting intentions to post
harassing comments
[407* giving user a chance to | hurtful messages | Facebook
withdraw their posts and | significantly decreased
sending a message
indicating potential harms
of their posts
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OVERVIEW OF 17 STUDIES INCLUDED IN THIS STUDY (CONTINUING TABLE I)

Category Resource Mechanism Effect Experiment Context
|18]* showing victims help page | all interviewees agreed | Facebook
which is specific for | that victim will consider
dealing  with users' | advice helpful in their
harassment cases situation
all interviewees agreed | Facebook
that bullies will reflect on
his behavior
all interviewees agreed | Facebook
that bystanders will
consider how the message
affects victims
Identity |46]* verifying  users’ real | Increased likelihood of | Korean news media
verification names or phone numbers using offensive words
making users connect | decreased likelihood of | Korean news media
their SNS using offensive words
profiles with news media
[471* making user create an | Likelihood of not using | Korean news media
account on news media offensive words was lower
than SNS accounts
making users connect | Highest likelihood of not | Korean news media
their  real-name  SNS | using offensive words
profiles with news media
making users connect | middle likelihood of not | Korean news media
their non real-name SNS | using offensive words
profiles with news media
Bystander intervention |55]* Showing participants a | indirectly increased | EatSnap.Love
notification indicating | likelihood of flagging | (self-developed)
they've read the current | bullying posts
post
showing participants a | indirectly increased | EatSnap.Love
notification indicating | likelihood of flagging | (self-developed)
how many users have seen | bullying posts
the current post
|56]* showing participants | participants who saw | Twitter
hashtag feed with | more  bullying posts
different number  of | revealed higher intentions
bullying tweets to stop bullying directly
no influence on | Twitter
participants' intentions to
indirectly intervene
showing participants | no influence on | Twitter
bullying retweets participants’ intervention
intentions
|51]* showing participants | no direct effect on | Facebook
harassment posts with | influencing participants’
different  number of | intervention intentions
viewers
participants revealed less | Facebook
intervention intentions as
number  of  viewers
increases
showing participants | no direct influence on | Facebook
harassment posts with | participants’ intention to
varied degrees of harms intervene
participants who received | Facebook
more severe post revealed
higher intervention
intentions
|53]* showing participants | participants in low | Facebook
harassment posts where | bystanders’ condition
the victim has varied | were more likely to stop
number of friends bullying directly
telling participants if they | participants who didn't | Facebook
logged into Facebook chat | log in reported higher
intention to stop bullying
directly
telling participants if the | participants who are | Facebook
victim in harassment post | victim's close friend were
is his/her close friend more likely to stop
bullying directly
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OVERVIEW OF 17 STUDIES INCLUDED IN THIS STUDY (CONTINUING TABLE I)

Category Resource Mechanism Effect Experiment Context
157]* showing participants | participants' intervention | Facebook
fictitious harassment | intentions in
posts with varied number | cyberbullying were not
of viewers significantly affected
controlling some | Participants who didn't | Facebook
participants to provide | provide real names
their real names reported higher
intervention intentions
|54]* replying to bullyingtweets | usage rate of racist words | Twitter
with disapproval by bots | significantly reduced in
with varied races | high followers/white
(white/black) and number | (bullies' in-group) group
of followers
Chat moderation mode [14]* starting chat moderation | spams significantly | Twitch
modes (subscribers-only | reduced
mode; slow mode; R9K-
beta mode)
no effect on encouraging | Twitch
other pro-social behaviors
Banning/ |59]* deleted subreddits | Usage of hate speech by | Reddit
Blocklist r/fatpeoplehate and | users  from banned
r/CoonTown subreddits has
significantly decreased
hate speech wusage in | Reddit
invaded subreddits has
not changed
|14]* moderators banned | banned behavior is less | Twitch
certain types of behaviors | imitated
no effect on encouraging | Twitch
positive behaviors
113]* blocking users on blocklist | users  received less | Twitter
unwanted messages
[15]* developing a friend | filter out unwanted emails | Gmail
moderation tool,
Squadbox which contains
whitelist and  blacklist
functions
prevent important emails | Gmail
from being moderated
note:

*- studies we found that meet our inclusion criteria
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