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Abstract

Fix a graph H and some p € (0,1), and let Xy be the number of copies of H in a random graph
G(n,p). Random variables of this form have been intensively studied since the foundational work of
Erdss and Rényi. There has been a great deal of progress over the years on the large-scale behaviour
of X, but the more challenging problem of understanding the small-ball probabilities has remained
poorly understood until now. More precisely, how likely can it be that Xy falls in some small
interval or is equal to some particular value? In this paper we prove the almost-optimal result that
if H is connected then for any z € N we have Pr(Xyg = z) < pt=vU+°M) - Our proof proceeds by
iteratively breaking Xy into different components which fluctuate at “different scales”, and relies on
a new anticoncentration inequality for random vectors that behave “almost linearly”.

1 Introduction

Let G(n,p) be the binomial random graph model, where we fix a set of n vertices and include each of
the (Z) possible edges independently with probability p. For graphs H and G, let X5 (G) be the number
of subgraphs of G isomorphic to H, so that if G ~ G(n,p) then we can interpret Xy as the random
variable that counts the number of copies of H in a random graph.

These subgraph-counting random variables and their distributions are central objects of study in the
theory of random graphs, going back to the foundational work of Erdés and Rényi [17]. Early work [9,
17, 35] concerned existence of subgraphs: fixing H, for which n and p is it likely that Xz > 0, and for
which n and p is it likely that Xy = 0?7 It turns out that there is a threshold value of p (as a decaying
function of n) that cleanly separates these two behaviours, and further work [9, 10, 17, 25, 35, 37] focused
on investigating the (Poisson-type) distribution of Xy near this threshold.

In this paper, we are more interested in the behaviour far above this existence threshold (when p is
a constant independent of n). When appropriately normalised, Xz has an asymptotically’ normal
distribution (this was proved by Nowicki and Wierman [32] and Rucinski [34], following several results [3,
24, 25] pushing increasingly further past the existence threshold). Further work by Barbour, Karoriski
and Ruciniski [4] provided quantitative bounds on the rate of convergence to the normal distribution.
However, this asymptotic normality only characterises the “large-scale” behaviour of the distribution of
Xm, and is basically due to the fact that X closely correlates with the number of edges in G(n, p).

A more challenging direction of research is to understand “local” aspects of the distributions of these
subgraph-counting random variables?. In the past decade, there have been a number of advances in this
direction. Following work by Loebl, Matousek and Pangrac [27] for the case where H is a triangle, it
was proved by Kolaitis and Kopparty [26] (see also [14]) that if we fix some p € (0, 1), some prime ¢ € N
and some connected graph H with at least one edge, then Xy mod ¢ has an asymptotically uniform
distribution on {0,...,q — 1}. More recently, local central limit theorems have begun to emerge, giving
asymptotic formulas for the point probabilities Pr(Xg = z) in terms of a normal density function. Such
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a theorem was first proved for the case where H is a triangle by Gilmer and Kopparty [20] (see also [6]),
and this was extended by Berkowitz [7] to the case where H is any clique.

In this paper we are concerned with a somewhat looser question: what can be said about the anticon-
centration behaviour of Xy7 Roughly speaking, this is asking for uniform upper bounds on the point
probabilities Pr(X g = x), or more generally on the small ball probabilities Pr(Xy € I), where I is an
interval of prescribed length. Meka, Nguyen and Vu [30] developed some general polynomial anticoncen-
tration inequalities, and used the polynomial structure of X to prove the bound Pr(X gy = z) < n~ o)
for constant p € (0,1) and any H that contains at least one edge. In [19] we proposed the following
conjecture.

Conjecture 1.1. Fizp € (0,1) and fix a graph H with no isolated vertices. Then

P X — — ( 1—U(H)>
max r(Xgp=2)=0(n ,

where v(H) is the number of vertices of H.

The motivation for Conjecture 1.1 is that if p is fixed then Var Xy = @(nz”(H)_Q) (see for example [23,
Lemma 3.5]), and the aforementioned asymptotic normality therefore implies that X is concentrated
on an interval of length @(n”(H )*1). Provided that the distribution of X is sufficiently “smooth”, we
should expect each value in this interval to have comparable probability. Note that this line of reasoning
implies that Conjecture 1.1, if true, is best possible: any stronger bound would contradict Chebyshev’s
inequality. Also, observe that the assumption that H has no isolated vertices is necessary: if H' is
obtained from H by removing isolated vertices then Xy is a deterministic multiple of X g/, so inherits
its point probabilities.

We also remark that while Meka, Nguyen and Vu were the first to explicitly consider anticoncentration
of subgraph counts in general, actually Pangrac, MatouSek and Loebl [27] considered anticoncentration
of the triangle-count Xy, more than ten years earlier: a primary motivation for their aforementioned
work on triangle-counts mod ¢ was to show that the point probabilities Pr(Xg, = z) are small (they
gave a bound of O(1/logn)), which in turn implies that two independent copies of G(n, p) are unlikely
to have the same Tutte polynomial. In addition, many of the other aforementioned results concerning
the distribution of Xy imply anticoncentration bounds: any central limit theorem already implies that
max, Pr(Xy = x) = o(1), and one can® deduce from the quantitative central limit theorem of Barbour,
Karoriski and Ruciniski [4] that Pr(Xy = z) < Pr(|X — 2| < n*#)=3/2) = O(1/y/n). The local central
limit theorem of Berkowitz |7] definitively settles the matter in the case where H = K, is an h-vertex
clique, in which case it actually gives the asymptotically optimal bound Pr(X g = z) < (27 Var Xp) -2y
o(n'=") =O(n'=M).

In [19] we used ideas related to Erdds’ combinatorial proof of the Erdgs-Littlewood-Offord theorem (see
[18]) to give a simple proof of the general bound Pr(Xy = z) < Pr(|Xy — 2| < n*UD=2) = O(1/n),
and we showed how to extend these methods to prove the sharper bound Pr(Xg, = ) = n'~"*+°() in
the case where H = K, is a clique. In this paper we develop these methods much further, proving an
approximate version of Conjecture 1.1 for all connected H.

Theorem 1.2. Fizp € (0,1) and fix a connected graph H. Then

max Pr(Xy = z) = nt0H) o),

TEZ

Concerning the o(1)-term in Theorem 1.2, the arguments in our proof yield a bound for the o(1)-term
that decays extremely slowly as n goes to infinity. In order to simplify the presentation of the proof
and to avoid additional technical details, we decided to write the proof in a way that does not give any
explicit bounds for the o(1)-term.

The general idea for the proof of Theorem 1.2 is to break up Xy into different components that fluctuate
at “different scales” and handle each component separately. In the case where H is a clique, this plan
is relatively simple to execute, but in the more general setting of Theorem 1.2 there are a number of

3The central limit theorem of Barbour, Karoniski and Ruciniski was not stated in a way that allows one to directly
read off estimates for probabilities regarding X . But, it is possible to deduce such an estimate with the method of [33,
Proposition 1.2.2].



additional challenges that must be overcome. We discuss these in Section 2. Our proof has a number of
new ingredients; one that is perhaps worth highlighting is a combinatorial anticoncentration inequality
for vector-valued random variables that behave “almost linearly”, in the spirit of some anticoncentration
theorems due to Halasz. The details are in Section 3.

1.1 Basic definitions and notation

We use standard graph-theoretic notation throughout. In particular, the vertex and edge sets of a graph
G are denoted by V(G) and E(G), and the sizes of these sets are denoted by e(G) and v(G). For
disjoint vertex sets A, B in a graph G, we write eg(A) for the number of edges e(G[A]) inside A, and
we write eg(A, B) for the number of edges between A and B. Abusing notation, for a vertex v we write
ec(v, A) to mean eg({v}, A), which is the size of the A-neighbourhood of v in G. We write N (v) for the
neighbourhood of v (that is, the set of vertices adjacent to v). A homomorphism ¢ from a multigraph
H to a multigraph G consists of a map from the vertices of H to the vertices of GG, and a map from the
edges of H to the edges of G, such that whenever e is an edge of H between vertices x and y, the image
¢(e) is an edge between the vertices ¢(z) and ¢(y).

We initially introduced Xp as the random variable that counts unlabelled copies of H (as is standard in
this area), but for the proof it will be slightly more convenient to redefine Xg to count the number of
labelled copies of H (injective homomorphisms from H into G). The labelled /unlabelled distinction is
irrelevant for Theorem 1.2, because these two counts differ by a fixed multiplicative factor (the number
of automorphisms of H).

We use standard asymptotic notation throughout. For functions f = f(n) and g = g(n) we write
f = O(g) to mean that there is a constant C such that |f| < C|g|, we write f = Q(g) to mean there is a
constant ¢ > 0 such that f > c|g| for sufficiently large n, we write f = O(g) to mean that f = O(g) and
f=9Q(g), and we write f = o(g) or g = w(f) to mean that f/g — 0 as n — oo. Unless stated otherwise,
all asymptotics are as n — oo (all other variables should be viewed as constant).

We will use notation of the form Es to indicate an expected value with respect to a random choice of
G (if there are other sources of randomness, then formally this is a conditional expected value). We
write Ber(p) for the p-Bernoulli distribution, meaning that if & ~ Ber(p) then Pr(§ = 1) = p and
Pr(¢ = 0) = 1 — p. Finally, we write N for the set of non-negative integers, we write [n] for the set
{1,...,n}, and all logarithms are to base e.

2 Discussion and main ideas of the proof

Before discussing the new ideas in the proof of Theorem 1.2, it is worth reviewing the proofs in [19]
giving weaker anticoncentration bounds. We will build on these ideas to prove Theorem 1.2.

First, to prove the bound Pr(|Xpy — 2| < n*)=2) = O(1/n), the key observation was that X is an
“almost linear” function of the edges of the underlying random graph G ~ G(n, p). Specifically, for a pair
of vertices e = {z,y}, the difference AXy := Xpy(G+e) — Xu(G — e) is tightly concentrated around
its expectation EAXy = @(n”(H )’2), meaning that adding or removing an edge typically causes Xy to
increase or decrease by about this amount*. Using this observation, and some ideas from Erdés’ proof of
the Erdés—Littlewood—Offord theorem [18] and Lubell’s proof of the LYM inequality [28], it is possible
to prove that the anticoncentration behaviour of Xy /EA X is about the same as the anticoncentration
behaviour of the number of edges of GG, which is a binomial random variable with parameters (g) and p.
This gives the desired bound, which in some sense gives “coarse scale” anticoncentration for Xy.

Second, to prove the bound Pr(Xg, = x) < n'~"*t°() for cliques, the key idea was to fix a vertex v and
write Xk, (G) = Xk, (G —v)+ Xk, _,(G[N(v)]). That is, the number of h-cliques in G is the same as the
number of h-cliques in G — v, plus the number of (h — 1)-cliques in the neighbourhood of v (which yield
an h-clique when combined with v). Now, it is possible to use similar ideas as in the preceding paragraph
to show that X, (G — v) is anticoncentrated at a coarse scale. On the other hand, Xk, ,(G[N(v)]) has
a much smaller order of magnitude, and it is actually concentrated on a relatively small interval around
its expectation. Furthermore, we can bound the point probabilities for X, ,(G[N(v)]) inductively.

4This observation is closely related to the fact that the number of edges in G is closely correlated with X . This fact
can be used to prove a central limit theorem for Xy (see for example [23, Example 6.4]).



Then, roughly speaking, the idea was as follows: We want to bound the probability of having Xk, (G) =
Xk, (G —v)+Xk,_,(G[N(v)]) = z. Since Xk, _,(G[N(v)]) is concentrated on a small interval around its
expectation EXg, ,(G[N(v)]), in order to have X, (G) = x the value of X, (G — v) must (typically)
be reasonably close to @ — EXg, ,(G[N(v)]). Using the coarse scale anticoncentration bounds for
Xk, (G —v), we can bound the probability that this happens. After knowing the value X, (G —v), we
know what value Xk, ,(G[N(v)]) needs to take to have Xk, (G) = z. By induction, we can bound the
probability that X, ,(G[N(v)]) takes this particular value.

If Xk, (G —v) and Xk, _,(G[N(v)]) were independent, it would be easy to conclude the desired anti-
concentration bound Pr(Xg, =z) < n'~"*°(); we would be able to simply multiply the above two
probability estimates. Unfortunately, these random variables are not independent, so we need to rule
out the possibility that the fluctuations in Xk, (G — v) “cancel out” the fluctuations in Xg, , (G[N(v)])
in a way that causes X, to concentrate on a particular value. The approach we took was to show that
actually Xg, ,(G[N(v)]) is anticoncentrated even after conditioning on a typical outcome of G —v (after
which the only remaining randomness comes from the set of neighbours N(v)).

We proved a conditional anticoncentration bound of this type by induction, using a moment argument.
To be more specific, we viewed the conditional probabilities Pr(Xg,_, (G[N(v)]) = z | G — v) as random
variables depending on G — v. To study these random variables we studied their high moments, which
essentially comes down to considering collections of different candidates for the neighborhood N (v), and
bounding the probability that for each of these candidates we simultancously have X, ,(G[N(v)]) = .
We accomplished this with a multiple exposure argument: we iteratively went through our candidate sets
for N(v) and exposed the edges of G — v inside each set which had not yet been exposed before. Using a
suitable induction hypothesis, and the ideas sketched earlier, at each step we can bound the probability
that the corresponding candidate set for N(v) gives rise to the desired value of Xk, ,(G[N(v)]). This
way we obtained a suitable bound for the moment argument.

Now, there are several obstacles that need to be overcome to generalise the above argument beyond the
case where H is a clique. First, the decomposition Xk, = Xk, (G —v) + Xk, _,(G[N(v)]) was very
convenient for us: it allowed us to consider two separate random variables, one of which can be studied
on a “coarse” scale using our Littlewood—Offord type techniques, and the other of which can be studied
inductively. Actually, it is not a huge problem to generalise this decomposition. In general, we have
X = Xu(G —v) + X}, where X}, is the number of copies of H in G which contain v. One can check
that X} is a certain sum of weighted subgraph counts in G — v, where each of the subgraphs has v(H)—1
vertices, and the weight of a subgraph depends on its intersection with the neighbourhood N (v) of v. So,
if we generalise the induction hypothesis to certain weighted sums of subgraph counts, it is still possible
to control the anticoncentration of X% inductively.

The second main obstacle, which is more serious, concerns the multiple-exposure argument we used to
show that Xk, ,(G[N(v)]) is anticoncentrated even after conditioning on a typical outcome of G — v.
This crucially depended on the fact that in order to know the value of X, , (G[N(v)]) given a particular
candidate for N(v), the only edges of G — v that we need to expose are the edges inside N(v) (leaving
the remaining edges for future rounds of exposure). Unfortunately, in general one may need to examine
all the edges of G — v to determine the value of X}, even if we fix a candidate for N(v). Specifically,
this is the case whenever H is not a complete multipartite graph (if H is complete multipartite, then we
do not need to expose the edges which lie completely outside N(v), and actually in this special case it is
not too hard to extend the proof in [19] to prove Conjecture 1.1).

In the general case where H is not a complete multipartite graph, in order to use a moment argument
as above, we need some other way to estimate the joint probability that many candidates for N(v)
each result in a specific outcome of X¥,. Write X% (N(v), G —v) to indicate the dependence of X% on
both N(v) and G — v. For a collection of sets Ay,...,A; as candidates for N(v), we want to control
the joint probability that all of X} (A41,G —v),..., X} (A, G — v) are equal to a given value. Since we
cannot consider these random variables separately anymore (as we did before with the multiple exposure
argument ), we need to somehow modify the induction hypothesis to handle this joint probability.

Specifically, we can generalise to a statement about joint anticoncentration probabilities of random
variables of the following type (thus strengthening the induction hypothesis). Take a sequence of distinct
vertices vy, ..., vy and for each v;, consider some collection of ¢; different candidates for the neighbourhood
of v;. Then, consider the T' = ¢, - - - ¢, different random variables obtained by making different choices for
the neighbourhoods for each of vy,...,v,, and considering the number of copies of H which contain all



of v1,..., vy, conditioned on vy, ...,v, having these neighbourhoods. The idea is that at each step of the
induction we introduce a new vertex v;, and we consider many candidates for the neighbourhood of v; for
a moment argument. Given that we are considering joint probabilities of T = t; - - - t, random variables,
our induction hypothesis needs to give a bound of the form n(9—"+DT+e(1) o the joint probability that
all our random variables are equal to particular values. This can be viewed as an anticoncentration
bound for a random vector X.

To make the above ideas work, we need multivariate generalisations of some of the ideas described so
far. For example, we need an anticoncentration inequality for random wectors that are almost-linear
in the sense sketched earlier, having the property that adding or removing an edge typically causes a
predictable change in their values. There are some classical anticoncentration inequalities by Halasz [21]
that give the kind of bounds we need, for random vectors that depend linearly (and “non-degenerately”)
on a sequence of independent random choices. (Some kind of non-degeneracy assumption is necessary,
to rule out situations where the random vector is always contained in a proper subspace of smaller
dimension). The standard proofs of Halasz’ inequalities are Fourier-analytic, and are not robust enough
to apply to our almost-linear setting, but we were able to find some combinatorial arguments that apply
to our setting, again inspired by proofs of Erdés [18] and Lubell [28]. More details are in Section 3.

In order to use the estimates in Section 3, we need to check a non-degeneracy condition: basically,
we need to consider the effects of changing the status of various edges, and we need to show that the
corresponding changes to X are in “many different directions”, spanning R”. We also need to check a
similar non-degeneracy condition for the effects of adding or removing vertices from the various candidate
neighbourhoods. Unfortunately, these non-degeneracy conditions do not hold for an arbitrary connected
graph H (they do hold, however, if H has a vertex with edges to all other vertices). Therefore, we
actually need to further modify our approach.

Instead of considering a single vertex v; in each step of the induction, we will consider a; different vertices,
having a diverse range of adjacencies to the vertices previously chosen. Then, our decomposition is that
we split the copies of H into the copies that contain none of our a; identified vertices, and the copies
that contain at least one of them. With this modification, there is a much richer range of possibilities
for the effect of changing the status of an edge, and this allows us to prove the desired non-degeneracy
condition. Unfortunately, while this modification is conceptually rather simple, it complicates notation
enormously. We now need to maintain a collection of sets of vertices, and a collection of possibilities
for the neighbourhoods of these vertices. To encode all of these data we introduce the notion of a
colour system: each step of the induction is associated with a different colour, and at each step there
are multiple “shades” of each colour indicating the different possibilities for the neighbourhoods of the
various vertices introduced at that step. We can then state our induction hypothesis for a class of random
variables defined in terms of colour systems, and prove it using the ideas we discussed in this outline.

3 Anticoncentration for “almost-linear”’ random vectors

The Erdgs—Littlewood—Offord theorem states that if &, ..., &, are independent Bernoulli random vari-
ables satisfying Pr(§; = 0) = Pr(¢; = 1) = 1/2, and X = a1&1 + -+ + a,&, is a linear combination of
these random variables (where each coefficient a; has absolute value at least one) then for any = € R
we have Pr(|X — z| < 1) = O(1/y/n). As outlined in Section 2, in [19, Theorem 1.2] we adapted Erdds’
proof of this theorem to handle the case of “almost-linear” functions of &1,...,&,.

In [21], among other results, Halasz gave a multivariate generalisation of the Erdés—Littlewood—Offord
theorem, for sums of random vectors satisfying a certain non-degeneracy condition. Specifically, suppose
that ay,...,a, € R? are d-dimensional vectors with the property that for every unit vector e € R
there are Q(n) indices ¢ with |(a;,e)| > 1. Halasz proved that, with X = & ay + -+ + £,a,, we have
maxgegd Pr([| X —zfl, <1) = O(n_d/Q). As outlined in Section 2, for the proof of Theorem 1.2 we will
need a similar bound for almost-linear X. Our non-degeneracy condition will be somewhat cruder than
Halasz’; we assume that there are vectors vy, ..., v,, € R spanning R?, such that each of these vectors
is represented Q(n) times as the direction of the “typical effect” of changing the status of some &;.

Theorem 3.1. Fix real numbers 0 < p <1 and 0 < e < 1, integers m > d > 1, and vectors vy,...,V;, €
R? spanning R?. Then there is a constant ¢ > 0, depending on p, €, d and v1,...,v,,, such that the
following holds. For any positive integer n and any function f : {0,1}" — RY, let & ~ Ber(p)" and for



i=1,...,n define the random variables

Alf(&) = f(fla"'agi—la]-agi—i-l"" ;gn) - f(glw~-a€i—1307£i+17~-->£n)'

Suppose that for some positive real numbers r and s with rv/nlogn > s there are disjoint subsets
Ii,..., Iy, C{1,...,n} of size at least en such that for each i € I; we have Pr(||A; f(€) — sv|| > 1) <

n=54. Then for any © € R? we have
d
V1
Pr(Hf(&) -zl < r«/nlogn) <c- (7’0gn> .
S

Roughly speaking, the assumption on the function f in Theorem 3.1 means the following: For each of the
vectors v; (with 1 < j < m) there is a reasonably large subset I; C {1,...,n}, such that for every i € I,
the following holds. When changing the i-th coordinate of £ from 0 to 1 the corresponding vectors f(&)
typically differ by roughly sv; (more precisely, with high probability the difference of the corresponding
vectors f(£) is close to the vector sv;). This condition can be seen as some sort of “almost-linearity”
(at least with respect to certain coordinates of £€). Intuitively, this condition suggests that for a random
vector & ~ Ber(p)", the vector f(£) must be reasonably spread out and not too concentrated close to any
given & € R?. Theorem 3.1 makes this intuition precise. The precise bound of n=6% for the probability
Pr(||A; f(€) — sv;||, > r) in the assumptions of Theorem 3.1 was chosen for convenience in the proof
of the theorem. The exponent 6d? is certainly not sharp, but the precise value of this exponent is not
relevant for the remainder of this paper, so we made no effort to optimise the exponent at the cost of
complicating the proof of Theorem 3.1.

As mentioned above, Theorem 3.1 can be considered to be an analogue of Halasz’ classical anticoncen-
tration inequality for linear vector-valued functions [21] (satisfying a certain non-degeneracy condition),
in the weaker setting of “almost-linear” functions. However, our non-degeneracy condition is somewhat
more restrictive than the one in Halasz’ original result. We also remark that an inequality very similar
to Halasz” was also proved by Tao and Vu [39, Theorem 1.4], and that there is a large body of work
proving similar results without a non-degeneracy condition (in which case the bounds are much weaker;
see for example the survey in [31, Section 2]).

Before starting the proof of Theorem 3.1, we record the following basic fact about lattices.

Lemma 3.2. Fiz a basis vq,...,vq € R? of RY. There exists a constant ¢, only depending on vy, ..., vg,
such that for any ' € R and any real number z > 1 there are at most ¢ - z¢ different d-tuples of integers
(t1,... ,ﬁd) € 7% with H(tl'Ul + ot tgug) — :B/HOO < z.

We next prove Theorem 3.1, further developing the ideas in the proof of [19, Theorem 1.2]. As mentioned
above, the assumption on f in Theorem 3.1 means that when changing the i-th coordinate of & from
zero to one for some ¢ € I, the vector f(§) typically changes by roughly sv;. This means that, if we
successively change appropriately chosen zeros to ones in &, we can (with sufficiently high probability)
control the changes of the vector f(£), and show that f(&) cannot be too often close to any given vector
x € R?. Indeed, if we change the coordinates of & with indices in I; U---U I,,,, then the vector f(&) will
typically move roughly along a lattice spanned by the vectors vy, ..., v,,, and we can use Lemma 3.2 to
show that there are not too many choices for £ where || f(x) — | < rv/nlogn.

Proof of Theorem 8.1. First, by relabelling the given vectors vy,...,v,, € R% we may assume that
v1,...,v4 form a basis of R?. We ignore the other vectors vy, ..., v, (in other words, we may assume
that m = d).

Now, for j =1,...,d, let nj = |I;|, so en < nj < n. Let ¢ = (fi)iejj be the restriction of the random

vector & ~ Ber(p)" to the coordinates in I;. Observe that the number 1€7] of ones in &7 is binomially
distributed with parameters n; and p. Therefore, for any 0 < ¢ < n; we have that

Pr(e’| =t) <y /? < (cp/v/E) 2 (3.1)

for a constant ¢, > 0 only depending on p.



Now, observe that Pr(‘£j| = t) is an increasing function in ¢ for ¢ < pn; and a decreasing function for
t > pnj. Thus, for each j =1,...,d, there are integers 0 < a; < b; < n; such that for any integer ¢ we
have

Pr(|§j| = t) > n~24 if and only if a; <t <b;. (3.2)

That is to say, a; and b; are defined as the boundaries of the range of values that have probability at
least n 2% of occurring as ‘53 | We next bound the difference b; — a;.

The Chernoff bound (see for example [1, Theorem A.1.4]) yields Pr(’fj‘ < pn;j —dy/nlog n) <n72 <
n=24 and Pr(’Ej‘ > pn; 4+ dy/nlog n) < n—2d* < n~24 Thus, we must have

pn; —dy/nlogn <a; <b; < pn; +d/nlogn

and in particular b; — a; < 2dy/nlogn for each j =1,...,d. By the choice of a; and b; we have

aj—1 n?
Pr(|¢/| <ajor €] > ;) = Y Pr(|g/|=t)+ D Pr(|g/|=1) <n-n2=n2 (33)
t=0 t=b;+1
for every j =1,...,d.
Now, for each j = 1,...,d, let ¢; : [n;] — I; be a uniformly random bijection (independently chosen

for each j). Also, independently sample y; ~ Ber(p) for each i € [n]\ (I3 U---U Iy). For any integers
t1,...,tq € [a1,b1] X -+ X [aq,bq], let the vector x(t1,...,tq) € {0,1}™ be defined as follows. For
i€ n)\(I1 U---Uly), we already chose yx;, the i-th entry of x(t1,...,tq). If i € I;, then set x; = 1 if
and only if ¢ € ;([t;]). In other words, among the entries x; for ¢ € I there are precisely t; ones and
those are in positions o;(1),...,0;(t;).

For any given (t1,...,tq) € [a1,b1] X -+ X [ag, by, the random vector x(t1,...,tq) depends on the choices
of the bijections o; for j = 1,...,d and the random entries x; ~ Ber(p) for i € [n]\([1 U--- U Iy).
Very importantly, the distribution of x(t1,...,tq) is the same as the distribution of the random vector
& ~ Ber(p)" in the theorem statement conditioned on having ‘ﬁj‘ =t; for j = 1,...,d. In particular,
fixing any & € R?%, we have

Pe(16) -l < r/itogn | €] =1 or j = 1.....4)
=Pr(lf(x(tr.. - ta) — 2|, < ri/nlogn).

Hence, using the independence of the random variables €], .. ., |£d\ as well as (3.1), we obtain
Pr(||f(£) -zl < rv/nlogn and |£j{ =t for j = 1,...,d)
= Pr(Hf(X(tl, t) -z < r\/@) : f[ Pr(|¢’| = ;)
j=1
< (ep/ VA 2 Pr(IF (s ta)) — @l < 7/nlogn)

for each (t1,...,tq) € [a1,b1] X - -+ X [aq, bq]. On the other hand, (3.3) implies
Pr(|€j| < a; or |§'j| > b; for some 1 < 5 < d) <d-n2H < pd

(Note that to have |I;| > en >0 for j =1,...,d, we must have d < n). Thus, we obtain

Pr(I£(§) — @l <rv/nlogn)
<n %4 Z Pr(||f(§) x| < rv/nlogn and |§j’ =t;forj= 1,...,d)

(t1,.-ta)

<0 (G VR 2 ST Pt ) — @l < ry/nlogn),

(t1,e-e5ta)



where the sum is taken over all (¢1,...,%4) € [a1,b1] X - -+ X [ag, bg]. In other words,

Pr<||f(£) -zl < r\/nlogn> <n~% 4 (c,/VE) n~%2 . EY, (3.4)

where Y is the random variable counting the number of d-tuples (¢1,...,tq) € [a1,b1] X - -+ X [ag, bg] With
I|f(x(t1,...,tq)) — x|l < rv/nlogn. This random variable Y depends on the random choices of o; for
j=1,...,dand on x; ~ Ber(p) for i € [n]\(I; U---UIy).

Note that we always have Y < (ny +1)---(ng + 1) < (2n)¢. Furthermore, recall that the distribution
of x(t1,...,tq) is the same as the distribution of & ~ Ber(p)" conditioned on having |£j| = t; for
j=1,...,d. This implies that for any 1 < j* < d, any i € I;« and any (t1,...,tq) € [a1,b1]x--- X [aq, bal,
we have

Pr(||Aif(X(t1, s tq)) = svpe| > 7") = Pr<||A¢f(§) —svj|| >

|§j|:tj forjzl,...7d>

d d
< Pr(||Af(€) — svje| >7) - Hpr(|£j| _ tj)_l < pbd and <t < n=2d-2,

Jj=1 Jj=1

where we used (3.2) and the assumption in the theorem that Pr([|A; f(€) — sv;- || > 7) < n=64"  Thus,
by a union bound, the probability that there exist 1 < j* < d, ¢ € I;« and (¢1,...,tq) € [a1,b1] X -+ - X
[aq, ba] with [|A; f(x(t1,-..,tq)) — svj-|| =7, is at most n= 2472 d-n-n < p=d

Now, fix ¢/ > 0, only depending on v1,...,vq € R?, as in Lemma 3.2.

Claim 3.3. If |Aif(x(t1,...,ta)) — svj«|| . < r forall 1 < j* < d, all i € I+ and all (t1,...,tq) €
[a1,b1] X -+ X [aq,bq], then we have Y < ¢ - (2d% + 1) - (rv/nlogn/s)?

Proof. Note that for any 1 < j* < d and any (t1,...,tq) € [a1,b1] X -+ X [aq, bg] with tj« < bj«, the
vectors X (t1,... tj=—1,tj + 1, tj+41,...,tq) and x(t1,...,tq) only differ in that the first of these vectors
has a one in position o« (¢~ + 1), while the second has a zero in that position. Hence

.f(X(tla cee 7tj*—17tj* + 17tj"+17 o ?td)) - f(X(tla cee atd)) = Aaj*(tj*Jrl)f(X(tl) .. -7td))'

As 0+ (t;+ + 1) € I+, under the assumptions of the claim this implies

||f<X(t17 e 7tj*717tj* + 1,tj*+1, e ,td)) — f(X(th e 7td)> — S’Uj*

for all (t1,...,tq) € [a1,b1] X --- X [aq,bq] and all 1 < j* < d with ¢j« < bj-. Adding this up for different

o ST

values of (t1,...,tq) € [a1,b1] X + -+ X [aq, bg] and using the triangle inequality, this implies that
||f(X(t1’ BRE) 7td)) - f(X(ala BRI} ad)) - (tl - (11)8’01 - (td - ad)svd”oo
<((th—a1) + -+ (tg —aq)) - r < 2d*y/nlogn - r,
for all (¢1,...,tq) € [a1,b1] X - - - X [aq, bg], where for the second inequality we used that t; —a; < b;—a; <

2dy/nlogn for each 1 < j < d.

Recall that Y is the number of (integer) d-tuples (t1,...,tq) € [a1,b1] X -+ X [aq, bg] which satisfy
| f(x(t1,....tq)) — x|l <rv/nlogn. For each such d-tuple we then have (by the triangle inequality)

lx — f(x(ai,...,aq)) — (t1 —ar)svy — - -+ — (ta — aq)svq| o, < (2d2 +1)y/nlogn -,
and therefore

1 1
t1v1—|—~-—|—tdvd—a1v1—~-~—advd—i—gf(x(al,...,ad)))—f:c

1 .
<@ 1) Yrlosn T
S S

oo

Thus by Lemma 3.2 applied with &’ = ajvy + -+ + agqvg — %f(x(al, coaq)) + %w as well as z =
(2d% +1)y/nlogn - r/s (note that z > 1 as r/nlogn > s by the assumptions of the theorem), we obtain

that .
Y < @d+ 1)t (vnlognr> ,
s
as desired. O



Just before Claim 3.3, we proved that its assumptions are satisfied with probability at least 1 — n~¢.

Thus, we obtain

vnlogn-r

S S

\/nlogn-r>d

d
IEY<nd-(2n)d+c’-(2d2+1)d-( > <(c’+1)-(2d2+1)d-(

using that rv/nlogn > s. Plugging this into (3.4), we can conclude

\/nlogn~r>d

S

Pr(I£(€) — o, < rv/mlogn) < n~t+ e/ V) /2 (¢ +1) - (2% + 1)1 (

d
© () < (VB @ -

=n"% 4 (cp/VE) - (¢ +1)- (2d% +1) —~ = 10g"> ,

S

where in the last inequality we used that rv/logn/s > n~1/2 > n~'. This implies the statement of
Theorem 3.1 with ¢ = (¢,//2)%- (¢ +1) - (2d® +1)¢ + 1. O

4 Colour systems and the induction hypothesis

As outlined in Section 2, our proof of Theorem 1.2 proceeds via induction over a class of random variables
generalising subgraph counts. These random variables are defined via colour systems.

Definition 4.1. For integers ¢ > 0 and ay,...,a4,t1,...,t5 > 1, a colour system G with parameters
(g,a1,...,ag,t1,...,tg) is a multigraph without loops which is coloured according to the following rules.

e Each vertex has at most one colour and for each 1 < i < g, there are exactly a; vertices of colour 1.
e Each edge is incident to at least one coloured vertex.

e Each edge has exactly one colour. If an edge is incident to exactly one coloured vertex, it receives
the colour of that vertex. If an edge is incident to two coloured vertices, and these vertices have
colours i, and i, then the edge has colour min(iy, is).

e Each edge of colour 7 is additionally labelled with an integer in {1,...,t;} (we say that there are
t; different shades) of colour i. We do not assign shades to vertices, only edges.

e Between any two vertices, there is at most one edge of each shade of each colour (but there can be
multiple edges of different shades of the same colour).

The order of a colour system G is its total number of vertices (both coloured and uncoloured).

For a colour system G, let U(G) be the set of uncoloured vertices of G. In most of the statements through-
out the paper, we will consider colour systems whose order n is large with respect to the parameters
g,0a1,...,ag,t1,...,ty (in which case almost all vertices of G are uncoloured). In all of our statements
involving asymptotic notation, the colour system parameters g,as,...,aq,t1,...,t; will be treated as
fixed constants for the asymptotic notation, while the order n tends to infinity.

To make some sense of the definition of a colour system, recall from the outline in Section 2 that our proof
is inductive, and at each step of the induction we consider multiple possibilities for the neighbourhoods of
certain vertices. The g colours in a colour system correspond to the vertices chosen at the g different steps
of the induction, and the ¢; different shades of colour ¢ correspond to ¢; different choices of neighbourhoods
for the vertices of colour %.

Now, we will mostly want to consider colour systems which have “typical” structure, meaning that
the sizes of intersections between neighbourhoods of vertices are about what one should expect if the
neighbourhoods were chosen randomly. For this, we introduce a notion of “general position” for families
of sets.



Definition 4.2. Consider subsets Si,..., Sy, of some ground set R. For any subset I C {1,...,m},
we write Sp = RN (\;c; 5 N[ (R\S;). For an integer K > 1 and some 0 < p < 1, we say that
S1y...,8% C R are in (p, K)-general position if for each I C {1,...,m}, we have

7] = pI(1 — )™ M|R|| < K - |R|V?1og |R].

Note that if m = 0, then Sy = R and therefore in this case the empty collection of sets is in (p, K)-general
position for every integer K > 1.

Definition 4.3. Say that a colour system G is p-general if the following holds. If we define S1,...,S,, C
U(G) to be the U(G)-neighbourhoods of each of the coloured vertices of G in each of the shades of the
respective colour (so we have m = aq -t1 +---+aq -ty if G has parameters (g, a1, ..., a4,t1,...,t5)), then
the sets Si,...,S, C U(G) are in (p, 39)-general position.

Furthermore, say that the colour system G is weakly p-general if the sets Si,..., S, C U(G) are in
(p, 2 - 39)-general position.

Note that every p-general colour system is in particular weakly p-general (the reason for having both
these definitions is that when we make small changes to a collection of sets in (p, K)-general position, the
parameter K changes slightly, and it is convenient to not have to explicitly keep track of this change).
Also, note that for g = 0, every colour system with parameters (g, a1, ...,a4,t1,...,ty) is p-general (since
m = 0 and the empty collection of sets is always in in (p, K)-general position for all K > 1).

Recall from Section 2 that the whole point of introducing multiple vertices at each step of the induction
is to allow for a richer range of possibilities for the effect of changing the status of an edge. In order to
ensure the richest possible range of possibilities, we consider colour systems which are complete in the
sense that we see essentially all the possible adjacencies between the coloured vertices, as follows.

Definition 4.4. Call a colour system G with parameters (g,a1,...,a4,%1,...,t,) complete, if for any
1 < i < g the following holds. Suppose for each 1 < j < i — 1 and each vertex v in G of colour j we are
given a subset I, C [t;]. Then there exists a vertex w of colour i such that for every 1 < j <i—1 and
every vertex v of colour j the vertices w and v are connected by edges of exactly those shades of colour
7 that belong to the set I,,.

Informally speaking, Definition 4.4 demands that for every colour 7 we can find a vertex with prescribed
edges to all the vertices of the previous (smaller) colours. For g = 0 every colour system with parameters
(g,a1,...,aq,t1,...,tg) is complete, as the condition in Definition 4.4 is vacuous.

Note that whether a colour system G with parameters (g, a1, ..., aq4,t1,...,ty) is complete only depends
on the edges between the coloured vertices, and it does not at all depend on the edges in colour g. In
contrast, whether G is p-general for given 0 < p < 1 only depends on the edges between the coloured and
the uncoloured vertices.

Now, to obtain a graph from a colour system, we choose a shade of each colour, and we choose a graph
on the uncoloured vertices, as follows.

Definition 4.5. Let G be a colour system with parameters (g,a1,...,a4,%t1,...,t5). Then, given a g-
tuple (ji1,...,Jq) € [t1] X -+ x[ty], and a graph G on the vertex set U(G), define a graph G(Go, j1,- .., Jg)
by taking all vertices of G together with all edges of Gy and all edges of shade j; of colour i forall 1 <14 < g.
Furthermore, for a graph H let Y5 (G, Go, j1, .- .,jg) be the number of labelled copies of H in the graph
G(Go, j1,--.,Jg) which use at least one vertex of each of the g colours.

We will use notation such as ¢ (G, Go, -) to denote the function [¢1] X - - - X [t,] — Z that maps (j1,...,74)
to Yu (G, Go, j1,-..,7q). Our goal for the rest of this paper will be to prove the following strengthening
of Theorem 1.2.

Theorem 4.6. Fiz some 0 < p < 1, an h-vertex graph H, and integers 0 < g < h—1 and aq,...,aq,
ti,...,tg > 1. Let T = t1---t;. Then for any p-general complete colour system G of order n with
parameters (g,ai1,...,aq,t1,...,ty) and for any function X : [t1] X --- X [ty] = Z the following holds. If
Go ~ G(U(G),p) is a random graph on the vertex set U(G), then

Pr<¢H(g7 GU; ) = A) é n(g_h'i‘l)-TJ,-o(l).
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The o(1)-term in Theorem 4.6 goes to zero as n tends to infinity, but it may depend on the choices for p,
h, H, and g,a1,...,a4,t1,...,t, fixed in the beginning of the theorem statement (in other words, these
values are are treated as constants in the asymptotics).

Note that for g = 0, in Theorem 4.6 we have T'= 1 (using the convention that the empty product is equal
to 1), and the colour system G has no coloured vertices (so it consists of n uncoloured vertices and no
edges). We already observed that such a colour system is always p-general and complete. Furthermore,
Y (G,Go) is simply the number of labelled copies of H in Gy ~ G(n,p). This quantity is precisely
the random variable Xy in Theorem 1.2. Thus, Theorem 4.6 for ¢ = 0 states that for all ¢ € Z we
have Xy = ¢ with probability at most n(1=m)1+o(1) — pl-=h+o(l) = Thig is precisely the statement of
Theorem 1.2.

So, Theorem 1.2 corresponds to the case ¢ = 0 in Theorem 4.6, and it therefore suffices to prove
Theorem 4.6. We will use backwards induction starting from g = h — 1 and going down to g = 0. Note
that the case g = h — 1 is trival.

For the rest of the paper, we fix a particular graph H with h vertices and some 0 < p < 1. Before
concluding this section, we make a few more definitions and state an important intermediate result for
the induction step (Proposition 4.10, to follow). Basically, at each step of the induction, we have a colour
system G with g —1 colours, and we add vertices of a new colour with random neighbourhoods, obtaining
a random colour system Gs. We will use the “g” case of Theorem 4.6 and a moment argument to show
that typically G has the property that (Gs, Go, ) is anticoncentrated, subject only to the randomness
in Gs. This will be the content of Proposition 4.10.

Definition 4.7. For integers g > 1 and a1,...,a4,t1,...,t5—1 > 1, define a restricted colour system with
parameters (g, a1, ...,aq,t1,...,t5—1) to be a colour system with parameters (g,a1,...,ag,t1,...,t5-1,1)
in which there are no edges in colour g between the coloured and the uncoloured vertices (so all edges of
colour g are between the vertices of colour g, recalling that the colour of an edge is the minimum of the
colours of its endpoints).

Call a restricted colour system G with parameters (g,a1,...,aq,t1,...,t4—1) complete, if it is complete
when viewed as a colour system with parameters (g,a1,...,a4,t1,...,t5-1,1). Call a restricted colour
system G with parameters (g,a1,...,aq,t1,...,t5—1) essentially p-general, if the colour system with
parameters (g — 1,a1,...,a49-1,t1,...,t4—1) obtained by ignoring colour g is p-general. Similarly, call G
essentially weakly p-general, if the colour system obtained by ignoring colour g is weakly p-general.

Definition 4.8. Consider a restricted colour system G with parameters (g, a1,...,a4,t1,...,t4—1). For
each vertex v of colour g in G, choose a random subset S, C U(G) by taking each element of U(G)
independently with probability p (and choose the different sets S,, all independent from each other). Let
S = (Sy)y be the collection of random sets chosen this way. Then we can obtain a random colour system
Gs with parameters (g,a1,...,aq,t1,...,t4—1,1) by connecting each vertex v of colour g to all vertices
in S, and colouring all these new edges in the unique shade of colour g.

Definition 4.9. Consider 0 < ¢ < 1 and an essentially p-general complete restricted colour system G
with parameters (g,a1,...,a4,t1,...,t5-1). We say that a graph G on the vertex set U(G) is (p,¢,G)-
dispersed if for all functions X : [t1] x --- X [tg—1] X [1] — Z the following holds. When choosing &
randomly as in Definition 4.8, we have Pr(¢¥ g (Gs, Go,) = A) < gq.

Now we are ready to state Proposition 4.10, as announced above.

Proposition 4.10. Fir integers 1 < g < h—1 and ay,...,aq,t1,...,tg—1 > 1 and let T =1t ---t,_;1.
Then there exists a function 6 : N — Rxq with lim,, o, §(n) = 0, such that for any essentially p-general
complete restricted colour system G of order n with parameters (g,a1,...,aq,t1,...,tq—1) the following
holds. If Go ~ G(U(G), p) is a random graph on the vertex set U(G), then with probability 1 —n=*() the
graph Gy is (p,q, G)-dispersed, where q = n(9~h+1/2)T+3(n),

We remark that in the case g = 1, we have T' = 1 in Proposition 4.10 (again by the convention that the
empty product is equal to 1).

The rest of the paper is organised as follows. In Section 5 we give some very straightforward lemmas
about sets in general position (in particular, random collections of sets are very likely to be in general
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position). In Section 6 we use a moment argument to prove that the case of Theorem 4.6 implies the
corresponding case of Proposition 4.10. In Section 7 we show how thls case of Proposition 4.10 implies
the “g — 1”7 case of Theorem 4.6, completing the induction step. The contents of both of these sections
consist mostly of calculations and putting various pieces together. However, in both these sections we
omit the proofs of important anticoncentration lemmas (Lemmas 6.3 and 7.3). The rest of the paper
is spent proving these lemmas via our new multivariate anticoncentration inequality in Theorem 3.1.
In Section 8 we introduce the formalism of a “core”, which will be used for the proofs of Lemmas 6.3
and 7.3. To be specific, we prove a linear independence lemma for certain vectors defined in terms of
cores, which we will use to check the linear independence condition in Theorem 3.1. Finally, in Section 9
we put everything together to prove Lemmas 6.3 and 7.3.

5 Sets in general position
In this section we record some simple lemmas regarding sets in general position. Recall that in the last
section we fixed some p € (0, 1).

Lemma 5.1. Suppose that Si,...,S, C R are subsets of some ground set R which are in (p, K)-general
position, for some integer K > 1. Then for every subset I C {1,...,m}, we have

ns.

i€l

—pR|| < 2™ K - |R|*?1log |R|.

Proof. Fix some subset I C {1,...,m}. For every subset J C {1,...,m} with I C J, let S; =
RN(M;es SiNg, (R\S;) be as in Defimtlon 4.2. Note that there are at most 2™ such subsets J. Also,
note that the set (),.; S; is the union of all the set S; for all J C {1,...,m} with I C J, and all these

sets S are disjoint. Hence
REIEDIEHE
icl J
Here, and in the rest of this proof, the sum is over all subsets J C {1,...,m} with I C J. Noting that

PRl =p " (p+ 1 —p)"™ MR =3 pI (1 —p)" VIR,
J

we obtain that

(i =Rl = 3151 = 3o =" iR < 3 ]IS - o0 - iR
el
<> K-|R["?log|R| < 2™ K - |R['*log|R],
J
as desired. ]

Lemma 5.2. Fix some m € N. Let R be an n-element set and let Si,...,S, C R be in (p, K)-
general position for some integer K > 1. Let Sp,41 be a random set chosen by taking each element of R
independently with probability p. Then with probability 1 — n=*(M) the sets Si,...,Sm,Sms1 C R are in
(p, K)-general position.

Proof. For any subset I C {1,...,m}, let S = RN(\;c; 5 N[ );¢;(12\S;) be as in Definition 4.2. We
need to show that with probability 1 — n~“() we have

’|SIﬂSm+1| — It —p)™ -l ‘ < K -n'?logn. (5.1)

and
’\SI N (R\Spmy1)| —pT(1 - p)m_lllﬂn‘ < K -n'?logn. (5.2)
for each I C {1,...,m}. By a union bound over all 2" choices for I, it suffices that for each individual

set I C {1,...,m} each of these properties holds with probability 1 — n~=«),

12



Fix some I C {1,...,m}. By assumption, the set Sy C R satisfies
1S = P11 = p)" M| < K -n!/?logn. (5.3)
Note that |St N Sp41] is binomially distributed with parameters (|Sy|, p). Thus, the probability to have
151 0 Smga| = plSi]| < (1 —p)-n'/logn (5.4)

is by the Chernoff bound at least

—p)-nl/2 2
1 —2exp <— ((1 P) |g | logn) ) >1- exp(_ﬂ((logn)2)) =1—nv0,
1

where we used that |S;| < n as St C R. Whenever (5.4) is satisfied, then together with (5.3) we obtain
by the triangle inequality

1S7 N Sppn| — pH (1 —p)mfl[ln‘ <(1—p) -n'"?logn+p-K-n"?logn < K -n'/?logn,

as desired. Thus (5.1) indeed holds with probability 1 —n~«(). Similarly, we can show that (5.2) holds
with probability 1 — n~“() by considering the probability that

151 0 (R\Sm1)l = (1 = p)IS1]| < p-n'/*logn
holds, using that |St N (R\Sy+1)| is binomially distributed with parameters (]S|,1 — p). O

Lemma 5.3. Fix some positive integer £. Then the following holds for sufficiently large n. Let R be an
n-element set and let Sy,...,S, C R be in (p, K)-general position for some integer K > 1. Let K' be
an integer with K' > K. Then for any subset R’ C R obtained by deleting £ elements from R, the sets
S1NR,....SwNR CR arein (p, K')-general position.

Proof. We need to show that for every subset I C {1,...,m} we have

150 AR = 11— )" IR < KR log R

So fix some I C {1,...,m}. By assumption, the set St C R satisfies
1511 =91 = p)" VR < K - |RIV210g | .
Now, S; N R’ is obtained from S; by deleting at most ¢ elements, and therefore
[|Sr N R'|—|Sr|| <.
Furthermore, we have

P —p)" MR =1 =y R = 1 =) R = R = pl -y e <

Thus, the triangle inequality yields (using |R'| = |R| — {)

\ISI NR|—pl"la—p)" MR|| < K -|R['"?log |R| +2¢ < K- |R'|'/*1og | R/|.

as long as n = |R| is sufficiently large with respect to . O
Corollary 5.4. Fiz g,a1,...,a9—1,t1,...,ty—1, and suppose n is sufficiently large with respect to these
values. Let G be a p-general colour system of order n with parameters (g —1,a1,...,a9-1,t1,...,t9-1).

Then, whenever we delete 201111 Tas—1ta—1 yertices in U(G), the resulting colour system is weakly p-
general.

Proof. Let Si,...,Sm C U(G) be the U(G)-neighbourhoods of each of the coloured vertices of G in each
shade of their respective colours. Then Si,...,S,, C U(G) are in (p,39~1)-general position. Thus, by
Lemma 5.3, whenever we delete 201111 Tas-1ta-1 vertices in U(G), the resulting configuration of sets is
in (p,2 -39~ !)-general position. O

13



Lemma 5.5. Fiz g,a1,...,a4,t1,...,tq—1. If G is a an essentially weakly p-general restricted colour
system of order n with parameters (g,ay,...,aq,t1,...,tg—1), then the colour system Gs in Definition 4.8
is p-general with probability 1 — n=<),

Proof. Let G’ be the colour system of order n with parameters (¢ —1,a1,...,a4-1,%1,...,ts—1) obtained
from the restricted colour system G by ignoring colour g (so U(G’) cousists of the set U(G), together
with the a4 vertices of colour g in G). By the assumption on G, the colour system G’ is weakly p-
general. Let Sp,...,S, C U(G’") be the U(G’)-neighbourhoods of each of the coloured vertices of G’
in each shade of their respective colours (so we have m = a; -t; +---+ ag—1 - t4_1). Then the sets
Sy, Sm CU(G') are in (p,2-3971)-general position. Note that |U(G)|=n—a;+---+a; =n—0(1)
and | U(G")| — | U(G)| = ay = O(1), and that 39 > 2-397!, so by Lemma 5.3 (assuming n is large), the
sets S1NU(G),...,S» NU(G) C U(G) are in (p, 39)-general position. Applying Lemma 5.2 a4 times, we
see that with probability at least 1 — ay - |U(G)|~«™) =1 —n~=«0) these sets together with the random
sets in S are in (p, 39)-general position. This proves Lemma 5.5. O]

6 Random neighbourhoods: Theorem 4.6 implies Proposition 4.10

In this section we will prove that if Theorem 4.6 holds for some 1 < g < h — 1, then Proposition 4.10
also holds for this value of g.

Fix some 1 < g < h—1 and assume that Theorem 4.6 holds for this value of g. Let aq,...,a4,%1,...,t9-1
be arbitrary positive integers. Our goal in this section is to prove Proposition 4.10 for these values of g,
atly ... 7(1,97151,. .. ,tgfl.

For the entirety of this section, we fix these values of g,a1,...,a4,%1,...,t5—1, and define T'=t; - - - t5_1.
In all our asymptotics, these values will be treated as constants, while n — oc.

In Section 6.1 we will start with some preparations. First, we use a martingale concentration inequality
to prove that ¥y (Gs,Go,-) is very likely to be close to its conditional expectation pg.s given S (by
symmetry, this conditional expectation actually only depends on the sizes of the intersections between
the sets in S and the neighbourhoods of the various coloured vertices). Second, we state (but do not yet
prove) an anticoncentration lemma for pg s, subject to the randomness in S.

In Section 6.2 we will use our preparatory lemmas and Theorem 4.6 to prove an anticoncentration bound
for certain joint probabilities concerning the values of ¥ 5 (Gs, Go, -) for different choices of S. This will
be the key input for a moment argument (as outlined in Section 2) with which we will deduce that Gg
is very likely to be dispersed, proving the desired case of Proposition 4.10. The details of this deduction
will be presented in Section 6.3.

6.1 Preparations

Definition 6.1. For a restricted colour system G with parameters (g,a1,...,a4,t1,...,t4-1) and an
outcome of the random collection of sets S = (S, ), in Definition 4.8, let g s : [t1] x -+ - x [tg—1] X [1] = R
be the function given by

,U'Q,S(jh e ajg) = ]EGO [¢H(g57 GOa.jl; e 7.jg)]
for all (j1,...,Jg) € [t1] X -+ X [tg—1] x [1]. Here, Gy ~ G(U(G),p) is a random graph on the vertex set

U(g).
We remark that pg s only depends on G and S, and not Gj.

Lemma 6.2. For any essentially p-general complete restricted colour system G which has parameters
(g,a1,...,ag,t1,...,tg—1), the following holds. If we choose a random graph Gy ~ G(U(G),p) and
independently choose S randomly as in Definition 4.8, then

Pr(|[¢n(Gs, Go, ) — pg.sll, <n" 97  -logn) =1 —n"*0).
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Proof. Condition on an arbitrary outcome of S. By a union bound, it suffices to prove that for each
(J1s---+Jg) € [t1] X -+ x [tg—1] x [1] the probability that

‘qu(gS,GOajla ce. ajg) - :LLQ,S(jla o 7jg)| > nh7971 ' logn (61)

is n=M. So fix some (ji,...,Jg) € [t1] X -+ X [ty—1] % [1]. The expectation of ¥ (Gs, Go, j1,- - - ,Jg) is

precisely pg s(j1,---,7q) (recall that we are conditioning on an outcome of S).

Note that changing the status of an edge of Gy changes 1y (Gs, Go, j1,-- -, jg) by at most O(n"=9-2).
This is because are at most h972 - ay ---a, - n"~972 = O(n"~972) different labelled copies of H in the
n-vertex graph Gs(Go,j1,...,Jjg) which contain any particular pair of vertices of U(G), and contain at
least one vertex of each of the g colours. Thus, by the Azuma-Hoeffding inequality (see for example [1,
Theorem 7.2.1]) with the edge-exposure martingale, the probability that (6.1) occurs is at most

n2h=20-2 . (log )2 .
eXp <_Q( n2 .n2(hEg_2)) )) = exp(—Q((logn)2)> =n~vW.

This finishes the proof of Lemma 6.2. [

Recall that we fixed g, h,a1,...,a4 and t1,...,t5_1 throughout this section, and that we defined T" =
bty 1.

Lemma 6.3. For any essentially p-general complete restricted colour system G of order n with parameters
(g,a1,...,ag,t1,...,tg—1) and any X : [t1] X --- X [ty_1] X [1] = Z the following holds. If we choose S
randomly as in Definition 4.8 then we have

Pr(Hug,s Al < ph—9-1 -logn) < = T/24e(1),

We defer the proof of Lemma 6.3 to Section 9.

6.2 Joint anticoncentration

The following statement is the key lemma for the moment argument we will use to finish the proof of
Proposition 4.10.

Lemma 6.4. Fixt € N. Then for any essentially p-general complete restricted colour system G of order

n with parameters (g,ai1,...,aq,t1,...,tg—1), and any function X : [t1] x --- X [tg_1] x [1] = Z, the
following holds. If we choose, all independently, a random graph Gy ~ G(U(G),p) on the vertex set U(G)
as well as t random collections S1,...,S; chosen as in Definition 4.8, then

Pr(¢r(Gs,, Go,-) = A for alli =1,...,t) < pl9~h+T1/2)Ttto(d),

Proof. Fix an essentially p-general complete restricted colour system G of order n with parameters
(g,a1,...,ag,t1,...,tg—1), and a function A : [t1] x --- X [tg—1] % [1] = Z.

For an outcome of the random collections S, ...,S;, we obtain a colour system G* with parameters
(g,a1,...,ag,t1,...,t5_1,t) as follows. Recall that by Definition 4.7, G has only one shade of colour g
and all edges of colour g are between the vertices of colour g. Replace each of these edges by t parallel
edges with all shades {1,...,t} of colour g. Also, for each ¢ = 1,...,t and each vertex v with colour
g, add edges, in shade i of colour g, between v and all vertices in the set S; , (where S;, is the set
corresponding to the vertex v in the collection S;). We emphasise that G* only depends on the random
choices of Sy, ...,S;:, and not on the random choice of Gy ~ G(U(G), p).

Note that U(G*) = U(G) and that for any ¢ = 1,...,¢, deleting all edges of colour g except those of

shade 7 yields precisely the colour system Gs, with parameters (g, a1,...,aq4,t1,...,t9-1,1). Thus, for
any outcome of Go ~ G(U(G), p), we have

,(/}H(gSi7G07j17 e 7jgfl7 1) = wH(g*u G07j13 e 7jg717i) (62)
for all (j1,...,Jg-1) € [t1]x---Xx[tg—1] and alli =1,...,¢t. Also note that G* is always complete, because

G is complete and being complete does not depend on the edges of colour g.

Say that an outcome of (G, S1,...,S:) is common if both of the following conditions hold.
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(i) we have

¥ (Gs,, Go, ) — pg.s,ll <n" 797" - logn

foralli=1,...,¢t
(ii) the colour system G* given by G and Sy, ..., S; is p-general.

Claim 6.5. (Go,S1,...,S;) is common with probability 1 — n—<™),

Proof. By Lemma 6.2, for each i = 1,...,t the probability that (i) fails is at most n~*(). Thus, (i)
holds with probability at least 1 — ¢ - n~«1) =1 — p=w@),

For (ii), note that by Lemma 5.5 the colour system Gs, is p-general with probability 1 — n~«® . We can
then apply Lemma 5.2 (t — 1) - a4 times for all the additional sets in Ss, ..., S;. O
Now, in order to prove Lemma 6.4, we need to bound the probability that

Yu(Gs,;,Go,+) = A for all i € [t]. (6.3)
We remark that if we condition on an outcome for Sy, ...,S; satisfying (ii), then one can apply Theo-

rem 4.6 to get an upper bound on this probability (using only the randomness of Gy). However, this
bound is weaker than the one claimed in Lemma 6.4. We will be able to obtain a stronger bound by
using the randomness of both G and of Sy, ..., S;. For the argument, both of the conditions (i) and (ii)
will be relevant.

Whenever the outcome of (Gg, Sy, . .., S;) is common (specifically, when (i) is satisfied), in order to satisfy
(6.3) we must have
lkgs; — Al < n"=971 Jogn fori=1,...,t. (6.4)

Note that (6.4) does not depend on Gy, only on the random sets in Sy, ...,S;. By Lemma 6.3, for each
i =1,...,t the probability of having [|ug,s, — A, < n"797! - logn is at most n=1/2¥°(). So, by the
independence of the S;, the probability that (6.4) holds is bounded as follows.
t
Pr(||lug,s, — Al <n"9 ' lognfori=1,...,t) < (n_T/2+0(1)) =~ Tt/2Fo(), (6.5)
Now, fix any outcomes of Sy, ...,S; satisfying (ii) and (6.4). By condition (ii), the colour system G* is
p-general, and furthermore recall that G* is complete. Hence, applying Theorem 4.6 to the colour system
G* (which has parameters (g,a1,...,aq,t1,...,t5-1,t)), conditioned on our outcomes of Sy,...,S;, we
have

Pr(vu(G*,Go, i) = A(-,1) for i = 1,...,t) < no=htl)trtgrttoll) — p(g=ht1)T-t+o(l)

(Recall that in this section we are assuming that Theorem 4.6 holds for g). In other words, recalling
(6.2), if we condition on any outcomes of Sy, ..., S; such that (ii) and (6.4) hold, then the random choice
Go ~ G(U(G), p) satisfies (6.3) with probability at most n(9—h+1)-T-t+o(1),

Combining this with (6.5), we see that the probability that (G, Sy, . . ., S:) simultaneously satisfies (6.4),
(i) and (6.3) is at most

n-Tt/2+0(1) | (g=h+1)-T-t+o(1) _ ,(9—h+(1/2))-T-t+o(1)

Recall that any common outcome satisfying condition (6.3) also needs to satisfy (6.4), and recall from
Claim 6.5 that (G, S1,...,S;) is common with probability at least 1 —n~“(}). Thus, the total probability
that (6.3) holds is at most n(9—h+1/2)Tt+o(1) 4 p=w(l) — (9=h+(1/2))Tt+o(1)  This finishes the proof
of Lemma 6.4. O

In the proof of Proposition 4.10, we will use the following corollary of Lemma 6.4. In contrast to the
setting of Lemma 6.4, in Corollary 6.6 we will not require ¢t € N to be fixed, but just that n is sufficiently
large with respect to ¢ (and with respect to the values for g, h,a1,...,aq and t1,...,t,_1 that we fixed
for this entire section). Also note that the statement of Corollary 6.6 does not contain any asymptotic
notation.
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Corollary 6.6. As before, let g, h,a1,...,aq andty,...,tq_1 be fized. Then for everyt € N, there exists
N(t) € N such that the following holds for any essentially p-general complete restricted colour system G of

order n > N(t) with parameters (g, a1, ..., aq,t1,...,tg—1), and any function A : [t1] X --- X [ty_1] X [1] —
Z. If we choose, all independently, a random graph Gy ~ G(U(G),p) on the vertex set U(G) as well as t
random collections S1,...,S; chosen as in Definition 4.8, then

Pr(¢r(Gs,, Go,-) = A for alli =1,...,t) < pl9~h+t1/2) T4

Proof. For each t € N, the o(1)-term in the statement of Lemma 6.4 with this particular value of ¢
converges to zero (as n goes to infinity). Hence there is some N(t) € N such that this o(1)-term is at
most 1 for all n > N(t). In other words, this means that whenever n > N (t), the probability appearing
in the statements of Lemma 6.4 and Corollary 6.6 is indeed at most n(9=h+(1/2)Tt+1 55 desired. O

6.3 Completing the proof of Proposition 4.10

In this subsection, we will finally deduce Proposition 4.10 for our given value of g. In order to do so, we
will apply Corollary 6.6 with a carefully chosen value of . Recall that ¢ is not required to be fixed in
Corollary 6.6, it is only required that n is sufficiently large with respect to ¢ (and the values of g, a1, ..., a4
and t1,...,t;—1 that we fixed throughout this section). Let N : N — N be a function mapping each
t € N to some N(t) € N such that Corollary 6.6 holds.

In order to prove Proposition 4.10, we can assume that n > N(1). For any integer n > N(1), let us define
t(n) to be the maximum ¢ € N with N(¢) < n. Note that then we have N(t(n)) < n for all n > N(1),
and that ¢(n) = w(1).
Define the function & by d(n) = t(n)~'/2 for all n > N(1), and observe that lim, ;. §(n) = 0. Let
G be any essentially p-general complete restricted colour system G of order n > N(1) with parameters
(g,a1,...,ag,t1,...,tg—1). We need to show that a randomly chosen graph Gy ~ G(U(G),p) on the
vertex set U(G) is (p, ¢, G)-dispersed with probability 1 —n~=«(), where

g = n(— /D) THs(m)
Recall from Definition 4.9 that a graph G on the vertex set U(G) being (p, ¢, G)-dispersed means that for
all functions A : [t1] X - -+ X [t4—1] X [1] — Z the following condition holds: when choosing S randomly as
in Definition 4.8, Pr(¢¥g(Gs, Go, ") = A) < q. Let Ay be the event that Gq fails to satisfy this condition
(i.e. that the probability is strictly larger than ¢) for some particular A. So, we need to show that
with probability 1 —n~“(), no Ay occurs. Note that we always have 0 < ¥y (Gs, Go, j1, . . - ,Jg) < nh,
so we only need to consider (n" + 1) possibilities for A. It therefore suffices to show that Pr(A4,) =
n~® for each \: we then can take a union bound over all possibilities for A. So, fix a function
Aifta] X oo x [tg—1] x 1] = {0,...,n"}.
Let t = t(n). All independently, choose a random graph Gy ~ G(U(G),p), and choose ¢ collections
S, ..., St as in Definition 4.8. By Corollary 6.6 (using that N(t) = N(t(n)) < n), we have

Pr(¢s(Gs,,Go,-) = A for all i = 1,...,t) < nl9=h+1/2)Tt+1 (6.6)

We remark that the probability on the left-hand side of (6.6) can be interpreted as the #-th moment
of the random variable (depending on Gy ~ G(U(G),p)) measuring the conditional probability that
Y (Gs,Go, ) = A, for a random choice of S as in Definition 4.8. The rest of the proof, to follow, can
basically be interpreted as applying Markov’s inequality with this ¢t~th moment.

By the definition of A, if we condition on an outcome of Gy for which Ay holds, then for each ¢, with
probability at least ¢ we have ¥y (Gs,, Go,-) = A. Since the S; are independent, we deduce that

Pr(wH(gSme? ) =Afori= la s at) > Pr(A)\)'Pr(wH(gSwGO’ ) = Afori= 17 s 7t | A)\) > PI‘(A)\)qt.

Together with (6.6), this implies
Pr(Ay)-¢' < p(g=h+(1/2) Tet4+1
and therefore, recalling g = n(9=+(1/2)T+(n)
nlg—h+(1/2))-T-t+1
(g—h+(1/2))-T-t+6(n)-t

— pl=d(n)t _ nl—\/f — n—w(l).

Pr(4,) < —
r()‘)*n n

(Recall that §(n) = t(n)~'/2 = t=1/2 and that t = t(n) = w(1)). This concludes the proof.
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7 Completing the induction step: Proposition 4.10 for g implies
Theorem 4.6 for g — 1

For the duration of this section, we fix some 1 < g < h — 1 and assume that Proposition 4.10 holds for
this value of g. Our goal for this section is to prove Theorem 4.6 for g — 1. Our approach is as outlined
in Section 2: we decompose Vg (G, Go,-) into two parts, use a “coarse-scale” anticoncentration lemma to
handle the larger part, and use our assumed case of Proposition 4.10 to handle the smaller part.

Let a1,...,a9-1,t1,...,t4—1 be arbitrary positive integers. Our goal is to prove Theorem 4.6 for g — 1
and these values of a1,...,ag9—1,%1,...,¢g-1.
For this entire section, let us fix the values of a1,...,a4-1,%t1,...,t5—1, and define T' = ¢; ---t,_1 and

ag = 20ttt Fag—ito—1 Tp all our asymptotics, these values will be treated as constants, while n — oc.
In Section 7.1 we will prove a concentration lemma which we will use to control the fluctuation of the
smaller of our two parts. We also state (but do not yet prove) an anticoncentration lemma which we will
use for the larger of our two parts. In Section 7.2 we combine these lemmas with our assumed case of
Proposition 4.10 to prove our desired case of Theorem 4.6.

7.1 Preparations

Definition 7.1. Consider an essentially p-general complete restricted colour system G with parameters
(g,a1,...,ag,t1,. .., tg—1). Let pug : [t1] x - -+ X [tg—1] X [1] = R be the function given by

N’g(jlv ce ajg) = EGQ,SWJH(QS,GOajlv cee ajg)]

for all (j1,...,44) € [t1] X --+ X [tg—1] x [1]. Here, Gy ~ G(U(G),p) is a random graph on the vertex
set U(G) and S = (S,), is a randomly chosen collection of sets as in Definition 4.8 (and Gy and S are
chosen independently).

We remark that pug only depends on G.

Lemma 7.2. The following holds for any essentially p-general complete restricted colour system G with
parameters (g, a1,...,aq,t1,...,tg—1). If we choose a random graph Go ~ G(U(G),p) and independently
choose S randomly as in Definition 4.8, then

Pr(HwH(gs7cb,»——ugHa)s;nh-g-“/”-logn) =1—n"v0,

Proof. By a union bound, it suffices to prove that for each g-tuple (ji,...,7q) € [t1] X -+ X [tg—1] X [1]
the probability to have

Y1 (Gs,Goy s dg) = G (1, - - dg)| > 07971/ Jlogn (7.1)

isn So fix some g-tuple (ji,...,74) € [t1] X --- x [tg—1] x [1]. Note that the expectation of
/l/)H(gS; GOajh v ajg) is precisely /j/g(jla s 7jg)'

Note that the random collection & = (S,), as in Definition 4.8 consists of a4 different sets S, C U(G),
one for each vertex of colour g. For any vertex u € U(G), changing which of the sets S, the vertex u
belongs to, changes the edges in the graph Gs(Go,j1,...,j4) between u and the vertices of colour g.
Hence it changes the value of ¥y (Gs, Go, j1,---,Jy) by at most A9t - ay - a, - =971 = O(ph=971)
(since there are at most that many labelled copies of H in the n-vertex graph Gs(Go,ji,...,Js) which
contain u as well as at least one vertex of each of the g colours).

—w(1).

Consider the Doob martingale with respect to ¥ (Gs, Go, j1, - - ., jg) obtained by first exposing the graph
Go ~ G(U(G), p) one edge at a time, and then exposing the random collection S in the following way. In
each step, for one vertex u € U(G), we expose which of the sets .S, of the collection S contain the vertex
u. As in the proof of Lemma 6.2, changing the status of an edge of G changes ¥ (Gs, Go, j1,---,j4) by
at most h9t2 - ay---a, -n"7972 = O(n"=972). So, by the Azuma-Hoeffding inequality the probability
that (7.1) occurs is at most

n?h=9=1/2) . (log n)? 2 —w(1
exp(—Q<n2 2D n2(”—9—1)>) < exp(—Q((logn) )) =@,

This finishes the proof of Lemma 7.2. O
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Lemma 7.3. The following holds for any weakly p-general complete colour system G of order n with
parameters (g — 1,a1,...,a9-1,t1,...,tg—1) and any A : [t1] X -+ X [tg—1] = Z. If we choose a random
graph Gy ~ G(U(G),p) on the vertex set U(G) then

Pr(WH(g, Go,-) = M|y < mh797 072 -logn) < p T/,

We defer the proof of Lemma 7.3 to Section 9.

7.2 Proof of Theorem 4.6 for g — 1

In this subsection, we deduce Theorem 4.6 for g — 1 from Proposition 4.10 for g. Consider any p-general

complete colour system G of order n with parameters (9 —1,a1,...,a¢4-1,t1,...,t4—1) and any function
X [t] x - X [tg—1] = Z. We may assume that n is sufficiently large with respect to the parameters
g—1ai,...,a4-1,t1,...,t,—1 that were fixed throughout this section.

Since G is a p-general colour system, the U(G)-neighbourhoods of each of the coloured vertices of G in
each of the shades of the respective colour are in p-general position. This implies that there exist vertices
in U(G) representing all possible ways to be adjacent to the coloured vertices. To be specific, for each
1 < j < g—1 and each vertex v in G of colour j, consider any subset I, C [¢;]. There is a vertex
w € U(G) such that for every 1 < j < g — 1 and every vertex v of colour j, between w and v there are
edges of exactly those shades of colour j that belong to the set I,,. For each choice of the subsets I,,, fix
a particular such vertex w, and let W be the set of all these fixed vertices w. Then, W has size

(2t1)a1 (2tg—1)ag—1 — 2a1t1+"'+ag—1tg—1 = a,.

To prove Theorem 4.6, we need to show that for a random graph Go ~ G(U(G), p), we have
Pr(vu(G,Go,:) = \) < n((g=D)=h+1)T+o(1) _ p,(g9—h)-T+o(1)

Fix any possible outcome of the edges of the graph Go[W] between the vertices in W. We will prove that
the event ¥y (G, Go, ) = A occurs with probability at most nlg=h)T+o(1) conditioned on this outcome.

We can obtain a colour system G~ of order n — a, with parameters (g —1,a1,...,a4-1,%1,...,t4—1) from
the colour system G by deleting the a4 vertices in W C U(G). By Corollary 5.4, since G is p-general, G~
is weakly p-general. Also, G~ is complete, because G is complete and being complete does not depend
on any of the uncoloured vertices.

Furthermore, from G and our fixed outcome of Go[W], we can obtain a restricted colour system G’ of
order n with parameters (g,a1,...,ag9-1,ag,t1,...,t5—1) in the following way. First, colour all the a,
vertices in W C U(G) with colour g. Then, take a single shade of colour g and colour all edges in Go[W]
with this single shade of colour g. The restricted colour system G’ so obtained is complete and essentially
p-general, by our choice of W and the assumptions that G is complete and p-general.

Given our fixed outcome of Gy[W], we can choose the rest of the random graph Go ~ G(U(G),p)
in two steps as follows. First, we choose a random graph Gy ~ G(U(G)\W,p) on the vertex set
U(G)\W. Then, choose random subsets S, C U(G)\W for each vertex v € W by taking each element of
U(G)\W independently with probability p (and choose all these sets S, independently of each other and
independent of G'). Now, take Gy to be the graph on the vertex set U(G) obtained by starting with the
union of the edges of the graphs Gy and Go[W], and adding edges between each vertex v € W and all
the vertices in S, C U(G)\W.

Let S = (Sy)vew be the collection of random sets chosen above. Note that the random choice of S is
precisely what is described in Definition 4.8 for the restricted colour system G’ (recall that W is the set
of vertices of colour g in the restricted colour system G').

Then, for any outcome of S and Gy ~ G(U(G)\W,p), and any (ji,...,Jg—1) € [t1] X -+ X [tg—1],
the graph G(Go,j1,...,jg—1) is the same as the graph G5(Gy,j1,...,4g-1,1). (Here G5 is the colour
system obtained from the restricted colour system G’ as in Definition 4.8.) Recall that by definition
Yu(G,Go, j1,- -, Jg—1) is the number of labelled copies of H in the graph G(Go, j1, .- .,Jjg—1) which use
at least one vertex of each of the colours 1, ..., g—1. If such a copy of H contains at least one vertex in W,
then it is one of the Y (G5, Gy . j1, - . ., jg—1, 1) labelled copies of H in the graph G5(Gy , ji, ..., jg—1,1) =
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G(Go,j1,---,Jg—1) which use at least one vertex of each of the g colours of G’. On the other hand, if it
does not contain a vertex of W, then it is one of the ¥ (G~, Gy, j1,...,74—1) labelled copies of H in the
graph G~ (G, j1,---,739-1) = G(Go,j1, - - -, Jg—1)\W which use at least one vertex of each of the colours
1,...,9 — 1. Thus, for any outcome of S and G, , we have

,(/}H(ga G07 ) = ,(/}H(gZSa GO_7 Yy 1) + wH(g_a GO_7 )
For random S = (S, )vew and Gy ~ G(U(G)\W, p) as above, it therefore suffices to prove that
Pr(Y(Gs. Gy 1) +0m(G™. Gy, ) = A) < nla-h el (7.2)

Let 6 : N — R>¢ be the function obtained by applying Proposition 4.10 with parameters g,a1,...,ag,
t1,...,tg—1 (recall that we are assuming that Proposition 4.10 holds for g). So d(n) = o(1). Call an
outcome of (S, Gy ) typical if the following two conditions hold.

(a) For ¢ = nl9=h+(1/2)T+5() "the graph Gy is (p, ¢, G')-dispersed;
(b) we bave |9 (G4, G ) — ko

Claim 7.4. (S,Gy) is typical with probability 1 — n~w@),

S nh_g_(l/Q) . logn

Proof. Recall that G’ is an essentially p-general complete restricted colour system of order n with parame-
ters (g,ai1,...,a9-1,0q,t1,...,t5—1). Its set of uncoloured vertices is U(G)\W. Thus, by Proposition 4.10
(which we assumed to hold for g), the random graph G; ~ G(U(G)\W,p) is (p,q, G’)-dispersed with
probability 1 —n~*(1). This shows that (a) holds with probability 1 — n=<()

On the other hand, (b) holds with probability 1 — n~“(") by Lemma 7.2 applied to the restricted colour
system G'. O

Note that whenever an outcome of (S, G ) is typical (specifically, whenever (b) holds), we cannot have

Yu(Gs, Gy, 1) +vu(G~, Gy ,-) = A unless
[0r(G7, Gy ) + pg (1) = A <0972 logn < 2+ (n = ag)" 9=/ log(n — ay).  (7.3)

(here we used that n is sufficiently large with respect to a, = 2#f1+ " +as—1ts—1)

Consider the function A : [ti] x --- X [ty—1] — Z defined by XN (ji,...,Jg-1) = A(1,---,dg-1) —
pgr(ji,---,dg—1,1). By Lemma 7.3 applied with the function A\’ and the weakly p-general complete

colour system G~ of order n — ay with parameters (g — 1,a1,...,a9-1,t1,...,t4-1), we see that (7.3)
holds with probability at most (n — a,)~7/2T0(1) = p=T/2+e(1)

Note that both (7.3) and (a) only depend on the random choice of G; and not on the random choice
of S. For any outcome of G such that (7.3) and (a) hold, the conditional probability of the event that
Vi (Gs, Gy 1) = A =¥ (G7, Gy, ) is at most ¢ = n(9=h+(1/2)T+3(n) (This follows directly from the
definition of being (p, g, G’)-dispersed; see Definition 4.9).

Thus, the total probability that (G ,S) is typical and satisfies ¥ (G5, Gy, -, 1) + ¥vu(G—,Gq,) = A is
at most
n~T/2Ho(1) | p(g=h+(1/2) T+d(n) — p(g=h)T+o(1)

recalling that d(n) = o(1). By Claim 7.4, the probability that (G, ,S) is not typical is n=“() | so
the probability in (7.2) is at most n(9=MT+e() 4 p=w@) — plg=h)T+o(l)  This finishes the proof of
Theorem 4.6 for g — 1.

8 Cores and non-degeneracy

It remains to prove Lemmas 6.3 and 7.3. Both of these lemmas will be proved using our new multivariate
anticoncentration inequality (Theorem 3.1), which requires us to check a non-degeneracy condition for a
certain collection of vectors. In this section we introduce the formalism of cores, which are special types
of colour systems of bounded size. For a core C, we will define certain functions I'c . (which may be
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interpreted as belonging to a vector space of functions), and we show that under certain conditions these
functions span the entire space.

The point of this section is that in the settings of both Lemma 6.3 and Lemma 7.3, the collections of
vectors that we need to study to apply Theorem 3.1 are in correspondence with collections of functions
T¢ ., for appropriately chosen cores C. In the next section (Section 9) we will specify how to actually
choose the cores for these correspondences. Throughout this section, fix any 0 < g < h — 1 (recall that
h is the number of vertices of our fixed graph H).

Definition 8.1. For integers 0 < g < h —1 and a4,...,a4,t1,...,tg—1 > 1, a core C with parameters
(g,a1,...,ag,t1,...,tg—1) is a colour system with parameters (g,a1,...,aq,t1,...,t4-1,1) which has
exactly one uncoloured vertex, such that the uncoloured vertex has edges to all coloured vertices in all
possible shades (meaning that for each 1 < ¢ < g, the uncoloured vertex has edges in all ¢; shades of
colour i to all vertices of colour 7).

Note that for fixed parameters (g,ai,...,ag4,t1,...,ty—1) there are only finitely many different cores C
with these parameters.

A core C with parameters (g,a1,...,aq,t1,...,t5—1) is called complete if it is complete when viewed as
a colour system with parameters (g, a1, ...,aq,%1,...,t5-1,1).

Definition 8.2. A partial copy of H in a core C with parameters (g,a1,...,aq,t1,...,t5—1) is a labelled
copy of a (g + 1)-vertex induced subgraph of H which uses one vertex of each colour in C and the
uncoloured vertex. More formally, a partial copy of H in a core C is given by a graph homomorphism
¢ : H[V'] — C for some subset V' C V(H) of size g + 1 such that the image of ¢ contains one vertex of
each colour and the uncoloured vertex.

Note that the homomorphism ¢ : H[V'] — C in Definition 8.2 is automatically injective on vertices (and
therefore also on edges).

Definition 8.3. Consider a core C with parameters (g,a1,...,aq,t1,...,t4—1). For asubset V' C V(H)
of size g + 1, define the weight of a partial copy ¢ : H[V'] — C of H to be petH)—en(V') - Also, for
a g-tuple (j1,...,Jg) € [t1] X -+ X [tg—1] x [1], say that a partial copy ¢ : H[V'] — C of H in C is
(J1s- -+ Jg)-coloured if for each 1 < i < g all the edges of colour 7 in the image of ¢ have shade j;.

Note that if a partial copy ¢ : H[V'] — C of H in C does not contain any edges of colour 4 in its image,
then it can be (j1,. .., jg)-coloured for different values of j;. However, if ¢ has at least one edge of colour
i in its image, then it can only be (ji,...,jg)-coloured if j; is the shade of the edges of colour 7 in the
image of ¢ (if there are different edges of colour ¢ with different shades in the image of ¢, then ¢ is not
(415 -+, Jg)-coloured for any (j1,...,74))-

Definition 8.4. For a core C with parameters (g, a1,...,a4,t1,...,t5—1) and a collection of edges F' C
EC), let Tcp : [t1] X --- X [tg—1] x [1] = R be the function defined as follows. For all (jq,...,J4) €
[t1] x -+ X [tg—1] x [1], let T¢ p(j1,...,Jg) be the sum of the weights of all (ji,.. ., js)-coloured partial
copies of H in C whose image contains all edges in F. If F just consists of one edge e, we write I'¢ .
instead of I'¢ fc}-

Note that we have I'c (j1,...,74) = 0 if for some 1 <14 < g the set F' contains an edge of colour ¢ with
a shade distinct from j;, because then there are no (ji,. .., jg)-coloured partial copies of H in C whose
image contains this edge.

Now, the main result of this section is as follows, showing that the functions I'¢ . satisfy a non-degeneracy
condition.

Lemma 8.5. Let C be a complete core with parameters (g, a1, ...,aq4,t1,...,tq—1). Consider the functions
I'c.c, where e ranges over all edges between the uncoloured vertex of C and a vertex of colour g. Then
these functions span the real vector space of all functions [t1] X -+ X [ty—1] x [1] = R.

8.1 Proof of Lemma 8.5

For this subsection, fix a core C with parameters (g,a1,...,aq,t1,...,t4—1). Let L be the span of the
functions I'¢ ¢, for all edges e between the uncoloured vertex of C and a vertex of colour g. Note that L
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Figure 1: An example of a downward tree, where g = 6 and b = 5. The numbers on the
edges indicate the respective colours.

is a subspace of the real vector space of all functions [t1] x --- X [ty—1] X [1]] = R. Our goal is to show
that L is actually the entire space of functions [t1] x --- X [tg—1] x [1] = R.

First, let us make some more definitions.

Definition 8.6. For an integer 1 < b < g, a downward tree of size b in C is a collection F C E(C) of b
edges of colours g — b+ 1,...,g which form a tree containing the uncoloured vertex of C as a leaf.

Although formally a downward tree F' is just a collection of edges, we say that F' contains a vertex of
C if this vertex is part of the tree formed by the edges in F'. For an example of a downward tree, see
Figure 1.

Lemma 8.7. For any integer 1 < b < g, every downward tree F' of size b in C contains the uncoloured
vertex and ezxactly one vertex in each of the colours g — b+ 1,...,g (and no wvertices in the colours
1,...,9—0). Furthermore, the vertex of colour g—b+1 is a leaf in the tree F. Finally, if b > 2 and e is
the unique edge of F incident to the vertex of colour g — b+ 1, then e is not incident to the uncoloured
vertex and F \ {e} is a downward tree of size b— 1.

Proof. Since F' has an edge in each of the colours g — b+ 1,...,g, it must also have a vertex in each of
these colours (recall that in a colour system an edge can only have colour i if it is incident to a vertex of
colour 7). Thus, F' contains at least one vertex in each of the colours g — b+ 1,...,¢g and by definition
it also contains the uncoloured vertex. As F' has only b+ 1 vertices, this establishes the first part of the
lemma.

For the second part we need to show that there is only one edge of F' incident to the vertex of colour
g—b+ 1. However, note that each edge of F' incident to the vertex of colour g —b+ 1 has colour g —b+1
(because the other vertex of each such edge is either uncoloured or has a colour with a number larger
than g — b+ 1). As F has only one edge of colour g — b+ 1, there is indeed only one edge of F incident
to the vertex of colour g — b+ 1.

Finally, for the third part, note that the edge e has colour g — b+ 1 (by the argument above), so F'\ {e}
is a tree with b — 1 edges of colours g —b+2,...,g. The edge e is not incident to the uncoloured vertex,
as otherwise both vertices of e would be leaves in F' which would contradict b > 2. In particular, the
uncoloured vertex is still a leaf of the tree F'\ {e}. Hence F \ {e} is indeed a downward tree of size
b—1. O

Lemma 8.8. For every downward tree F C E(C), we have I'c g € L.

Proof. We prove the lemma by induction on b.

If b =1, then F = {e} for a single edge e. By definition, the uncoloured vertex is a leaf of F', so e is
incident to the uncoloured vertex. Furthermore, e has colour g, so it is also incident to a vertex of colour
g. We therefore trivially have I'c . € L, by the definition of L.
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Now, let us assume that b > 2 and that the lemma statement holds for b — 1. Let F' be a downward tree
of size b. Recall that by Lemma 8.7, F' contains precisely one vertex v* of colour g —b+ 1 and this vertex
is a leaf in F'. So let e* be the unique edge in F' incident to v*. Then by the last part of Lemma 8.7,
F\ {e*} is a downward tree of size b — 1. Finally, let w be the other vertex of e*, so that (again by
Lemma 8.7) w is coloured with one of the colours g —b+2,...,g.

Applying Lemma 8.7 to the downward tree F'\{e*}, we can label the vertices of F'\{e*} as vg_p12,...,vq,1u,
such that u is the uncoloured vertex of C and such that each vertex v; has colour i. Note that w is one
of the vertices vg_pi2,...,vg.

"in C,

Now, since C is complete (recall Definition 4.4), we can recursively define vertices v;_b 421 Vg

with colours g — b+ 2, ..., g respectively, such that the following three conditions are satisfied.

e Forall g—b+2 < j < i<y, the vertices v; and v;- are connected by edges of exactly the same
shades of colour j as the vertices v; and v;.

e For all g —b+2 < i < g and all vertices v of C of any of the colours 1,...,9 — b+ 1 such that
(vi,v) # (w,v*), the vertices v, and v are connected by edges of exactly the same shades of the
colour of v as the vertices v; and v.

e For the index g — b+ 2 < i < g such that v; = w, the vertices v/ and v* are connected by edges of
exactly the same shades of the of colour g — b+ 1 as the vertices v; and v* except that there is no
edge between v and v* with the shade of e*.

Informally speaking, these conditions are saying that the shade of the edges between any two of the
vertices vy _y 5,..., vy and the shades of the edges between the vertices vj ;. ,,...,v; and the vertices
of colours 1,...,g—b+1 are the same as the corresponding shades for vy_p42,...,v4 except that between
the vertices w’ and v* the shade of the edge e* between w and v* is missing. Here, w’ denotes the vertex
v} for the index g — b+ 2 < i < g such that v; = w.

Now, for each edge e € F'\ {e*} with endpoints v; and v;, for g —b+2 < j < ¢ < g, there exists an edge
e’ € E(C) between v; and v such that e’ has the same shade of colour j as e. Let F" be the collection
of all these edges together with the unique edge between vy and u (recall that there is only one shade
of colour g and that the edge between v, and u is the only edge in F'\ {e*} incident to w). Then F’
forms a tree which is isomorphic to F'\ {e*} and the corresponding edges are coloured the same way.
As F'\ {e*} is a downward tree of size b — 1, this implies that F’ is also a downward tree of size b — 1.
Furthermore, between any two vertices of F” there exist edges in exactly the same shades as between the
corresponding vertices of F'\ {e*}. Finally, every vertex in one of the colours 1,...,g—b+ 1 has edges in
the same shades to the vertices of F'\ {e*} as to the corresponding vertices of F’ except that the shade
of the edge e* is missing between the vertices v* and w’ (recall that e* € F is an edge between v* and

Thus, for every partial copy of H in C containing F”’ we can form a corresponding partial copy of H in C
containing I\ {e*} but not containing e, by simply replacing each of the vertices vj_,.,,...,vy in the
image of the partial copy by vg_p+2,...,v, (and by replacing each edge in the image of the partial copy
by an edge of the same shade between the corresponding vertices). This process is bijective and does not
change which shades of which colours occur among the edges in the image of the partial copy. It also
does not change the weight of the partial copy. Thus, for every (ji,...,Jg) € [t1] X -+ X [tg—1] X [1], the
quantity I'c #/(j1, . . -, jg) is equal to the sum of the weights of the (j1,. .., jg)-coloured partial copies of H
in C that contain F'\ {e*} but not e*. In other words, we have I'c r/(j1,...,Jq) = Te m\(esy (41, -+ -5 Jg) —
Ce (- dg) for all (ji,...,5g) € [ta] X -+ % [ty_1] x [1].

Since I and F \ {e*} are downward trees of size b — 1, we have I'c p/,I'¢ p\fexy € L by the induction
assumption. Hence I'c p = T'¢c p\(exy — Lc 7/ € L, as desired. O

Now, note that each downward tree F' C E(C) of size g contains exactly one edge in each of the colours
1,...,g. For each 1 < i < g, let j; € [t;] be the shade of the edge of colour i in F. Then for any tuple

(J1s--+sdg) € [ta] X -+ X [tg—a] x [1] with (51,...,45) # (j1,---,4g) We have I'c r(j1,...,7j,) = 0, since

by definition there cannot be any (ji, ..., jg)-coloured partial copies of H containing F'. That is to say,
T¢ r € L is a (possibly zero) multiple of the indicator function of (ji,...,J,). Since the set of indicator
functions of each (ji,...,7j,) span the space of all functions [t1] X --- X [tg—1] X [1] — R, it suffices to

prove the following lemma in order to finish the proof of Lemma 8.5.
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Lemma 8.9. For every (ji,...,Jq) € [t1] X -+ X [tg—1] % [1] there ezists a downward tree F of size g in
C such that T'c r(j1,-..,44) > 0.

Proof. Fix (j1,...,Jg) € [t1] x - -+ x [tg—1] x [1]. Recall that I'¢c z(j1,...,Jy) is the sum of the weights of
all (j1,...,Jq)-coloured partial copies of H in C whose image contains all edges in F'. Since each partial
copy of H in C has positive weight, it suffices to show that there exists a (ji,...,jq)-coloured partial
copy of H in C which contains some downward tree F' of size g.

Since C is complete, we can recursively choose vertices v1,...,v4 in C such that for each 1 <4 < n, the
vertex v; has colour ¢ and for any 1 < j < i < g there are edges of all ¢; shades of colour j between v,
and v;. Also, since H is connected, and has h > g+ 1 vertices, we can choose a g-edge subtree Fiy of H.
Let V! C V(H) be the set of vertices of this subtree Fy and note that |V’| = g + 1. Choose one leaf of
Fpg and call it u. Now, define ¢ : V' — V(C) by mapping u to the uncoloured vertex of C and mapping
the remaining vertices of Fiy to v1,. .., v, in order of decreasing distance to u in the tree Fi (this means
the vertex of Fy with maximum distance from u in the tree Fgy will be mapped to vy, the vertex with
second-largest distance to vs, and so on), where we break ties arbitrarily.

Note that the image of ¢ : V! — V(C) contains one vertex of each colour (the vertices v1, ..., v,) and the
uncoloured vertex. By the choice of v1,. .., v, we can extend ¢ to a (j1,...,jg)-coloured partial copy of
H in C (we have already defined the way ¢ maps the relevant vertices of H, we just need to define the
way it maps edges). Let F' = ¢(Fy) be the image of our subtree Fiy of H. We can check that F is a
downward tree of size g. O

9 Proofs of Lemmas 6.3 and 7.3

In this section we finally prove Lemmas 6.3 and 7.3, using our new anticoncentration inequality in
Section 3 and the functions I'c . defined in Section 8. In Section 9.1 we make some definitions and
state some auxiliary lemmas. Most importantly, we explain how to define cores C in such a way that
the functions I'c . represent the typical effects of changing the status of certain edges. In Sections 9.2
and 9.3 we prove the auxiliary lemmas, and we put everything together in Section 9.4.

9.1 Preparations

First, we define functions kg (G, Gy, -, u, v), measuring the change to ¥ 5 (G, Gy, -) that results from chang-
ing an edge uv in Gy. In our proof of Lemma 7.3, taking u, v € U(G), these functions will correspond to
the A; f that appear in the statement of Theorem 3.1. Recall the definition of the graph G(Go, j1, - - -, jq)
from Definition 4.5.

Definition 9.1. Let G be a colour system with parameters (g,a1,...,aq,t1,...,ty). Then, given two
distinct vertices v and v in G, a g-tuple (j1,...,Jg) € [t1]x---X[t4], and a graph G¢ on the vertex set U(G),
let kg (G, Go, j1,-- -, Jg,u,v) be the number of labelled copies of H in the graph G(Go, ji, ..., jg) + {uv}
which use the edge uv as well as at least one vertex of each of the g colours. (Here, G(Go, j1, ..., Jjq)+{uv}
is the graph obtained from G(Gy, j1,- .-, jg) by adding the edge uv if this edge is not already present.)

Next, we need a similar definition for the proof of Lemma 6.3. Recall that Lemma 6.3 concerns functions
Hg.s, which are obtained by averaging functions of the form ¢ (Gs, Go, -) over Go. We will be interested
in the effects on pg s of adding or removing vertices from the “neighbourhood” sets in S, which is
equivalent to changing the status of edges incident to one of the a, vertices of colour g. We define
functions vg s 4, (Where u is an uncoloured vertex and v is a vertex of colour g) to measure the average
effects of such changes.

Definition 9.2. Given a restricted colour system G with parameters (g,a1,...,aq,%1,...,t4—1) Where
1 < g < h—1, an outcome of the random collection of sets S in Definition 4.8, a vertex v € U(G), and a
vertex v of colour g in G, let vg s 40 @ [t1] X - -+ X [tg—1] X [1] = R be the function given by

Vg,S,u;u(jh R 7jg) = EGO[K‘H(QS7GO7]'1’ cee 7jg7uav)]

for all (j1,...,Jg) € [t1] X - X [tg—1] % [1]. Here, Gy ~ G(U(G),p) is a random graph on the vertex set
U(g).
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Now, we want to show that the typical values of the vg s, and ki (G, Go, -, u,v) can be expressed in
terms of functions I'c .. First, we consider vg s 4,0, for the proof of Lemma 6.3. It will suffice to restrict
our attention to the cases where u comes from a very “rich” subset of the uncoloured vertices.

Definition 9.3. For a restricted colour system G with parameters (g, a1,...,a4,t1,...,t5-1), let U*(G)
be the set of all uncoloured vertices in G which are connected to all vertices of the colours 1,...,g—1 in
all possible shades of these colours.

When a general position assumption is satisfied, U(G) has linear size (by Lemma 5.1), as follows.

Fact 9.4. Fix integers g,a1,...,aq,t1,...,tq—1 > 1. If G is an essentially p-general restricted colour
system of order n which has parameters (g,a1,...,aq,t1,...,t9—1) then |U*(G)] = Q(n).

We remind the reader that (as in the rest of this paper) the asymptotics in Fact 9.4 are as n — oo, while
p and the parameters of the restricted colour system are treated as fixed constants for all asymptotic
notation. Now, the relevant core for Lemma 6.3 is as follows.

Definition 9.5. Given a restricted colour system G with parameters (g,a1,...,aq,%1,...,t5—1), We can
obtain a core C with parameters (g,a1,...,aq,t1,...,t5—1) as follows. Consider all coloured vertices of
G together with one additional uncoloured vertex which we connect to all coloured vertices by edges in
all possible shades. We call C the core of the restricted colour system G.

Note that if a restricted colour system G is complete, then its core is also complete (recall that being
complete only depends on the edges between the coloured vertices). The following lemma gives the
connection between the functions vg s ., and the functions I'c .. It will be proved in Section 9.2.

Lemma 9.6. Fiz integers 1 <g<h—1andai,...,ag,t1,...,tq—1 > 1. Let G be an essentially weakly
p-general restricted colour system of order n with parameters (g,ai,...,ag,t1,...,tg—1). Furthermore,
let S be an outcome of the random collection of sets S in Definition 4.8, let u € U (G) and let v be a
vertex of colour g in G. Finally, let C be the core of the restricted colour system G, and let e be the unique
edge from v to the uncoloured vertez in C (recall that v is a vertex of colour g in C, and that the colour
g only has one shade). Then, if the colour system Gs is p-general, we have

Hyg,S,u,v - nh_g_lrc,eHOO - O(nh—g—(3/2) log 7’?,) .

Next, we turn to the functions kg (G, Go, -, u,v), for the proof of Lemma 7.3. For this, we consider cores
of a different type.

Definition 9.7. Given a colour system G with parameters (¢ — 1,a1,...,ag-1,t1,...,ty—1), define its
extended core to be the core with parameters (g, a1, ...,ag_1, 200 Foa—1ta—s ¢, "¢ ) obtained as
follows. Start with all coloured vertices of G. Now, for each possible choice of subsets I,, C [t;] for each
1 < 7 < g—1 and each vertex v of colour j, add a vertex of colour g which is connected to all the vertices
v of colours 1,...,g— 1 with edges of exactly the shades given by the set I,,. Finally, add one uncoloured
vertex and connect it to all coloured vertices by edges in all possible shades (including exactly one shade
of colour g).

Note that in Definition 9.7, there are precisely (2¢1)%1 ... (2fs-1)% -1 = 2a1t1++as—1ts-1 djfferent choices
for all the subsets I, C [t;]. Thus, 29ttt Fas-1ts—1 vertices of colour g get added and the resulting
core indeed has parameters (g, as,...,aq_1,2% 0 Fao—1to-1 3, ¢ ;). Furthermore, note that if
the colour system G is complete, then its extended core is a complete core.

In a similar way to Lemma 9.6, for the proof of Lemma 7.3 it will suffice to restrict our attention to
those ki (G, Go, -, u,v) where u and v belong to certain special sets of uncoloured vertices.

Definition 9.8. Let G be a colour system with parameters (¢ — 1,a1,...,a9-1,%1,...,t4—1) and let C
be the extended core of G. Let E9(C) be the set of edges e connecting the uncoloured vertex in C to
some vertex w of colour ¢ in C (such an edge is uniquely determined by w because colour g only has one
shade). For each such e € E9(C), we define the subset U, C U(G) as follows. Let U, consist of all those
uncoloured vertices v in G such that v is connected to all vertices of G of colours 1,...,g9 — 1 in precisely
the same shades of the corresponding colours in which the vertex w is connected to these vertices in C.
Also, let U, C U(G) be the set of all uncoloured vertices v in G which are connected to all vertices of G
of colours 1,...,g — 1 in all possible shades of these colours.
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Note that U, is a special case of U,, for the edge e € E9(C) connecting the uncoloured vertex of C to
the unique vertex of colour g in C which is connected to all vertices of colours 1,...,g — 1 in all possible
shades of these colours. Also note that the 20ttt +as—1ts-1 gets U, for e € EI(C), form a partition
of U(G). We will need a counterpart of Fact 9.4 (again a simple consequence of Lemma 5.1): when a
general position assumption is satisfied, each U.(G) has linear size, as follows.

Fact 9.9. Fix integers g,a1,...,a9—1,t1,...,tg—1 > 1. Let G be a weakly p-general colour system of
order n with parameters (g — 1,a1,...,a9-1,t1,...,t5—1), and let C be the extended core of G. Then for
every e € E9(C), we have |U,| = Q(n). In particular, |U| = Q(n).

The next lemma will be proved in Section 9.3.

Lemma 9.10. Fiz integers 1 < g < h—1anda,...,a9—1,t1,...,t3—1 > 1. Let G be a weakly p-general
colour system of order n with parameters (g—1,a1,...,a49-1,t1,...,t5-1), and let C be the extended core
of G. Consider an edge e € EI(C), and consider the sets U, C U(G) and U, C U(G) as defined as in
Definition 9.8. Then for any distinct vertices u € U, and v € U, the following holds. If we choose a
random graph Go ~ G(U(G),p) on the vertex set U(G), then with probability 1 — n=*1) we have

||HH (g’ G07 S U, U) - nh_g_lrc,e('7 1)Hoo = O(nh_g_(g/Q) log n) ’

9.2 Proof of Lemma 9.6

In this subsection we prove Lemma 9.6. Throughout the subsection, fix integers 1 < g < h — 1 and
ai,...,aq,t1,...,tg—1 > 1 (in order to prove Lemma 9.6 for these values). For all asymptotic notation,
these fixed values are treated as constants.

As in the statement of Lemma 9.6, let G be an essentially weakly p-general restricted colour system of
order n with parameters (g,a1,...,a4,t1,...,t9—1). Let S be an outcome of the random collection of
sets S in Definition 4.8 such that Gs is p-general, let u € U*(g) and let v be a vertex of colour g in G.
Finally, let C be the core of the restricted colour system G, and let e € E9(C) be the unique edge from v
to the uncoloured vertex in C. We need to prove that

vg.suw—n""9"Te.|| = O<10gn : nh_g_(?’/m)-

Now, let us define slightly modified versions of kK and the vg s ., that are easier to work with. For
any outcome of the random graph Gy ~ G(U(G),p) and any (j1,...,Jg) € [t1] X -+ X [tg—1] x [1], let
Ky (G, Go, 41, .-, Jg,u,v) be the number of labelled copies of H in the graph G(Go, j1,...,Jq) + {uv}
which use the edge uv and which use ezactly one vertex of each of the g colours (for Ky we considered
the number of copies of H which use at least one vertex of each colour). Then, we define v; s, , :
[t1] x - -+ x [ty—1] x [1] = R analoguously to vg s u..:

V/g,87u,v<jla'-'7jg) :EGO[K‘}—[(QS7GO7¢71V"7jg7uav)]
for all (ji,...,Jq) € [t1] X -+ x [tg—1] x [1].

Note that for any outcome of the random graph Gy ~ G(U(G),p) and any (j1,...,J4) € [t1] X --- X
[tg—1] x [1] the difference ku (G, Go,j1,--.,Jg,u, V) — Ky (G, Go, j1, ..., Jg, U, v) is precisely the number of
labelled copies of H in the graph Gs(Go, j1,- .., Jjq) + {uv} which use the edge uv as well as at least one
vertex of each of the g colours and which use at least two vertices of the same colour. Each such labelled
copy has to use at least g + 1 of the coloured vertices and also the vertex u € U(G) C U(G). Hence it
can use at most h — g — 2 vertices in U(G)\{u}. Thus, the number of such labelled copies is always at
most h972 - (ag + -+ ag + 1)972 . nh=972 = O(n"~972). Tt follows that

Hug,s,u,v - V/g78,u,1)H00 = O(nh7972)'

So, to prove Lemma 9.6 it suffices to prove the following lemma.

Lemma 9.11. We have

H’/g,s,u,u - 7”Lh_'("_ll“c,e”<>O = O(logn . nh—g—(3/2)).
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Proof. We need to show that for every (ji,...,Jjy) € [t1] X -+ X [tg—1] x [1] we have

Vo, 5ualts -+ 2dg) = "9 e ey - dg)| = O(logn - =97 (/2] (9.1)

So let us fix some (ji,...,4q) € [t1] X -+ X [tg—1] x [1]. For every ¢ =1,..., g let us refer to shade j; of
colour ¢ as the desired shade of colour i.

Recall that v s, ,(j1,---,dg) = Eg,[ky(Gs,Go, 1, dg,u,v)] is the expected number of labelled
copies of H in the graph Gs(Go, j1,...,Jq) + {uv} which use exactly one vertex of each of the g colours
and use the edge uv. We organise these copies by how they interact with the coloured vertices, as follows.

Consider any graph homomorphism ¢ : H[Vy] — Gs(Go, j1, .- .,Jg) + {uv}, such that V,, is a subset of
g+ 1 vertices of H and such that the image of ¢ contains exactly one vertex of each of the g colours and
the edge uv (let ® be the set of all such homomorphisms). Let E, be the expected number of labelled
copies of H in the graph Gs(Go, j1,---,Jq) + {uv} that extend ¢ by mapping the vertices in V'\Vy into
U(G)\{u} (where the expectation is taken over the random choice of Gy ~ G(U(G),p)). Then we have

V.8 uw(ds -+ Jg) ZE¢ (9.2)
PED

Now, since Gs is p-general, we can estimate the Ey as follows.

Claim 9.12. For each ¢ € ® as above, we have

By _pe<H>—eH<v¢)nh—gfl‘ < O(nhfgfw/z) log n)

Proof. Let Voo be the set of those vertices x € Vj such that ¢(x) is a coloured vertex (i.e. ¢(x) # u). So,
[Veol| = g. Recall that E is the expected number of labelled copies of H in the graph Gs(Go, j1,-..,4q4)+
{uv} that extend ¢ by mapping the vertices in V\V;, into U(G)\{u}. For every vertex y € V/(H)\Vy, let
My(y) be the set of possible choices for the image of y that are compatible with the map ¢ on H[Vy].
More precisely, My(y) is the set of vertices w € U(G)\{u} such that for every neighbour = € Vg, of y,
the vertex w is connected to ¢(x) in the desired shade of the colour of the vertex ¢(z). Let N be the
number of (h — g — 1)-tuples in HyEV(H)\V¢ My(y) whose vertices are distinct (that is, the number of

ways to choose a distinct vertex from each My(y)). Then N = HyGV(H)\V¢ |My(y)| + O(n"=972), and

By = p VIV N = eV T M) + O 7). (03
yeV(H\Vy

Indeed, if we choose possible images for all the vertices y € V(H)\V,, (there are N such choices), then each
of the ey (V(H)\Veo1) edges of H inside V(H )\ Vo1 needs to be mapped to an edge of Go ~ G(|U(G)|, p)
and the probability for this to happen is p&# (V(H)\Veor)

Now, the sizes of the M(y) are dictated by our assumption that Gs is p-general. Fix a vertexy € V(H)\Vy
and let x1, ...,z be its neighbours in V.. Let Ny, ..., Ny C U(G) be the neighbourhoods of the vertices
d(x1),...,¢0(xr) in U(G) in the desired shades of the colours of ¢(x1),. .., d(xk), respectively. Then the
set of possible choices for the image of y is N1 N --- N Ni\{u}. So, |My(y)| differs from |[N3 N --- N Ny
by at most 1. Now, if we consider all the neighbourhoods in U(G) of all vertices of colours 1,...,g in Gs
in all the respective shades of these colours, then these are ait; +--- 4+ ag—1t,—1 + a4 subsets of the set
U(G) in (p, 39)-general position (this is because Gs is by assumption a p-general colour system). Thus,
by Lemma 5.1 we have

[IVi -0 Vel = pH U@)]] = O(|U(9)] 2 10g | U9 )
Recall that |U(G)|=n—a1 —--- —ag =n — O(1), and that k£ was the number of neighbours in of y in
chola S0
|Mg(y)| — p° yv°°1)n‘—||M¢ ) —p n|<’|N1 'ﬁNk|—pkn|+1:0(n1/210gn>,

or equivalently
|My(y)| = (14 O(logn/v/m))pH ¥ Ve,
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Finally, observe that ey (V(H)\Veo1), plus the sum of all the eq(y, Veol), for y € V(H)\Vy, is equal to
e(H) —en (V). Indeed, since V,; and V (H)\ V., intersect in only one vertex z, every edge of H is either
between two vertices of V;, two vertices of V/(H)\Veol, or between a vertex of V,\{z} = Vo1 and a vertex
of (V(H)\Veo)\{2} = V(H)\V,. From (9.3) we therefore conclude that

E, = peH(V(H)\Vcol) . H ((1 + O(log n/\/ﬁ))peH(y,le)n) + O(nh—g—z)
yeEV(H)\Vy

= (14 O(log n/\/ﬁ))pe(H)*EH(Vrp)nh*(QJrl) = petD—en(Vo)ph=9=1 4 O(ph=9-03/2) 10 n),

which is equivalent to the desired bound. O

Now, the sum in (9.2) is only over |®| < h9"ta; ...a, = O(1) choices of ¢, so Claim 9.12 implies that

Vo suw(its- 2 dg) = Y <pe(H)—eH(V¢)nh—g—1> _ O<nh—g—(3/2) log n)
ped

Finally, recall that ® is the set of homomorphisms of the form ¢ : H[V,] = Gs(Go, j1, ..., jg) + {uv},
with |V| = g + 1, such that the image of ¢ contains exactly one vertex of each of the g colours and the
edge uv. The core C of the restricted colour system G was defined (in Definition 9.5) in such a way that
there is a bijective correspondence between ® and the set of (ji,. .., jg)-coloured partial copies ¢* of H
in C which contain the edge e. Recall that I'¢ (j1,...,7,) was defined (in Definition 8.4) as the sum of
the weights of all (j1,. .., jg)-coloured partial copies whose image contains e, and the weight of a partial
copy ¢* : H[V'] = C was defined to be pe(f)=ex (V') S0,

Te.e(h1,--- ,jg) = Zpe(H)_eH(V¢).
ped

The desired bound (9.1) follows. O

9.3 Proof of Lemma 9.10

In this subsection we deduce Lemma 9.10 from Lemma 9.6. Throughout the subsection, fix integers
1<g<h—1landai,...,ag-1,t1,...,tg—1 > 1 (in order to prove Lemma 9.10 for these values). For all
asymptotic notation, these fixed values are treated as constants.

Let G be a weakly p-general colour system of order n with parameters (g — 1,a1,...,a9-1,t1,...,tg9—1),
let C be the extended core of G, and consider some ¢ € E9(C). Fix distinct vertices u € U, and v € Uk,.
We need to show that for a random graph Gy ~ G(U(G),p), with probability 1 — n~“() we have

’K'H(ga G07j17 e 7jgflau7v) - n}L_g_lrc,E(j17 cee ajgfla 1)| = O(logn : nh—g—(3/2)). (94)

for all (j1,...,jg—1) € [t1]X---X[ty—1]. For the rest of the proof fix some (ji, ..., Jg—1) € [t1] X - X [tg_1]:
we will show that (9.4) holds with probability 1 —n~“(}) (then the desired result will follow, taking a
union bound over all choices of (ji,...,Jjg—1))-

By Fact 9.9, each of the 201t +as-1ts—1 disjoint sets Uy has size Q(n) > 2. Let Z be a set containing
one representative from each Uy, taking v € U,, but taking some vertex other than  in U... If we imagine
that the vertices of Z are coloured with colour g, then, by our choice of Z, the coloured vertices of G
together with Z form a colour system which looks the same as the extended core C of G except that the
uncoloured vertex of C is missing.

Now, for the rest of the proof, we condition on some outcome of the induced subgraph Go[Z] on the
vertices in Z. To apply Lemma 9.6, we define a restricted colour system G’ of order n with parameters
(g,a1,...,ag_1,20 0 Fag—rto—r ) ¢ 1) by starting with G, colouring the vertices in Z with colour
g, and including all edges of our conditioned outcome of Gy[Z] in a single shade of colour g. By
construction, the core C’ of the restricted colour system G’ is almost isomorphic to C; the only difference
is that C’ has the edges of Go[Z] between the vertices of colour g, whereas C has no edges of colour g.
(To be precise, there is a colour/shade-preserving graph isomorphism between C and C' — E(Gy[Z])).
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Since we chose Z such that v € Z and u ¢ Z, we have u € U(G’) (that is, u is uncoloured in G’), and v
has colour g in G’. Recall that u € U,, meaning that u is connected to all vertices of colours 1,...,g—1
in all possible shades of these colours. This implies « € U*(G’). Now, let ¢’ € E9(C’) be the unique edge
in the core C’ between v and the uncoloured vertex of C'. As v € U,, this edge €’ corresponds to the edge
e in C under the isomorphism in the previous paragraph. Note that the functions I'c . do not actually
depend on the edges between the vertices of colour g in C (since the partial copies of H in C use exactly
one vertex of colour g). Thus, we have I'c . =T'¢/ ¢r.

We have conditioned on an outcome of Gy[Z]. For each z € Z, let S, = Ng,(2) NU(G’) be the (random)
set of neighbours of z in U(G’) = U(G)\ Z, and let G5 = Go[U(G’)] ~ G(U(G’),p) be the induced
subgraph on U(G’). Then, with S = (S.).cz we have G(Go, j1,...,74q-1) = G5(Gy , 1, -, Jg,1) in the
notation of Definition 4.8. It follows that ki (G, Go, j1,- -+, Jg—1,%,0) = £a(Gs, Gy, j1, -, Jg—1,1,u,0),
because every labelled copy of H using the edge uv as well as at least one vertex of each of the colours

1,...,9 — 1 automatically also uses a vertex of colour g (namely v). Thus, (9.4) is equivalent to the
inequality
’KJH(géV Ga7j1a cee 7jgfl7 1) ’LL,’U) - nh_g_lrc’,e’(jh cee 7jgfl7 1)| = O(lOgTL : nh_g_(3/2))7 (95)

where G ~ G(U(G'),p), and S = (5;).cz is a collection of random sets with respect to the restricted
colour system G’ as in Definition 4.8.

Note that G’ is essentially weakly p-general, due to the way it was defined in terms of G. So, by Lemma 5.5,
G5 is p-general with probability at least 1 — n~W and if G5 is p-general then by Lemma 9.6 we have
Terer(Giy s dgm1, )" 97 = vgr s uw(dts - -+ g1, 1) + O(logn - n"=976/2)). So, to conclude the proof
of Lemma 9.10, it suffices to prove the following claim.

Claim 9.13. With probability 1 — n=*") we have
|K’H(g‘/5‘a Gaajla s ajg—h 17 U, U) - Vg’,S,u,v(jl, s ajg—lv 1)| S logn : nh—g—(3/2). (96)

Proof. Condition on a fixed outcome of S (so that only G, remains random). Recall that by Definition 9.2
we have vgr s uv(J1,- -5 Jg—1,1) = IEGO— (ku (G5, Gy, d1s -5 Jg—1,1,u,v)]. Consider the vertex-exposure
martingale for G, (with respect to kg (Gs, Gy, j1,---,Jg—1,1,u,v)), where we fix an ordering of U(G’)
(ending with u) and at each step we consider the next vertex in our ordering and expose all the edges
of G incident to that vertex which have not yet been exposed. Changing the status of edges adjacent
to a single vertex in U(G’)\{u} changes the value of ky(G%, Gy, J1,---,dg—1,1,u,v) by at most h9+2 .
ay - agq - 2tttagaaton  ph=9=2 = O(ph=9-2). This is due to the fact that there can be at
most h972 - ay - a,_q - 200t tagateo1 . nh=9=2 different labelled copies of H in the n-vertex graph
Gs(Gy , 15 - -+ Jg) +{uv} which use the edge uv as well as at least one vertex of each of the g colours and
the exposed vertex (as both u and the exposed vertex are uncoloured). Thus, by the Azuma-Hoeffding
inequality the probability that (9.6) fails to hold is at most

log n)? - n2(h=9-3/2) .
exp (-2 PERL o)) = exp(-9((togm)?)) =,

as desired. O

9.4 Putting everything together

Proof of Lemma 7.3. Recall that the statement of Lemma 7.3 is for fixed integers 1 < g < h — 1 and
aiy...,09-1,t1,...,tg—1 > 1 (which were fixed throughout Section 7), and recall that T = ¢, ---t4_1.
Let G and A be as in the statement of the lemma, and let C be the extended core of G (which is a complete
core). Let N = (‘ U(2g)\) = ©(n?), so that the random choice of Gy ~ G(U(G),p) can be encoded by a
Bernoulli sequence & ~ Ber(p)"V, with one random bit for each of the N possible edges of Go. Abusing
notation slightly, we identify the integers 1,..., N with pairs of vertices in U(G), so that we may write
&{u,v} to indicate the random bit that encodes the presence of the edge {u,v}.

Now, abusing notation, we index the coordinates of R by tuples in [t1] x ..., X[t,—1] (so that we may
talk about the (j1,...,j,—1)-coordinate of a vector in R”). Let f : {0,1}¥ — R” be the vector-valued
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function defined such that, for & € {0,1}" corresponding to a graph Gy, the (j1,...,j,—1)-coordinate
of f(&) is Yu(G,Go,j1,-..,jg—1). With this definition, and the notation of Theorem 3.1, the random
vector Agy 3 f(§) corresponds to the function kg (G, Go, -, 1,u,v).

The plan is to now apply Theorem 3.1 with d = T and m = 2941+ FTa-1ts-1 and with the ¢ . taking
the role of the vectors vy, ..., v,,. For each edge e € E9(C), let v, € RT be the vector corresponding to
the function I'c (-, 1), and let £ € RT be the vector corresponding to the function A(+,1). By Fact 9.9,
there is some & = (1) such that for each edge e € E9(C), there are Q(n?) > eN pairs of vertices {u,v}
with u € U,,v € U,. Let I, be the set of these pairs {u,v} (observe that all the I, are disjoint). By
Lemma 9.10, for each {u,v} € I. we have Pr(HA{u,U}f(é) - s"yeﬂoo > 7") <n W for s = n"~9~1 and
some r = O(n"~973/21ogn). Note that r/Nlog N > s, and by Lemma 8.5, the vectors v, span R”. We
can now apply Theorem 3.1 to obtain

T
pr(||f(§) — x| <ryNlog N) - O((rlc;g]\f) > — O((logn)BT/Qn—T/Q) < p~T/2+o(1),

(The implied constants in the above asymptotic notation may a priori depend on C, but note that there

are only finitely many possibilities for a core with parameters (g, a1, ..., 20 Foo—rto—1 4y o 1)),
Finally, to conclude the proof we recall that (¢ (G,Go, ) — Al = [|f(§) — x||,, and observe that
rv/Nlog N = ©(n"~9=(1/2) (log n)3/2) > n"~9-(1/2) 1ogn for large n. O

Proof of Lemma 6.3. This proof is very similar to the proof of Lemma 7.3. Recall that the statement
of Lemma 6.3 is for fixed integers 1 < g < h —1 and a1,...,a4,t1,...,t5—1 > 1 (which were fixed
throughout Section 6), and recall that T'=1¢; ---t;_1. Let G and X be as in the statement of the lemma,
and let C be the core of G. Let N = a,4-| U(G)| = ©(n), so that a random choice of S as in Definition 4.8
can be encoded by a Bernoulli sequence € € Ber(p)”, with one random bit for each potential element in
each S, € S. Abusing notation slightly, we identify 1,..., N with ordered pairs of vertices: for v € U(G)
and a vertex v of colour g we write {(, ) for the random bit that encodes the presence of u in S,.

Let f : {0,1}" — R” be the vector-valued function (with coordinates indexed by [t;] X -+ x [ty_1])
defined such that, for £ € {0,1}" corresponding to an outcome of S, the (j1,...,js—1)-coordinate of f(&)
is pg.s(j1,- -, Jg—1,1). Then, A, ) f(€) corresponds to the function vg s (-, 1). For each e € E9(C),
let v, € RT be the vector corresponding to T¢e(-,1), and let « € R” be the vector corresponding to
A, 1).

By Fact 9.4, there is some ¢ = Q(1) such that |U"(G)| > en. For each edge e € E9(C) between the
uncoloured vertex of C and some vertex v of colour g, let I, = U"(G) x {v}. By Lemma 5.5 the colour
system Gg is p-general with probability 1 —n~“() | in which case, by Lemma 9.6, for each (u,v) € I. we
have || A, f(€) — S7e“oo < r for s =n"797! and some r = O(n"~9-6/2 logn). Also, by Lemma 8.5,
the vectors ~y, span R”.

We can now apply Theorem 3.1 to obtain Pr(||f(§) — x|/, < rv/NIogN) < n~T/2+e()_ Finally, to
conclude the proof we observe that r/Nlog N = ©(n" 9~ (logn)3/2) > n"~9-1logn for large n, and
recall that [|ug.s — M| = [[F(§) — = - O

10 Concluding remarks

We have proved that for connected H and constant p € (0,1), we have max, Pr(Xg = x) < n'~v(H)+o1),
There are several interesting directions for future research. Most obviously, Conjecture 1.1 remains
open: for connected H we are still a factor of n°) away from an optimal bound, and for disconnected
H we do not even have a bound that improves as H grows (the best general bound is Pr(Xgy = z) <
Pr(| Xy — z| < n*#)=2) = O(1/n), as we mentioned in the introduction). It seems that the ideas in this
paper are robust enough to give certain nontrivial bounds (in terms of the size of the largest component
of H) even in the disconnected case, but we have not explored this further.

For certain graphs H, a possible route to a proof of Conjecture 1.1 might be via a local central limit
theorem, which one might hope to prove by extending the methods of Gilmer and Kopparty [20], and
Berkowitz [6, 7]. Basically, this involves carefully estimating the characteristic function ¢(t) = Ee!*X#
using different arguments for different ranges of ¢. We remark that ¢(1/k) is small if the distribution
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of Xy is not too biased mod k, which seems comparable to anticoncentration of Xy at “scale” k. So,
we wonder whether the ideas in this paper might be helpful for estimating ¢: recall that our argument
proceeds by breaking up Xy into a sum of many random variables that fluctuate at different scales.
However, we emphasise that local central limit theorems do not seem to be the right path to a proof of
Conjecture 1.1 in its full generality: for example, if H is a disjoint union of an edge and a 2-edge path,
then the probability that Xy is odd is substantially different from the probability that it is even (see
[16]), meaning that Xz does not obey a local central limit theorem.

Also, let X1°™ be the number of (possibly non-injective) homomorphisms from H into G ~ G(n,p). This
random variable is very closely related to X g, and we remark that with very minimal changes, one can
modify our proof of Theorem 1.2 to prove the corresponding theorem for XB°™ when H is connected.
Interestingly, the homomorphism-counting analogue of Conjecture 1.1 fails dramatically in general: if
H is the disjoint union of two copies of a graph H’, then X}‘fm = (X %‘3“‘)2, meaning that Xy has the
same point probabilities as Xg/. This means that any proof of Conjecture 1.1 must be sensitive to the
difference between subgraph counts and homomorphism counts.

It would also be interesting to consider the “sparse” regime where p is allowed to decay with n. For
example, it is known that if H is strictly balanced (see for example [23, Section 3.2]) and p = p(n) is
such that Var Xy = o((EXf)?), then Pr(Xg > 0) = 1 — o(1). Could it be that under these conditions
we also have that max,ez Pr(Xy = x) = O(1/+/Var Xg)?

As mentioned in [19] it may also be interesting to study anticoncentration of the number of induced
copies X4, of a subgraph H in a random graph G(n,p). (This question was also raised by Meka, Nguyen
and Vu [30]). The natural analogue of Conjecture 1.1 is that for a fixed graph H and fixed p € (0, 1),
we have

1
maxPr(X}; =2) = 0| ———— |.
nap Pr(Xy = o) ( var(xg{)>

We remark that the behaviour of /Var(X};) is not entirely trivial: for most values of p it has order
O(n"~1), but when p is exactly equal to the edge-density of H it may have order ©(n"~3/2) or O(n"~2)
(see [23, Theorem 6.42]).

Finally, it would be interesting to prove similar anticoncentration results in other combinatorial settings.
One important example is random subsets of the integers (or other groups): for instance, what can
we say about anticoncentration of the number of k-term arithmetic progressions in a random subset of
{1,...,n}? Arithmetic configuration counts have been an interesting analogue to subgraph counts in
a number of other settings, for example in the study of large deviations (both fall in the framework of
nonlinear large deviations initiated by Chatterjee and Dembo [12]; see for example [22] and the references
therein). Another interesting direction of research would be to consider subgraph counts in random k-
uniform hypergraphs, or for other random graph models (for example, the uniform distribution G(n,m)
on graphs with a fixed set of n vertices and exactly m edges).

Remark added in proof. While this paper was under review, Sah and Sahwney [36] proved Conjecture 1.1
for connected H (via a local limit theorem) and disproved Conjecture 1.1 in general.

Acknowledgements. We thank the referees for their careful reading, and for many helpful comments.
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