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Abstract

The Galactic H II region luminosity function (LF) is an important metric for understanding global star formation
properties of the Milky Way, but only a few studies have been done, and all use relatively small numbers of H II

regions. We use a sample of 797 first Galactic quadrant H II regions compiled from the Wide-field Infrared Survey
Explorer Catalog of Galactic H II Regions to examine the form of the LF at multiple infrared and radio
wavelengths. Our sample is statistically complete for all regions powered by single stars of type O9.5V and earlier.
We fit the LF at each wavelength with single and double power laws. Averaging the results from all wavelengths,
the mean of the best-fit single power-law index is 〈α〉= −1.75± 0.01. The mean best-fit double power-law indices
are 〈α1〉= −1.40± 0.03 and 〈α2〉= −2.33± 0.04. We conclude that neither a single nor a double power law is
strongly favored over the other. The LFs show some variation when we separate the H II region sample into subsets
by heliocentric distance, physical size, Galactocentric radius, and location relative to the spiral arms, but blending
individual H II regions into larger complexes does not change the value of the power-law indices of the best-fit LF
models. The consistency of the power-law indices across multiple wavelengths suggests that the LF is independent
of wavelength. This implies that infrared and radio tracers can be employed in place of Hα.

Unified Astronomy Thesaurus concepts: H II regions (694); Luminosity function (942); Milky Way Galaxy (1054);
Galaxy structure (622)

1. Introduction

The radiation from a high-mass star (M� 8Me) ionizes the

surrounding interstellar medium (ISM), creating an H II region.

High-mass stars often form in associations with each other (Motte

et al. 2018). Considered on a broad scale, these associations of

high-mass stars exert a significant influence on their host galaxies;

in the Milky Way, OB stars are thought to be a primary source of

the approximately 20% by mass of interstellar hydrogen that is

ionized (Draine 2011; Weber et al. 2019).
The stellar initial mass function (IMF) of most galaxies can

be modeled by a power law (Salpeter 1955), and, by extension,

it is expected that the H II region luminosity function (LF) has a

similar form (McKee & Williams 1997). If, however, solitary

high-mass stars form via a different mechanism than those

within clusters, then the H II region LF could be distinct from

the form of the IMF (Pleuss et al. 2000). Oey et al. (2004)

found that this is not the case and that both the IMF and the

clustering distribution of OB stars are power laws, supporting

the expectation that the H II region LF will have the same

power-law form as the IMF.
H II regions are both unambiguous tracers of high-mass star

formation and, as the brightest objects in the Galaxy at infrared

and radio wavelengths, are readily detectable across the entirety of

the Galactic disk (Chené et al. 2021). Determining the shape of

the LF can provide insight into the history of Galactic star

formation, as well as the current structure of the Galaxy. The

shape of the LF is set by many processes, including bursts of star

formation (Oey & Clarke 1998) and formation mechanisms of OB

associations (e.g., McKee & Williams 1997; Bradley et al. 2006).
In turn, these processes impact the evolution of the ISM. A
galaxyʼs H II region LF is a crucial tool in understanding the
galaxyʼs history and star formation characteristics.
The majority of H II region LF studies examine extragalactic

H II region populations. For these populations, the H II region
LFs are generally well represented by single power laws of the
form

( ) ( )= aN L dL A L dL, 1

where N(L)dL is the number of H II regions with luminosities

between L and L+ dL, A is a scaling factor, and α is the power-

law index (e.g., Kennicutt et al. 1989). Some studies find that the

shape of the H II region LF is dependent on a galaxyʼs Hubble

type, with early-type spirals having shallower LFs and fewer H II

regions (Kennicutt et al. 1989; Youngblood & Hunter 1999),

whereas others find no such trend (González Delgado & Pérez

1997; Thilker et al. 2002). Nonetheless, the LF power-law index8

is consistently found to be α≈−2 (e.g., Kennicutt & Hodge 1986;

Hodge et al. 1989; McKee & Williams 1997; Casassus et al.

2000; Thilker et al. 2000). Moreover, the form of the H II region

LF generally appears to be independent of wavelength (e.g.,
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Our reported power-law indices are comparable to those in Kennicutt et al.

(1989), who subtract 1 from the indices of the fitted LFs to account for the
usage of logarithmic binning in contrast to the usage of linear binning
elsewhere in the literature. All reported and cited indices are provided in this
way; i.e., an α of −2 in this paper is equivalent to an α of −1 found with linear
binning.
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McKee & Williams 1997; Paladini et al. 2009; Liu et al. 2013),

galactic radius (e.g., Kennicutt & Hodge 1980; Kennicutt et al.

1989), and surface brightness (Helmboldt et al. 2009).
Some LFs show evidence of a break or “knee” at the so-called

Strömgren luminosity LHα≈ 1039 erg s−1 (Kennicutt et al. 1989;
Youngblood & Hunter 1999; Bradley et al. 2006). These LFs are
better fit by a double or “broken” power law (Kennicutt et al.
1989) of the form

⎧
⎨
⎩

( )
( )

( )
( )=

<
>

a

aN L dL
A L L dL L L

A L L dL L L

,

, ,
2

knee knee

knee knee

1

2

where A is a scaling factor, α1 and α2 are the power-law indices,

and Lknee is the value of the knee luminosity. A double power-law

LF is not, however, found in all galaxies (e.g., González Delgado

& Pérez 1997), and not all galaxies have a knee at the Strömgren

luminosity (e.g., Lee et al. 2011). This break may correspond to a

transition from “giant” to “supergiant” H II regions (Kennicutt

et al. 1989), the evolution of the H II region Hα luminosities, or

the transition between H II regions ionized by a single star and H II

regions ionized by multiple stars (Oey & Clarke 1998). Beckman

et al. (2000) suggested that H II regions above the break are

density-bounded and those below the break are ionization-

bounded. There is some evidence that double power-law LFs

are preferentially found in early-type spiral galaxies (Kennicutt

et al. 1989), though work by Youngblood & Hunter (1999) and

Bradley et al. (2006) raised the possibility that these double

power-law LFs represent a more general form of the H II region

LF. If this is the case, single power-law LFs should be found only

in galaxies that have a lack of nebulae with Hα luminosities above

the Strömgren luminosity relative to the galaxyʼs total number of

nebulae (McKee & Williams 1997). With only ∼30 out of

thousands of H II regions with Hα luminosities above the

Strömgren luminosity (see the right panel of Figure 5 in Rahman

et al. 2011), the Milky Way is such a galaxy.
The power-law index of the Galactic H II region LF, α≈−2, is

similar to those found for other galaxies. This same index is found
by studies using multiple wavelengths, Galactic spatial distribu-
tions, and H II region sizes (Smith & Kennicutt 1989; Comeron &
Torra 1996; McKee & Williams 1997; Casassus et al. 2000;
Paladini et al. 2009; Murray & Rahman 2010; Mottram et al.
2011). Other analyses, however, show local differences in the LF
across the Galactic disk. Using far-infrared observations of
ultracompact H II regions, Casassus et al. (2000) found that the LF
within the solar circle has a peak luminosity nearly an order of
magnitude greater than the LF in the outer Galaxy. Paladini et al.
(2009) found that the Galactic H II region LF is dependent on
Galactic longitude, with notably different results for the first and
fourth quadrants. They also found weak evidence for a break in
the fourth-quadrant LF corresponding to LHα≈ 1037.75 erg s−1.
The authors hypothesized that these results arise from distinct H II

region populations in each quadrant.
Previous studies of the Galactic H II region LF are hampered

by limited spatial coverage, small sample sizes, and incomple-
teness at lower luminosities. Here we improve the determina-
tion of the Galactic LF by addressing and investigating each of
these issues. We analyze the Galactic LF at multiple infrared
(8, 12, 22, 24, 70, and 160 μm) and radio (20 and 21 cm)

wavelengths to assess whether the form of the LF depends on
the observed wavelength. Unlike previous studies performed in

Hα and, to a lesser extent, the study by Liu et al. (2013) in Paα,
observations at these frequencies are unaffected by extinction.

2. Data

We use a sample of 797 first Galactic quadrant H II regions
spanning 18° < ℓ< 65° taken from the Wide-field Infrared
Survey Explorer (WISE) Catalog of Galactic H II Regions
V2.29 (Anderson et al. 2014). We include only those regions
for which the kinematic distance ambiguity is resolved
or we have parallax distances. The heliocentric distances, d;
Galactocentric radii, R; and their associated uncertainties are
determined using the method given by Wenger et al. (2018).
Through population synthesis modeling, Armentrout et al.
(2021) concluded that the sample is complete for all sources
ionized by single stars of spectral type O9.5V and earlier.
Although the WISE Catalog covers the entire Galactic disk, we

restrict the present analysis to the first quadrant because the H II

region sample here is the most complete and the fractional distance
errors are relatively small (Anderson et al. 2012; Wenger et al.
2018). The current sample of fourth-quadrant H II regions is
notably incomplete compared with the first-quadrant sample
(Anderson et al. 2014; Wenger et al. 2019). The H II region
samples in the second and third quadrants have comparatively high
fractional distance errors relative to those for the first-quadrant
sample (Anderson et al. 2012; Wenger et al. 2018). Consequently,
the resulting errors in luminosity are large in those quadrants.
Analysis of the entirety of the inner Galaxy will be possible upon
publication of the full Southern H II Region Discovery Survey
catalog (Brown et al. 2017; Wenger et al. 2019, 2021).
H II regions produce thermal radio continuum emission from

free–free interactions between ions and electrons. Here we use the
results of Makai et al. (2017), who calculated the flux densities for
all known Galactic H II regions in the Galactic longitude range
17°.5< ℓ< 65°. Radio flux densities come from the 20 cm Multi-
Array Galactic Plane Imaging Survey (MAGPIS, hereafter
denoted with the subscript “M”; Helfand et al. 2006) and 21 cm
Very Large Array Galactic Plane Survey (VGPS, hereafter
denoted with the subscript “V”; Stil et al. 2006). In addition, we
analyze the combined VGPS and MAGPIS data set (hereafter
referred to as the MAGPIS+VGPS 20 cm data set and denoted
with the subscript “M+V”) described in Makai et al. (2017).
Infrared flux densities come from the Spitzer Galactic

Legacy Infrared Mid-Plane Survey Extraordinaire (GLIMPSE;
Benjamin et al. 2003; Churchwell et al. 2009) 8 μm band, the
WISE (Wright et al. 2010) 12 and 22 μm bands, the Spitzer
MIPSGAL (Carey et al. 2009) 24 μm band, and the Herschel
infrared Galactic Plane Survey (Hi-GAL; Molinari et al.
2010, 2016) 70 and 160 μm bands.
Each infrared data set contains a small number of saturated

sources (�26) for which we can estimate infrared flux densities
using their radio flux densities. If more than 0.1% of pixels
within the defined region are saturated (“NaN” value), we use
the regionʼs 20 cm MAGPIS+VGPS flux density and the
infrared-to-radio relationships found by Makai et al. (2017) to
infer their infrared flux density:

( )=n n
b
+
nS B S . 3M V

Here SM+V is the MAGPIS+VGPS 21 cm flux density, and Bν

and βν are the scaling factor and power-law index at infrared

9
http://astro.phys.wvu.edu/wise/
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frequency ν, respectively. We reproduce values for Bν and βν
from Makai et al. (2017) in Table 1. As noted by Makai et al.

(2017), the 24 μm MIPSGAL and 22 μm WISE H II region

flux densities are essentially identical. We therefore use the

MIPSGAL correlation parameters to find both the MIPSGAL

and 22 μm WISE flux densities.
We calculate H II region monochromatic luminosities (here-

after “luminosities”) from the flux densities using

⎜ ⎟ ⎜ ⎟

⎛

⎝
⎜

⎞

⎠
⎟

⎛

⎝
⎜

⎞

⎠
⎟

⎛

⎝

⎞

⎠
⎛
⎝

⎞
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( )
n

p
n

= ´n n
-

-L S d

erg s
4 10

Jy cm Hz
, 4

1
23

2

where Sν is the flux density at observing frequency ν and d is

the heliocentric distance to the H II region. For the radio flux

densities, we combine Equation (6) from Rubin (1968) with

Equation (4) to additionally determine the number of Lyman

continuum photons emitted per second,
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⎞
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´
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- -

- -

N L

T
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erg s
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e

ly

1
26

1

0.45 0.9

where Te is the electron temperature of the H II region. We

assume a typical electron temperature of 104K for all regions.
Since the highest-mass star in a cluster frequently produces the

majority of the ionizing photons, we assume that each H II region
has a single ionizing source (e.g., McKee & Williams 1997), and
we can therefore determine completeness limits in spectral type
from limits in ionizing photon rates. In the same manner, we can
associate the location of the double power-law knees with a
spectral type. We convert Nly to main-sequence spectral types
using the calibration in Table 1 in Martins et al. (2005). If Nly lies
between two or more of the tabulated spectral types, we assign the
less luminous type to the region.

We calculate H II region Hα luminosities from Lyman photon
rates to facilitate comparisons between this work and previous
studies of the LF, which have been primarily performed in Hα. We
use the method outlined in Paladini et al. (2009) for these
calculations. Beginning by substituting Equation (5) for the Lyman
photon rate term in Equation (16) in Paladini et al. (2009), we
calculate the Hα luminosities
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0.45

0.9
H H

eff

B

H

H

where hνHβ= 2.55 eV is the energy of an Hβ photon;

a = ´b
- -3.03 10 cm sH

eff 14 3 1 and αB= 2.59× 10−13 cm3 s−1

are, respectively, the effective Hβ and Case B recombination

coefficients; and =a
b

2.87
j

j

H

H

is the line intensity ratio of Hα to

Hβ (Osterbrock & Ferland 2006).

2.1. Monte Carlo-generated Luminosity Distributions

To better account for uncertainties in the H II region
luminosities as a result of flux density and distance uncertain-
ties, we generate H II region luminosity distributions using a
Monte Carlo routine. For each WISE catalog H II region in our
sample, we randomly draw a new flux density value at each
wavelength from a Gaussian distribution whose mean is that
H II regionʼs WISE catalog flux density. The associated
standard deviation is the quadrature sum of the error in the
flux density and 20% of the flux density. We include the factor
of 20% to account for a possible systematic uncertainty in the
flux density measurements. For the sources with only kinematic
distances, we generate new distances by randomly sampling the
radio recombination line–derived distance probability density
functions using the Monte Carlo kinematic distance code of
Wenger et al. (2017, 2018). In the case of the 44 regions for
which we have parallax distances, we generate new distance
values by randomly sampling a Gaussian distribution whose
mean and standard deviation are those given in the WISE
catalog. In turn, we calculate new luminosities and so build
new luminosity distributions.
Using this methodology, we generate 15,000 simulated H II

region luminosity distributions at each wavelength. We fit and
analyze these distributions using the method described in
Section 3.1. Here, unless otherwise specified, the quoted values
and errors of the power-law fits refer to the median values and
median absolute deviations (MADs) of these 15,000 Monte
Carlo-generated distributions.

2.2. Does the H II Region LF Depend on the Data Sample?

In order to investigate whether the H II region LF changes as
a function of various physical properties of the nebulae, we
define and analyze subsets of our H II region sample. We divide
each full wavelength data set into roughly equal subsets by
heliocentric distance, Galactocentric radius RG, physical size,
and region location relative to spiral arms. With the exception
of the arm/interarm subset, there is no a priori physically
meaningful point of division for each subset. We include the
dividing values for each subset in the appropriate subsections
of Section 4.
We additionally investigate if source blending (or confusion)

has an impact on the H II region LF. We combine sources into
larger complexes and examine the subsequent effects on the
form of the LF pattern. This change simulates the effect of
lower spatial resolution, mimicking what an observer might see
in an extragalactic sample. We simulate the five complexes in
Table 2. These complexes probe a range of longitudes, flux
densities, size scales, and number of constituent regions. We
define the complexes as circular masks with centroid positions
and radii given in Table 2. We remove any WISE catalog
region that falls within these zones and also has a radial
velocity within 10 km s−1 of the central local standard of rest
(LSR) velocity listed in Table 2. We then add the total flux
density and subtract the background flux density within
the circular zones using the method outlined in Section 3 of

Table 1

Infrared and Radio Flux Density Correlation
Parametersa

Wavelength Bν βν

8 μm 30.6 0.809

12 μm 34.4 0.815

22 μm 82.2 0.822

24 μm 82.2 0.822

70 μm 2220 0.756

160 μm 3700 0.726

Note.
a
From Makai et al. (2017); see Equation (3).
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Makai et al. (2017). We diverge from their method by using the
median flux density per pixel of a single background zone to
determine the background flux density, whereas Makai et al.
(2017) used the mean flux density per pixel of four background
zones.

Since the MAGPIS+VPGS data set is comprised of a mix of
two distinct data sets, a blended H II region complex may
contain regions from both of these data sets. As a result, we
cannot simply define a combined representative background
flux density for such a complex. We therefore use only the
VGPS data to find the background and H II region flux density
values for the blended MAGPIS+VGPS complexes.

3. Fitting the H II Region LF

We characterize the H II region LF using power laws and
examine whether the form of the LF is dependent on the
location or size of the H II regions. We also investigate whether
the LF is better described by a single power law of the form
given by Equation (1) or a double power law of the form given
by Equation (2).

3.1. Single and Double Power-law Fits

In order to compare the results of fitting a single power law
to those of a double power law, we fit both functional forms to
the H II region data using the method of maximum-likelihood
estimation (MLE). We discuss the model fitting in detail in
Appendix A.1. In addition to the power-law indices and—in
the case of the double power-law model—the knee luminosity,
we fit for the completeness limit of each LF. We refer to
the sections of the LF with luminosities lower and higher than
the completeness limit as the “incomplete” and “complete”
sections, respectively.

When maximizing the likelihood functions of our models,
we impose minimally restrictive bounds on the power-law
indices, completeness limits, and knee luminosity in order to
limit incorrect fits. We restrict the indices to a minimum of 0.5
and leave the maximum unbounded, as no previous work has
found an index much less than 1. Likewise, we constrain the
completeness limits and knee luminosity to the central 80% of
the full range of data being fit. A completeness limit outside
these bounds would only be the result of a meaningless fit, as
we a priori assume that our data are complete neither to less
luminous B stars nor only to the most luminous O stars. As an
illustration of our methods, example fits to infrared and radio
LFs are shown in Figures 1 and 2, respectively.

3.2. Modeled LF Comparison

We use the Bayesian information criterion (BIC) to determine
whether a double power-law model is preferred over a single
power-law model as outlined in Appendix A.2. We compare the

median single and double power-law model BICs for each
wavelength in each data subset. If the double power-law model
BIC is lower than the single power-law model BIC by at least 10
(Kass & Raftery 1995), then we conclude that the former is
favored over the latter. If the double power-law BIC is not lower
than this threshold, we favor the single power law as the best-fit
model. There are no cases in which the median single and double
power-law model BICs are exactly equal.

3.2.1. Power-law Fitting Method Comparison

In contrast to the traditional method of determining the form
of the LF by fitting linear functions to logarithmically binned
data in log–log space (i.e., bins of constant separation and
width in log–log space), we use MLE to determine the model
parameters. If we are to compare our results with those in the
literature that use the traditional method, we must compare the
two methods.
In order to validate the direct comparison of the results of our

fitting method to those from previous work, we fit the non-
Monte Carlo data from the WISE catalog using both
techniques. We calculate the ratio of the single power-law
indices obtained using the two methods for each wavelength in
every data subset. We find that the median and MAD of these
ratios is 1.01± 0.03, with minimum and maximum ratios of
0.70 and 1.10. As a ratio of unity means that both fitting
methods return the same power-law index, we conclude that the
two methods return the same results. We therefore can directly
compare the model parameters we obtain using MLE with
those reported in the literature.

4. The Form of the First Galactic Quadrant H II Region LF

We show the full list of median power-law indices from the
fits to the Monte Carlo-generated H II region luminosity
distributions in Table 3 and all of the median completeness
limit and knee luminosities—both with their associated spectral
types—in Tables 4 and 5, respectively. Table 6 in Appendix B
summarizes the BIC model choice results. In order to better
compare our results with the literature, the values given in the
text are the mean and standard deviations of the parameters
unless otherwise specified. We collectively refer to the 8, 12,
22, 24, 70, and 160 μm data using the term “infrared” and the
20 and 21 cm data using the term “radio.”
We report knee luminosities and completeness limits in units of

erg s−1 for both the νLν and LHα values and Lyman continuum
photon rates Nly of the radio data in units of s−1.

4.1. Full Data Set

Averaged across all wavelengths, the full H II region LF
best-fit single power-law model has a mean power-law index
and standard deviation of 〈α〉= −1.75± 0.01. The best-fit
double power-law model has mean power-law indices and
standard deviations of 〈α1〉= −1.40± 0.03 and 〈α2〉=
−2.33± 0.04. A double power-law model is favored in five
of the nine wavelengths. All wavelengths have similar power-
law indices (see Figure 3). From the radio continuum data, we
find that the WISE catalog is statistically complete for all first
Galactic quadrant H II regions ionized by single O9.5V stars
(see Table 4), a value in agreement with that found by
Armentrout et al. (2021).
The knee (Figure 4) and completeness (Figure 5) luminosities

are consistent across the infrared wavelengths and, separately,

Table 2

Parameters of Blended H II Region Complexes

Complex ℓ b Radius VLSR Number

(deg) (deg) (deg) (km s−1
) of Regions

G19.6−0.2 19.606 −0.190 0.160 45 6

G33.1−0.1 33.080 −0.067 0.153 96 6

W47 37.357 −0.170 0.180 40 3

W49 43.169 +0.002 0.092 10 6

W51 49.110 −0.366 0.520 58 15

4
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between all radio data sets. We note that the best-fit double power
laws to the Galactic LF listed in Table 5 have Hα knee values
nearly 2 orders of magnitude below the canonical Strömgren
luminosity of LHα≈ 1039 erg s−1. This is likely a consequence of
the lack of H II regions with luminosities above the Strömgren
luminosity in the first Galactic quadrant and not an indication of
an inherently unusual H II region population.

4.2. Heliocentric Distance

Slight variations in sample completeness as a function of
heliocentric distance will likely appear in the LF. As a test, we
divide the heliocentric distance subset into two groups: sources
nearer than 7.75 kpc and sources farther than 7.75 kpc. We choose
this distance in order to obtain groups containing roughly equal

Figure 1. Example H II region LFs for infrared data sets: 8 μm GLIMPSE (panel (a)), 12 μm WISE (panel (b)), 22 μm WISE (panel (c)), 24 μm MIPSGAL (panel
(d)), 70 μm Hi-GAL (panel (e)), and 160 μm Hi-GAL (panel (f)). Completeness limits and knee luminosities are respectively denoted by dotted and solid vertical
lines. The model fits are represented by dashed lines. Fits and values associated with the single power-law model are in green, and those associated with the double
power-law model are in orange. Note that the fit parameters and distributions in this figure are from a single Monte Carlo iteration and not the full analysis, and that
they are presented only as examples of the fitting methods and results.

5
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numbers of regions; the same reasoning underlies the choice of
dividing value for the other subsets, with the exception of the
arm/interarm subset. We find that the mean power-law indices of
both the single and double power-law fits are lower for the near
subset than the far subset.

Since the completeness limits of the far subset are slightly higher
than those of the near subset, the far subset contains proportionally
fewer low-luminosity H II regions than the near subset. Power-law
fits to the far subset are therefore more strongly influenced by the
relatively few high-luminosity regions in comparison to the near
subset and would have a steeper LF. The mean 〈α2〉 values of the
near and far subsets are within 1σ of each other, while the near and

far subset 〈α1〉 values are substantially more distinct. This is
expected under our hypothesis, as both subsets are equally
complete at the high-luminosity end represented by 〈α2〉.
If the far subset is comprised of proportionally more high-

luminosity regions than the near subset, its knee luminosity
should be higher than the knee luminosity of the near subset as
well. Indeed, we find exactly this relation.

4.3. Galactocentric Radius

It is possible that the Galactic H II region population is not
uniform across the disk. Variation of the LF as a function of

Figure 2. Example H II region LFs for radio data sets: 20 cm MAGPIS (panel (a)), 20 cm MAGPIS+VGPS (panel (b)), and 21 cm VGPS (panel (c)). Completeness
limits and knee luminosities are respectively denoted by dotted and solid vertical lines. The model fits are represented by dashed lines. Fits and values associated with
the single power-law model are in green, and those associated with the double power-law model are in orange. We include separate x-axes for ease of comparison: the
monochromatic luminosity νLν, Hα luminosity LHα, Lyman continuum photon rate Nly, and the spectral type of the central ionizing star derived from Martins et al.
(2005). Note that the fit parameters and distributions in this figure are from a single Monte Carlo iteration and not the full analysis, and that they are presented only as
examples of the fitting methods and results.
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Galactocentric radius may reflect such a population
inhomogeneity. We therefore divide the RG subset at 5 kpc
and find that the H II region LF in the inner Galaxy is flatter
than in the outer Galaxy by a more than 3σ difference in both
the single and double power-law models. As Galactocentric
radius increases, the number of H II regions decreases. If
the number of high-luminosity regions decreases at a
faster rate than the number of low-luminosity regions, then
the H II region LF at small Galactocentric radii will be flatter
than the LF at large Galactocentric radii, thus explaining our
results.

4.4. Physical Size

We divide the H II region population by physical size and
find that the LF of the subset containing regions with physical
sizes smaller than 2.4 pc has steeper 〈α〉 and 〈α2〉 values than
that of the subset with regions larger than 2.4 pc.
Most notably, 〈α2〉= −3.06± 0.10 of the small subset

is especially steep in comparison to that of the other
subsets. This is perhaps not unexpected, since more luminous
regions expand more rapidly and are less likely to be
physically small (Krumholz & Matzner 2009). As a
consequence, we expect few high-luminosity sources in the
small physical size subset, and the high-luminosity end of
such a distribution is likely to have a sharp decrease in the
number of regions.
The subset of larger regions also has higher knee

luminosities than every subset other than the subset of
regions at large heliocentric distances, which is unsurprising.
Just as the subset of regions with smaller physical sizes will
preferentially contain low-luminosity sources, the large subset
is expected to consist of proportionally more high-luminosity

Table 3

Median Single and Double Power-law Fit Parameters

Single
Double

Subset Data α α1 α2

All 8 μm −1.79 ± 0.02 −1.57 ± 0.07 −2.60 ± 0.22

12 μm −1.75 ± 0.02 −1.35 ± 0.12 −2.16 ± 0.09

22 μm −1.71 ± 0.02 −1.36 ± 0.12 −2.20 ± 0.14

24 μm −1.75 ± 0.02 −1.53 ± 0.04 −2.85 ± 0.17

70 μm −1.80 ± 0.02 −1.42 ± 0.05 −2.26 ± 0.07

160 μm −1.83 ± 0.02 −1.40 ± 0.10 −2.13 ± 0.06

20 cmM −1.63 ± 0.02 −1.37 ± 0.10 −2.26 ± 0.07

20 cmM+V −1.69 ± 0.02 −1.19 ± 0.15 −2.16 ± 0.15

21 cmV −1.76 ± 0.02 −1.40 ± 0.07 −2.40 ± 0.11

d☉ � 7.75 kpc 8 μm −1.71 ± 0.03 −1.36 ± 0.11 −2.60 ± 0.25

12 μm −1.67 ± 0.03 −1.28 ± 0.07 −2.58 ± 0.18

22 μm −1.63 ± 0.02 −1.32 ± 0.05 −2.60 ± 0.17

24 μm −1.65 ± 0.02 −1.36 ± 0.05 −2.61 ± 0.18

70 μm −1.71 ± 0.02 −1.38 ± 0.04 −2.50 ± 0.11

160 μm −1.69 ± 0.03 −1.20 ± 0.08 −2.32 ± 0.11

20 cmM −1.77 ± 0.06 −1.70 ± 0.08 −2.17 ± 0.09

20 cmM+V −1.65 ± 0.06 −1.52 ± 0.10 −2.23 ± 0.08

21 cmV −1.70 ± 0.05 −1.43 ± 0.13 −2.24 ± 0.07

d☉ > 7.75 kpc 8 μm −1.83 ± 0.03 −1.67 ± 0.05 −2.56 ± 0.15

12 μm −1.79 ± 0.02 −1.63 ± 0.07 −2.15 ± 0.08

22 μm −1.75 ± 0.02 −1.55 ± 0.05 −2.30 ± 0.09

24 μm −1.81 ± 0.02 −1.60 ± 0.04 −2.83 ± 0.13

70 μm −1.85 ± 0.02 −1.51 ± 0.07 −2.23 ± 0.09

160 μm −1.87 ± 0.03 −1.65 ± 0.07 −2.17 ± 0.13

20 cmM −1.72 ± 0.03 −1.37 ± 0.06 −2.37 ± 0.10

20 cmM+V −1.79 ± 0.02 −1.51 ± 0.05 −2.48 ± 0.14

21 cmV −1.84 ± 0.03 −1.52 ± 0.07 −2.69 ± 0.25

RG � 5 kpc 8 μm −1.70 ± 0.04 −1.46 ± 0.07 −2.46 ± 0.17

12 μm −1.65 ± 0.04 −1.36 ± 0.10 −2.42 ± 0.17

22 μm −1.66 ± 0.03 −1.44 ± 0.05 −2.52 ± 0.15

24 μm −1.67 ± 0.03 −1.47 ± 0.04 −2.60 ± 0.16

70 μm −1.77 ± 0.03 −1.44 ± 0.09 −2.12 ± 0.08

160 μm −1.76 ± 0.03 −1.36 ± 0.14 −2.01 ± 0.07

20 cmM −1.62 ± 0.04 −1.43 ± 0.09 −2.06 ± 0.05

20 cmM+V −1.63 ± 0.03 −1.37 ± 0.09 −2.16 ± 0.06

21 cmV −1.73 ± 0.06 −1.35 ± 0.09 −2.23 ± 0.09

RG > 5 kpc 8 μm −1.82 ± 0.03 −1.58 ± 0.07 −2.76 ± 0.21

12 μm −1.79 ± 0.02 −1.39 ± 0.09 −2.24 ± 0.08

22 μm −1.74 ± 0.02 −1.35 ± 0.09 −2.30 ± 0.11

24 μm −1.80 ± 0.02 −1.51 ± 0.05 −3.06 ± 0.25

70 μm −1.82 ± 0.02 −1.40 ± 0.06 −2.41 ± 0.09

160 μm −1.86 ± 0.03 −1.43 ± 0.09 −2.29 ± 0.11

20 cmM −1.66 ± 0.02 −1.32 ± 0.07 −2.53 ± 0.18

20 cmM+V −1.75 ± 0.03 −1.34 ± 0.12 −2.40 ± 0.23

21 cmV −1.82 ± 0.03 −1.50 ± 0.07 −2.68 ± 0.25

r � 2.4 pc 8 μm −2.23 ± 0.06 −1.26 ± 0.22 −3.13 ± 0.23

12 μm −2.10 ± 0.06 −1.18 ± 0.22 −2.80 ± 0.21

22 μm −2.03 ± 0.05 −1.26 ± 0.17 −3.23 ± 0.38

24 μm −2.16 ± 0.06 −1.63 ± 0.17 −3.46 ± 0.37

70 μm −2.05 ± 0.04 −1.40 ± 0.12 −2.68 ± 0.15

160 μm −2.21 ± 0.06 −1.33 ± 0.14 −3.08 ± 0.21

20 cmM −1.75 ± 0.03 −1.18 ± 0.08 −2.96 ± 0.21

20 cmM+V −1.76 ± 0.04 −1.04 ± 0.10 −2.76 ± 0.21

21 cmV −2.08 ± 0.07 −1.39 ± 0.18 −3.40 ± 0.45

r > 2.4 pc 8 μm −1.82 ± 0.03 −1.53 ± 0.07 −2.60 ± 0.18

12 μm −1.77 ± 0.03 −1.42 ± 0.15 −2.23 ± 0.12

22 μm −1.65 ± 0.02 −1.28 ± 0.08 −2.36 ± 0.16

24 μm −1.71 ± 0.03 −1.33 ± 0.05 −2.90 ± 0.19

70 μm −1.73 ± 0.02 −1.31 ± 0.08 −2.26 ± 0.12

Table 3

(Continued)

Single
Double

Subset Data α α1 α2

160 μm −1.76 ± 0.03 −1.21 ± 0.11 −2.02 ± 0.09

20 cmM −1.72 ± 0.03 −1.41 ± 0.08 −2.26 ± 0.07

20 cmM+V −1.75 ± 0.02 −1.45 ± 0.05 −2.40 ± 0.11

21 cmV −1.76 ± 0.02 −1.40 ± 0.06 −2.50 ± 0.15

Arm 8 μm −1.75 ± 0.02 −1.53 ± 0.05 −2.87 ± 0.19

12 μm −1.74 ± 0.02 −1.44 ± 0.07 −2.71 ± 0.18

22 μm −1.69 ± 0.02 −1.44 ± 0.04 −2.90 ± 0.15

24 μm −1.74 ± 0.02 −1.51 ± 0.04 −2.94 ± 0.16

70 μm −1.77 ± 0.02 −1.45 ± 0.06 −2.26 ± 0.10

160 μm −1.78 ± 0.02 −1.42 ± 0.09 −2.14 ± 0.09

20 cmM −1.60 ± 0.02 −1.32 ± 0.09 −2.40 ± 0.11

20 cmM+V −1.66 ± 0.02 −1.26 ± 0.07 −2.30 ± 0.09

21 cmV −1.75 ± 0.03 −1.42 ± 0.07 −2.41 ± 0.11

Interarm 8 μm −1.93 ± 0.05 −1.85 ± 0.09 −2.26 ± 0.16

12 μm −1.83 ± 0.04 −1.85 ± 0.05 −1.77 ± 0.08

22 μm −1.77 ± 0.03 −1.62 ± 0.17 −2.05 ± 0.07

24 μm −1.83 ± 0.04 −1.65 ± 0.09 −2.63 ± 0.19

70 μm −1.92 ± 0.04 −1.31 ± 0.11 −2.31 ± 0.11

160 μm −2.00 ± 0.05 −1.22 ± 0.17 −2.21 ± 0.09

20 cmM −1.73 ± 0.04 −1.55 ± 0.13 −2.13 ± 0.08

20 cmM+V −1.83 ± 0.04 −1.48 ± 0.20 −2.33 ± 0.12

21 cmV −1.88 ± 0.04 −1.55 ± 0.13 −2.51 ± 0.17
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Table 4

Median Completeness Limits

Single Power Law Double Power Law

Subset Data log(νLν) log(Nly) log(LHα) Spectral log(νLν) log(Nly) log(LHα) Spectral

log(erg s−1
) log(s−1

) log(erg s−1
) Type log(erg s−1

) log(s−1
) log(erg s−1

) Type

All 8 μm 37.31 ± 0.02 L L L 37.22 ± 0.04 L L L

12 μm 37.18 ± 0.02 L L L 37.01 ± 0.07 L L L

22 μm 37.26 ± 0.02 L L L 37.12 ± 0.06 L L L

24 μm 37.26 ± 0.02 L L L 37.16 ± 0.03 L L L

70 μm 38.07 ± 0.02 L L L 37.94 ± 0.03 L L L

160 μm 38.07 ± 0.02 L L L 37.94 ± 0.04 L L L

20 cmM 30.80 ± 0.03 47.47 ± 0.03 35.61 ± 0.03 <O9.5V 30.71 ± 0.11 47.38 ± 0.11 35.52 ± 0.11 <O9.5V

20 cmM+V 30.97 ± 0.03 47.64 ± 0.03 35.78 ± 0.03 O9.5V 30.69 ± 0.11 47.36 ± 0.11 35.50 ± 0.11 <O9.5V

21 cmV 31.16 ± 0.02 47.83 ± 0.02 35.97 ± 0.02 O9.5V 31.01 ± 0.05 47.68 ± 0.05 35.82 ± 0.05 O9.5V

d☉ � 7.75 kpc 8 μm 37.06 ± 0.04 L L L 36.88 ± 0.10 L L L

12 μm 36.89 ± 0.04 L L L 36.68 ± 0.06 L L L

22 μm 36.98 ± 0.03 L L L 36.82 ± 0.05 L L L

24 μm 36.93 ± 0.03 L L L 36.80 ± 0.04 L L L

70 μm 37.77 ± 0.03 L L L 37.63 ± 0.03 L L L

160 μm 37.74 ± 0.03 L L L 37.52 ± 0.06 L L L

20 cmM 30.74 ± 0.07 47.41 ± 0.07 35.54 ± 0.07 <O9.5V 30.73 ± 0.07 47.40 ± 0.07 35.54 ± 0.07 <O9.5V

20 cmM+V 30.72 ± 0.09 47.39 ± 0.09 35.53 ± 0.09 <O9.5V 30.72 ± 0.09 47.39 ± 0.09 35.53 ± 0.09 <O9.5V

21 cmV 30.92 ± 0.06 47.59 ± 0.06 35.73 ± 0.06 O9.5V 30.80 ± 0.12 47.47 ± 0.12 35.61 ± 0.12 <O9.5V

d☉ > 7.75 kpc 8 μm 37.45 ± 0.02 L L L 37.40 ± 0.03 L L L

12 μm 37.34 ± 0.02 L L L 37.29 ± 0.03 L L L

22 μm 37.42 ± 0.02 L L L 37.34 ± 0.03 L L L

24 μm 37.43 ± 0.02 L L L 37.36 ± 0.03 L L L

70 μm 38.23 ± 0.02 L L L 38.15 ± 0.03 L L L

160 μm 38.22 ± 0.02 L L L 38.17 ± 0.03 L L L

20 cmM 31.05 ± 0.03 47.72 ± 0.03 35.86 ± 0.03 O9.5V 30.88 ± 0.05 47.55 ± 0.05 35.69 ± 0.05 <O9.5V

20 cmM+V 31.19 ± 0.02 47.85 ± 0.02 35.99 ± 0.02 O9.5V 31.09 ± 0.04 47.76 ± 0.04 35.89 ± 0.04 O9.5V

21 cmV 31.32 ± 0.03 47.99 ± 0.03 36.13 ± 0.03 O9V 31.23 ± 0.04 47.90 ± 0.04 36.03 ± 0.04 O9.5V

RG � 5 kpc 8 μm 37.26 ± 0.05 L L L 37.11 ± 0.07 L L L

12 μm 37.08 ± 0.06 L L L 36.89 ± 0.10 L L L

22 μm 37.30 ± 0.04 L L L 37.18 ± 0.05 L L L

24 μm 37.25 ± 0.04 L L L 37.15 ± 0.04 L L L

70 μm 38.09 ± 0.03 L L L 37.99 ± 0.04 L L L

160 μm 38.08 ± 0.03 L L L 37.97 ± 0.06 L L L

20 cmM 30.88 ± 0.06 47.55 ± 0.06 35.69 ± 0.06 <O9.5V 30.83 ± 0.10 47.49 ± 0.10 35.63 ± 0.10 <O9.5V

20 cmM+V 30.89 ± 0.05 47.56 ± 0.05 35.70 ± 0.05 O9.5V 30.79 ± 0.10 47.46 ± 0.10 35.60 ± 0.10 <O9.5V

21 cmV 31.17 ± 0.08 47.84 ± 0.08 35.97 ± 0.08 O9.5V 30.99 ± 0.08 47.66 ± 0.08 35.79 ± 0.08 O9.5V

RG > 5 kpc 8 μm 37.32 ± 0.02 L L L 37.23 ± 0.04 L L L

12 μm 37.21 ± 0.02 L L L 37.07 ± 0.05 L L L

22 μm 37.26 ± 0.02 L L L 37.10 ± 0.05 L L L

24 μm 37.26 ± 0.02 L L L 37.15 ± 0.04 L L L

70 μm 38.06 ± 0.02 L L L 37.90 ± 0.04 L L L

160 μm 38.07 ± 0.02 L L L 37.93 ± 0.05 L L L

20 cmM 30.79 ± 0.03 47.46 ± 0.03 35.60 ± 0.03 <O9.5V 30.63 ± 0.07 47.29 ± 0.07 35.43 ± 0.07 <O9.5V

20 cmM+V 31.03 ± 0.03 47.70 ± 0.03 35.84 ± 0.03 O9.5V 30.81 ± 0.09 47.48 ± 0.09 35.61 ± 0.09 <O9.5V

21 cmV 31.19 ± 0.03 47.86 ± 0.03 36.00 ± 0.03 O9.5V 31.07 ± 0.05 47.74 ± 0.05 35.88 ± 0.05 O9.5V

r � 2.4 pc 8 μm 37.22 ± 0.03 L L L 36.97 ± 0.08 L L L

12 μm 37.05 ± 0.04 L L L 36.77 ± 0.08 L L L

22 μm 37.23 ± 0.03 L L L 36.97 ± 0.08 L L L

24 μm 37.25 ± 0.03 L L L 37.11 ± 0.07 L L L

70 μm 38.06 ± 0.02 L L L 37.89 ± 0.05 L L L

160 μm 38.06 ± 0.03 L L L 37.83 ± 0.07 L L L

20 cmM 30.58 ± 0.03 47.25 ± 0.03 35.39 ± 0.03 <O9.5V 30.26 ± 0.10 46.93 ± 0.10 35.07 ± 0.10 <O9.5V

20 cmM+V 30.65 ± 0.04 47.32 ± 0.04 35.46 ± 0.04 <O9.5V 30.23 ± 0.11 46.90 ± 0.11 35.03 ± 0.11 <O9.5V

21 cmV 31.02 ± 0.04 47.69 ± 0.04 35.82 ± 0.04 O9.5V 30.81 ± 0.09 47.48 ± 0.09 35.62 ± 0.09 <O9.5V

r > 2.4 pc 8 μm 37.65 ± 0.03 L L L 37.55 ± 0.04 L L L

12 μm 37.51 ± 0.03 L L L 37.39 ± 0.06 L L L

22 μm 37.45 ± 0.03 L L L 37.24 ± 0.06 L L L

24 μm 37.47 ± 0.03 L L L 37.27 ± 0.05 L L L
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H II regions and so be more likely to have a knee at a
relatively high luminosity.

4.5. Arm/Interarm Membership

Since H II regions trace high-mass star formation and are
consequently found primarily in spiral arms, it is possible that arm
and interarm H II region populations have distinct formation
histories and characteristics and, consequently, dissimilar LFs.
Kreckel et al. (2016) found that the H II populations in arm and
interarm regions in NGC 628 have very similar properties,
however, which would imply an LF independent of arm/interarm
membership. Moreover, Azimlu et al. (2011) found that the LFs
of the arm and interarm H II region populations in M31 have
identical power-law indices even though the LF of the former
population peaks at a higher luminosity than the LF of the latter.
Some studies have found discrepancies between the H II region
arm and interarm LFs in other galaxies (e.g., Thilker et al. 2000;
Scoville et al. 2001), though a large number have not (e.g.,
Knapen 1998; Azimlu et al. 2011; Kreckel et al. 2016).

The spiral structure map of the Milky Way has yet to be
definitively established, so here we adopt one model parameter-
ization out of many as a fiducial pattern to use to establish an H II

regionʼs arm or interarm location. For the arm/interarm subset, we
assign each region to a spiral arm or interarm region based on the
recommended best-fit parameters from Hou & Han (2014) for a
four-arm logarithmic spiral arm model. This model is of the form

( )( )= q q- Yr R e , 7i i
tani i

where ri is the Galactocentric radius of the ith spiral arm at an

azimuth θ around the Galactic center defined such that θ= 0°

lies on the positive x-axis and increases counterclockwise as

viewed from the Galactic north pole.10 The pitch angle, initial

Galactocentric radius, and initial azimuth of arm i are Ψi, Ri,

and θi, respectively. Though there is evidence that spiral arm

widths are not constant with increasing Galactic radii (Reid

et al. 2014), we set arm half-widths to a constant value of

0.5 kpc for all Galactic longitudes, since the variation in arm

width is small relative to the uncertainties in the distances to

most H II regions. Since the location of spiral arms is still not

fully certain, our analysis seeks only to broadly examine if

there is a difference in the H II region LF within and between

spiral arms. Consequently, we do not further refine the location

or width of the arms.
We find that there is some evidence that the Galactic H II

region LF has disparate forms for the arm and interarm

populations defined using the Hou & Han (2014) model; the

interarm subset has a slightly steeper 〈α1〉 but a shallower 〈α2〉.
While these results may have an explanation similar to that of

the variation of the LF with Galactocentric radius in that they

possibly reflect distinct populations, the location and width of

spiral arms is highly model-dependent. As a preliminary test of

potential model dependence, we change the pitch angles to

those in Reid et al. (2014) and, separately, the arm widths to

0.4 kpc and perform the same analysis. We find no variations in

the results when adjusting the pitch angle or arm width, but

because of the inherent uncertainty in the location of the arms,

Table 4

(Continued)

Single Power Law Double Power Law

Subset Data log(νLν) log(Nly) log(LHα) Spectral log(νLν) log(Nly) log(LHα) Spectral

log(erg s−1
) log(s−1

) log(erg s−1
) Type log(erg s−1

) log(s−1
) log(erg s−1

) Type

70 μm 38.18 ± 0.02 L L L 38.02 ± 0.05 L L L

160 μm 38.25 ± 0.03 L L L 38.07 ± 0.05 L L L

20 cmM 31.36 ± 0.03 48.03 ± 0.03 36.17 ± 0.03 O9V 31.31 ± 0.07 47.98 ± 0.07 36.11 ± 0.07 O9V

20 cmM+V 31.30 ± 0.02 47.97 ± 0.02 36.10 ± 0.02 O9V 31.20 ± 0.04 47.87 ± 0.04 36.01 ± 0.04 O9.5V

21 cmV 31.32 ± 0.03 47.99 ± 0.03 36.13 ± 0.03 O9V 31.20 ± 0.04 47.87 ± 0.04 36.01 ± 0.04 O9.5V

Arm 8 μm 37.29 ± 0.02 L L L 37.20 ± 0.04 L L L

12 μm 37.18 ± 0.02 L L L 37.05 ± 0.05 L L L

22 μm 37.27 ± 0.02 L L L 37.16 ± 0.03 L L L

24 μm 37.27 ± 0.02 L L L 37.18 ± 0.03 L L L

70 μm 38.09 ± 0.02 L L L 37.97 ± 0.04 L L L

160 μm 38.07 ± 0.02 L L L 37.96 ± 0.04 L L L

20 cmM 30.79 ± 0.04 47.46 ± 0.04 35.59 ± 0.04 <O9.5V 30.67 ± 0.11 47.34 ± 0.11 35.48 ± 0.11 <O9.5V

20 cmM+V 30.95 ± 0.03 47.62 ± 0.03 35.76 ± 0.03 O9.5V 30.73 ± 0.07 47.40 ± 0.07 35.53 ± 0.07 <O9.5V

21 cmV 31.18 ± 0.04 47.85 ± 0.04 35.99 ± 0.04 O9.5V 31.05 ± 0.06 47.72 ± 0.06 35.85 ± 0.06 O9.5V

Interarm 8 μm 37.41 ± 0.04 L L L 37.38 ± 0.05 L L L

12 μm 37.24 ± 0.03 L L L 37.25 ± 0.04 L L L

22 μm 37.31 ± 0.03 L L L 37.23 ± 0.09 L L L

24 μm 37.30 ± 0.04 L L L 37.23 ± 0.06 L L L

70 μm 38.12 ± 0.03 L L L 37.94 ± 0.05 L L L

160 μm 38.15 ± 0.03 L L L 37.96 ± 0.08 L L L

20 cmM 30.88 ± 0.04 47.55 ± 0.04 35.69 ± 0.04 <O9.5V 30.83 ± 0.08 47.50 ± 0.08 35.64 ± 0.08 <O9.5V

20 cmM+V 31.04 ± 0.04 47.71 ± 0.04 35.85 ± 0.04 O9.5V 30.91 ± 0.10 47.58 ± 0.10 35.71 ± 0.10 O9.5V

21 cmV 31.20 ± 0.03 47.86 ± 0.03 36.00 ± 0.03 O9.5V 31.10 ± 0.06 47.76 ± 0.06 35.90 ± 0.06 O9.5V

10
Note that Hou & Han (2014) defined Galactic azimuth differently from the

standard definition used in the WISE catalog, where θ = 0° lies on the Galactic
center–Sun line and increases clockwise as viewed from the Galactic north
pole. Therefore, the azimuths in the WISE catalog, θWISE, can be transformed
to the azimuths in Equation (7) using the relation ( )q q=  - 90 mod360WISE .
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we cannot make significant conclusions about the arm and
interarm LFs. As such, we encourage further study of this topic.

4.6. Effects of Spatial Resolution and Blending

Many studies of H II region LFs, whether within the Galaxy
or in other galaxies, are potentially hampered by low spatial
resolution. While previous work by Murray & Rahman (2010)
has shown the effects of observational blending to be small, our
high-spatial resolution data set provides us with the ability to
better examine the potential effect of spatial resolution on such
studies.
The majority of our LF model parameters for the blended

data—including all single power-law indices—are in good
agreement with the parameters of the fits to the unblended
Monte Carlo-generated LFs, as in the case of the 12 μm WISE

Table 5

Median Knee Luminosities

Subset Data log(νLν) log(Nly) log(LHα) Spectral

log(erg s−1
) log(s−1

) log(erg s−1
) Type

All 8 μm 38.75 ± 0.19 L L L

12 μm 38.11 ± 0.16 L L L

22 μm 38.32 ± 0.23 L L L

24 μm 38.77 ± 0.08 L L L

70 μm 38.99 ± 0.07 L L L

160 μm 38.79 ± 0.11 L L L

20 cmM 32.17 ± 0.10 48.84 ± 0.10 36.97 ± 0.10 O6.5V

20 cmM+V 31.91 ± 0.24 48.58 ± 0.24 36.72 ± 0.24 O7.5V

21 cmV 32.26 ± 0.10 48.93 ± 0.10 37.06 ± 0.10 O6.5V

d☉ � 7.75 kpc 8 μm 38.40 ± 0.17 L L L

12 μm 38.20 ± 0.12 L L L

22 μm 38.47 ± 0.11 L L L

24 μm 38.39 ± 0.13 L L L

70 μm 39.05 ± 0.06 L L L

160 μm 38.74 ± 0.11 L L L

20 cmM 32.28 ± 0.05 48.95 ± 0.05 37.09 ± 0.05 O6.5V

20 cmM+V 32.22 ± 0.09 48.89 ± 0.09 37.03 ± 0.09 O6.5V

21 cmV 32.18 ± 0.10 48.85 ± 0.10 36.99 ± 0.10 O6.5V

d☉ > 7.75 kpc 8 μm 38.89 ± 0.09 L L L

12 μm 38.58 ± 0.23 L L L

22 μm 38.82 ± 0.09 L L L

24 μm 38.86 ± 0.05 L L L

70 μm 39.03 ± 0.13 L L L

160 μm 39.10 ± 0.26 L L L

20 cmM 32.27 ± 0.08 48.93 ± 0.08 37.07 ± 0.08 O6.5V

20 cmM+V 32.37 ± 0.09 49.04 ± 0.09 37.17 ± 0.09 O6V

21 cmV 32.41 ± 0.11 49.08 ± 0.11 37.21 ± 0.11 O6V

RG � 5 kpc 8 μm 38.90 ± 0.12 L L L

12 μm 38.63 ± 0.21 L L L

22 μm 38.95 ± 0.07 L L L

24 μm 38.94 ± 0.07 L L L

70 μm 38.97 ± 0.15 L L L

160 μm 38.75 ± 0.12 L L L

20 cmM 32.25 ± 0.08 48.91 ± 0.08 37.05 ± 0.08 O6.5V

20 cmM+V 32.20 ± 0.08 48.87 ± 0.08 37.00 ± 0.08 O6.5V

21 cmV 32.23 ± 0.09 48.90 ± 0.09 37.04 ± 0.09 O6.5V

RG > 5 kpc 8 μm 38.63 ± 0.15 L L L

12 μm 38.10 ± 0.09 L L L

22 μm 38.28 ± 0.12 L L L

24 μm 38.60 ± 0.09 L L L

70 μm 39.02 ± 0.07 L L L

160 μm 38.90 ± 0.11 L L L

20 cmM 32.09 ± 0.13 48.76 ± 0.13 36.90 ± 0.13 O7V

20 cmM+V 32.18 ± 0.20 48.85 ± 0.20 36.99 ± 0.20 O6.5V

21 cmV 32.36 ± 0.13 49.03 ± 0.13 37.16 ± 0.13 O6V

r � 2.4 pc 8 μm 37.73 ± 0.11 L L L

12 μm 37.59 ± 0.13 L L L

22 μm 37.96 ± 0.14 L L L

24 μm 38.09 ± 0.10 L L L

70 μm 38.71 ± 0.10 L L L

160 μm 38.63 ± 0.07 L L L

20 cmM 31.67 ± 0.07 48.34 ± 0.07 36.47 ± 0.07 O8V

20 cmM+V 31.56 ± 0.10 48.22 ± 0.10 36.36 ± 0.10 O8.5V

21 cmV 31.79 ± 0.11 48.46 ± 0.11 36.60 ± 0.11 O7.5V

r > 2.4 pc 8 μm 38.83 ± 0.13 L L L

12 μm 38.46 ± 0.29 L L L

22 μm 38.72 ± 0.16 L L L

24 μm 38.82 ± 0.07 L L L

70 μm 39.18 ± 0.12 L L L

160 μm 38.88 ± 0.14 L L L

Table 5

(Continued)

Subset Data log(νLν) log(Nly) log(LHα) Spectral

log(erg s−1
) log(s−1

) log(erg s−1
) Type

20 cmM 32.37 ± 0.04 49.04 ± 0.04 37.18 ± 0.04 O6V

20 cmM+V 32.42 ± 0.08 49.09 ± 0.08 37.23 ± 0.08 O6V

21 cmV 32.39 ± 0.08 49.06 ± 0.08 37.19 ± 0.08 O6V

Arm 8 μm 38.80 ± 0.10 L L L

12 μm 38.54 ± 0.11 L L L

22 μm 38.82 ± 0.06 L L L

24 μm 38.79 ± 0.07 L L L

70 μm 39.11 ± 0.12 L L L

160 μm 38.93 ± 0.15 L L L

20 cmM 32.25 ± 0.08 48.92 ± 0.08 37.06 ± 0.08 O6.5V

20 cmM+V 32.17 ± 0.09 48.84 ± 0.09 36.97 ± 0.09 O6.5V

21 cmV 32.32 ± 0.08 48.98 ± 0.08 37.12 ± 0.08 O6V

Interarm 8 μm 38.95 ± 0.10 L L L

12 μm 39.02 ± 0.02 L L L

22 μm 38.81 ± 0.27 L L L

24 μm 38.81 ± 0.10 L L L

70 μm 38.73 ± 0.10 L L L

160 μm 38.54 ± 0.11 L L L

20 cmM 32.22 ± 0.12 48.89 ± 0.12 37.03 ± 0.12 O6.5V

20 cmM+V 32.12 ± 0.27 48.78 ± 0.27 36.92 ± 0.27 O7V

21 cmV 32.23 ± 0.16 48.89 ± 0.16 37.03 ± 0.16 O6.5V

Figure 3. Median single and double power-law indices of all first Galactic
quadrant H II regions. The MADs are represented by the error bars.
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data presented in Figure 6. Since only a small minority of
power-law indices have notably different unblended and
blended values, we conclude that potential source blending
has a small-to-insignificant effect on the shape of the LF.

As with the power-law indices, the knee values are largely
consistent between the blended and unblended data. Similarly,
we find that the completeness limits are also consistent in all
subsets at all wavelengths with no systematic trends in how
they differ between the blended and unblended data.

4.7. Comparison of Single and Double Power-law Fits

Within each subset, the BIC-favored model is generally
consistent across all wavelengths, as shown in Table 6. We include
example LF fits for each subset–wavelength combination as
Figures 7–15 in Appendix C.1. We call the model favored by the
majority of the wavelengths of a data subset the “majority model”
of that subset. Similarly, we call the model favored by a minority of
wavelengths the “minority model” of the subset. The power-law
indices are largely similar across all wavelengths with only small
differences in a small number of data sets. In Appendix C.2, we
present graphical summaries of the power-law indices (Figure 16),
knee luminosities (Figure 17), and completeness limit luminosities

(Figure 18). The power-law indices are consistent even across
wavelengths that are best-fit by different models.
We therefore conclude that, although a single power law is the

best-fit model for the LF of a majority of the subpopulations in the
Milky Way, it is not the favored model for the first Galactic
quadrant H II region LF in all subsamples at all wavelengths.

5. Discussion and Conclusions

Using a sample of first Galactic quadrant H II regions from
the WISE Catalog of Galactic H II Regions V2.2, we
investigate the form of the Galactic H II region LF at multiple
infrared and radio wavelengths. In light of previous work that
suggests differences in the LFs of H II region subpopulations,
we examine the effects of separating our data into subsets by
the regions’ heliocentric distance, Galactocentric radius,
physical size, and region location relative to the spiral arms.
Averaged across all wavelengths, the mean and standard

deviation of the indices from the best-fit double power-law
function to the full data set are 〈α1〉= −1.40± 0.03 and 〈α2〉=
−2.33± 0.04 with a mean knee Hα luminosity of
1036.92±0.09 erg s−1. This is a lower knee luminosity than the
Strömgren luminosity of LHα≈ 1039 erg s−1 found in most
galaxies with double power-law LFs. The corresponding mean
single power-law index is 〈α〉= −1.75± 0.01, which is less
steep than the value of ≈−2 found by the few previous studies
of the Galactic LF. These studies found that while the average
LF index of other galaxies is also ≈−2, the index of an
individual galaxyʼs LF can be significantly higher or lower (e.g.,
Youngblood & Hunter 1999; Liu et al. 2013). Our result is
consistent with this established broad variation in the H II region
LF power-law index. The best-fit power-law indices of both
models are nearly independent of wavelength. This suggests that
future observations can be made at radio and infrared
wavelengths that are less affected by absorption without the
uncertainty of the viability of interwavelength comparisons.
The knee luminosities do not vary across the infrared

wavelengths or, separately, the radio data sets. The complete-
ness limit luminosities, which are nearly identical between the
two models, are similarly consistent across both wavelength
categories and generally lower than the knee luminosities by
approximately an order of magnitude.
We simulate the effects of spatial resolution and find that our

results are not affected by such potential confusion. The LF model
parameters from fits to blended data are largely consistent with

Figure 4. Median knee luminosities of all first Galactic quadrant H II regions.
The MADs are represented by the error bars.

Figure 5. Median completeness limit luminosities of all first Galactic quadrant
H II regions. The MADs are represented by the error bars. Note that the MADs
are smaller than the size of the circular markers.

Figure 6. Ratio of blended fit α values divided by unblended fit α values for
each 12 μm WISE subset.

11

The Astrophysical Journal, 910:159 (30pp), 2021 April 1 Mascoop et al.



those of the unblended data, as shown in Figures 19–21 in
Appendix C.3. This consistency suggests that studies of
extragalactic LFs, which often have lower angular resolutions
than this work, can provide results equivalent to those with higher
angular resolutions.

The form of the Galactic H II region LF varies when we divide
the data into subsets by heliocentric distance, Galactocentric radius,
physical size, and location relative to the spiral arms. We think that
the variation in the LF with heliocentric distance is a product of
observational bias and does not reflect an underlying physical
difference. Spiral arms are often, but not universally, observed to
have shallower LFs than interarm regions (Kennicutt & Hodge
1980; Rand 1992; Banfi et al. 1993; Knapen et al. 1993; Rozas
et al. 1996; Knapen 1998; Thilker et al. 2000). Oey & Clarke
(1998) suggested that this result stems from two distinct H II region
populations: spiral arm nebulae are on average younger, whereas
interarm H II regions are generally older. In light of this, we
suggest that a difference in population characteristics may explain
the variation of the LF with Galactocentric radius and region
location relative to the spiral arms, though both cases are in need of
further study, since the literature is mixed. We propose that the
variation found between physical size subsets is a reflection of the
faster expansion rates of high-luminosity H II regions. Simulations
of the Galactic H II region population would likely play a major
role in clarifying these results.

This analysis places the Milky Way in the broader context of
extragalactic H II region LF research at an unprecedented level of
detail. Previous research has found that some galaxies have LFs
best modeled by single power laws, while others are best
described by double power laws. We conclude that neither a
single nor a double power law is strongly favored over the other
as a best-fit model for the full first Galactic quadrant H II region
LF, and that most subpopulation LFs are better modeled with a
single power law.
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Appendix A
Fitting Power-law Distributions and Power-law Model

Selection

A.1. Single and Double Power-law Models Incorporating a
Free Completeness Limit

Consider the probability density function of a single power-
law model,
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where the completeness limit xm> 0, the power-law index

α> 1, and A is a normalizing constant. This distribution

follows a single power law above xm but is constant between

( )= Xx mins and xm.
The likelihood that data X= (x0, x1,K,xN) are drawn from a

model is given by the likelihood function
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where θ are the model parameters (i.e., θ= (α, xm) for a single

power-law distribution and θ= (α1, α2, xm, xknee) for a double

power-law distribution). We identify the parameters that best

represent the underlying data distribution by maximizing the

likelihood function, or, equivalently, the logarithm of the

likelihood function,
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The logarithm of the likelihood function for a single power
law is therefore
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We maximize the likelihood function numerically.
Similarly, the probability density function of a double power

law is given by
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where the completeness limit xm> 0, the location of the power-

law discontinuity xknee> xm, the power-law indices α1> 1 and

α2> 1, and A is a normalizing constant.
The logarithm of the likelihood function for a double power

law is
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where Ns is the number of data satisfying xs� xi< xm and
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This function is maximized for ˆ ( ˆ ˆ ˆ ˆ )q q a a= = x x, , , m1 2 knee .
Although there may be an analytic solution to maximizing the
likelihood functions, we approach this problem numerically in
the same manner as the single power law.

A.2. Model Selection

We use the BIC to select between the single and double
power-law models. The BIC is defined as

ˆ ( )= -k N LBIC log 2 log , A10

where k is the number of free parameters in the model, N is the

number of data elements, and L̂ is the maximized likelihood. If

the double power-law model BIC is lower than the single

power-law model BIC by at least 10 (Kass & Raftery 1995),

then the double power-law model is preferred. Otherwise, the

single power-law model is preferred.

Appendix B
Model Comparison Results

We show the results of the comparison of the LFs that are fit to
the Monte Carlo-generated luminosity distributions in Table 6. If
ΔBIC=BICSingle−BICDouble is greater than 10, then the double
power-law model is preferred. Otherwise, the single power-law
model is preferred. We outline the analytical and comparison
methods in Section 3.2 and discuss the results in Section 4.7.

Table 6

Favored Model as Determined by the BIC

Subset Data Favored Model ΔBIC

All 8 μm Single 0.46

12 μm Single 9.05

22 μm Double 14.35

24 μm Double 10.78

70 μm Single 9.97

160 μm Single 4.85

20 cmM Double 15.68

20 cmM+V Double 33.33

21 cmV Double 10.84

d☉ � 7.75 kpc 8 μm Single 9.11

12 μm Double 13.17

22 μm Double 12.46

24 μm Double 10.08

70 μm Single 6.96

160 μm Double 13.34

20 cmM Single −7.56

20 cmM+V Single −1.29

21 cmV Single −0.98

d☉ > 7.75 kpc 8 μm Single −5.61

12 μm Single −6.56

22 μm Single −2.05

24 μm Single −2.32

70 μm Single −2.73

Table 6

(Continued)

Subset Data Favored Model ΔBIC

160 μm Single −55.25

20 cmM Single 2.04

20 cmM+V Single 0.07

21 cmV Single 0.84

RG � 5 kpc 8 μm Single −3.23

12 μm Single −2.42

22 μm Single −1.36

24 μm Single −3.01

70 μm Single −4.49

160 μm Single −4.81

20 cmM Single −3.46

20 cmM+V Single −0.29

21 cmV Single −0.68

RG > 5 kpc 8 μm Single 1.55

12 μm Single 2.17

22 μm Single 9.45

24 μm Single 9.22

70 μm Single 6.55

160 μm Single 2.83

20 cmM Single 9.7

20 cmM+V Double 17.54

21 cmV Single 2.31

r � 2.4 pc 8 μm Single 9.42

12 μm Double 11.13

22 μm Double 18.05

24 μm Single 3.78

70 μm Single 2.24

160 μm Single 3.83

20 cmM Double 23.62

20 cmM+V Double 37.32

21 cmV Single 4.14

r > 2.4 pc 8 μm Single −1.26

12 μm Single 0.13

22 μm Double 12.64

24 μm Double 12.21

70 μm Single 5.67

160 μm Single 0.86

20 cmM Single −0.65

20 cmM+V Single 2.86

21 cmV Single 6.69

Arm 8 μm Single 3.09

12 μm Single 7.54

22 μm Single 9.58

24 μm Single 5.13

70 μm Single 2.8

160 μm Single −0.18

20 cmM Double 10.36

20 cmM+V Double 16.7

21 cmV Single 3.84

Interarm 8 μm Single −8.57

12 μm Single −9.64

22 μm Single −4.22

24 μm Single −5.02

70 μm Single −2.04

160 μm Single −3.69

20 cmM Single −5.31

20 cmM+V Single −2.21

21 cmV Single −4.09
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Appendix C
Graphical LFs, Power-law Indices, and Blending Analyses

C.1. Example LFs

We show example H II region luminosity distributions and
power-law fits in Figures 7–15. Each distribution is fit with a

single (dashed green line) and double (dashed orange line)

power law over the complete section of the distribution

(completeness limits are denoted by dotted vertical lines in the

same colors as the fits). The location of the knee luminosity is

denoted by a solid vertical orange line.
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Figure 7. Single and double power-law fits to the catalog-only 8 μm GLIMPSE data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)), RG � 5 kpc
(panel (c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)).
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Figure 8. Single and double power-law fits to the catalog-only 12 μm WISE data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)), RG � 5 kpc (panel
(c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)). The double power-law model in panel (f) is an
example of a visually obvious poor fit.
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Figure 9. Single and double power-law fits to the catalog-only 22 μm WISE data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)), RG � 5 kpc (panel
(c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)).

17

The Astrophysical Journal, 910:159 (30pp), 2021 April 1 Mascoop et al.



Figure 10. Single and double power-law fits to the catalog-only 24 μm MIPSGAL data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)), RG � 5 kpc
(panel (c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)).
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Figure 11. Single and double power-law fits to the catalog-only 70 μm Hi-GAL data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)), RG � 5 kpc
(panel (c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)).
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Figure 12. Single and double power-law fits to the catalog-only 160 μm Hi-GAL data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)), RG � 5 kpc
(panel (c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)).
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Figure 13. Single and double power-law fits to the catalog-only 20 cm MAGPIS data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)), RG � 5 kpc
(panel (c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)).
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Figure 14. Single and double power-law fits to the catalog-only 20 cm MAGPIS+VGPS data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)),
RG � 5 kpc (panel (c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)).
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Figure 15. Single and double power-law fits to the catalog-only 21 cm VGPS data subsets: d☉ � 7.75 kpc (panel (a)), d☉ > 7.75 kpc (panel (b)), RG � 5 kpc (panel
(c)), RG > 5 kpc (panel (d)), r � 2.4 pc (panel (e)), r > 2.4 pc (panel (f)), arm (panel (g)), and interarm (panel (h)).
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C.2. Power-law Indices, Knees, and Completeness Limits of the
Monte Carlo-generated Luminosity Distributions

Here we show graphical summaries of the median power-

law indices (Figure 16), knee luminosities (Figure 17),

and completeness limit luminosities (Figure 18) for each

data subset at each wavelength derived from the Monte

Carlo-generated luminosity distributions. We also include

the MADs for each value, though in many cases, they are

smaller than the size of the plotted markers. Here α is the

single power-law index as defined in Equation (1), and α1

and α2 are the double power-law indices as defined in

Equation (2).

Figure 16. Median single and double power-law indices and MADs from the Monte Carlo-generated luminosity distributions: all sources (panel (a)), d☉ � 7.75 kpc
(panel (b)), d☉ > 7.75 kpc (panel (c)), RG � 5 kpc (panel (d)), RG > 5 kpc (panel (e)), r � 2.4 pc (panel (f)), r > 2.4 pc (panel (g)), arm (panel (h)), and interarm
(panel (i)).
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Figure 17. Median knees and MADs from the Monte Carlo-generated luminosity distributions: all sources (panel (a)), d☉ � 7.75 kpc (panel (b)), d☉ > 7.75 kpc
(panel (c)), RG � 5 kpc (panel (d)), RG > 5 kpc (panel (e)), r � 2.4 pc (panel (f)), r > 2.4 pc (panel (g)), arm (panel (h)), and interarm (panel (i)).
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Figure 18. Completeness limits and MADs from the Monte Carlo-generated luminosity distributions: all sources (panel (a)), d☉ � 7.75 kpc (panel (b)),
d☉ > 7.75 kpc (panel (c)), RG � 5 kpc (panel (d)), RG > 5 kpc (panel (e)), r � 2.4 pc (panel (f)), r > 2.4 pc (panel (g)), arm (panel (h)), and interarm (panel (i)).
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C.3. Blending Analysis

Here we compare the median power-law indices
(Figure 19), knee luminosities (Figure 20), and completeness
limit luminosities (Figure 21) of the unblended data for each
subset at each wavelength to those of the blended data. Here α
is the single power-law index as defined in Equation (1), and
α1 and α2 are the double power-law indices as defined in
Equation (2).

In eight of the nine subsets, the majority model is a single

power law, and in three of these, it is favored at every wavelength.

The one exception is the best-fit model to the LF of the undivided

data, which is a double power law. In this case, a double power

law is favored by five of the nine wavelengths. In conjunction

with the consistency of the power-law indices across the studied

wavelengths, this suggests that the LF of the undivided data may

not be best described solely by a single or double power law.

Figure 19. Comparison of unblended and blended single and double power-law indices for 8 μm GLIMPSE (panel (a)), 12 μm WISE (panel (b)), 22 μm WISE
(panel (c)), 24 μm MIPSGAL (panel (d)), 70 μm Hi-GAL (panel (e)), 160 μm Hi-GAL (panel (f)), 20 cm MAGPIS (panel (g)), 20 cm MAGPIS+VGPS (panel
(h)), and 21 cm VGPS (panel (i)). The vertical axis has been constrained for clarity in panel (f); the double power-law indices of the small physical size subset lie
outside the displayed vertical range.
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Figure 20. Comparison of unblended and blended knee values for 8 μm GLIMPSE (panel (a)), 12 μm WISE (panel (b)), 22 μm WISE (panel (c)), 24 μm
MIPSGAL (panel (d)), 70 μm Hi-GAL (panel (e)), 160 μm Hi-GAL (panel (f)), 20 cm MAGPIS (panel (g)), 20 cm MAGPIS+VGPS (panel (h)), and 21 cm VGPS
(panel (i)).
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