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SymptomID: A Framework for Rapid Symptom
Identification in Pandemics Using News Reports

KANGGU, SOROUSH VOSOUGHI, and TEMILOLUWA PRIOLEAU,Dartmouth College, USA

The ability to quickly learn fundamentals about a new infectious disease, such as how it is transmitted, the
incubation period, and related symptoms, is crucial in any novel pandemic. For instance, rapid identi!cation
of symptoms can enable interventions for dampening the spread of the disease. Traditionally, symptoms are
learned from research publications associated with clinical studies. However, clinical studies are often slow
and time intensive, and hence delays can have dire consequences in a rapidly spreading pandemic like we
have seen with COVID-19. In this article, we introduce SymptomID, a modular arti!cial intelligence–based
framework for rapid identi!cation of symptoms associated with novel pandemics using publicly available
news reports. SymptomID is built using the state-of-the-art natural language processing model (Bidirectional
Encoder Representations for Transformers) to extract symptoms from publicly available news reports and
cluster-related symptoms together to remove redundancy. Our proposed framework requires minimal train-
ing data, because it builds on a pre-trained language model. In this study, we present a case study of Sympto-
mID using news articles about the current COVID-19 pandemic. Our COVID-19 symptom extraction module,
trained on 225 articles, achieves an F1 score of over 0.8. SymptomID can correctly identify well-established
symptoms (e.g., “fever” and “cough”) and less-prevalent symptoms (e.g., “rashes,” “hair loss,” “brain fog”) as-
sociated with the novel coronavirus. We believe this framework can be extended and easily adapted in future
pandemics to quickly learn relevant insights that are fundamental for understanding and combating a new
infectious disease.
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1 INTRODUCTION
Through the past decade and more, people across the world have been a"ected by several novel
epidemics and pandemics such as the early in#uenza outbreak and severe acute respiratory
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syndrome (SARS) [15, 34, 56]. During the onset of such events, a critical and time-sensitive task
is to learn as much as possible about the novel infectious disease or epidemic to inform an appro-
priate public health response that will contribute to containment. For example, the emergence of
today’s pandemic—Coronavirus 2019 (COVID-19)—came with challenges associated with learn-
ing what could be known as fundamentals about the virus, including how it is transmitted, the in-
cubation period, associated symptoms, recovery time, and so on. Early clinical papers [5, 8, 22, 24]
were fundamental for gaining a basic understanding of various facets of the novel coronavirus.
However, an ever-present obstacle that slows down the pace of knowledge discovery and limits
the scope of such clinical research is physical recruitment of patients/subjects often con!ned to
the geographical location of each unique research study and manual analysis of related data.
To support rapid response to pandemics, methods in arti!cial intelligence (AI) and data sci-

ence can play a unique role. Latif et al. provide a comprehensive review of opportunities and e"orts
related to using data science in the !ght against epidemics and pandemics with a particular focus
on COVID-19 [23]. Examples of such e"ort include leveraging case data, textual data, and biomed-
ical data for outcomes such as screening and diagnosis, simulation and modelling, logistical plan-
ning, and economic interventions. More closely related to this article are e"orts that use digital text
data as a source for increasing knowledge about the relevant epidemic/pandemic and associated
illnesses. The most prominent source of text data used for research is extracted from social media
platforms such as Twitter [1, 13? ]. Academic publications is another common digital text format
that has been leveraged for data science applications in response to pandemics. For example, in
March 2020, the COVID-19 Open Research Dataset Challenge (CORD-19) was released [50].
This source includes over 200,000 scholarly articles on related coronaviruses and provides a grow-
ing resource for text mining and information retrieval to generate new insights about COVID-19.
However, an alternative data source that is currently underutilized for data science applications in
response to a pandemic is news reports. In the wake of a novel epidemic/pandemic, news reports
are published at a much faster rate than academic publications. In addition, news reports often
include various relevant topics and even recounts from persons who have been directly a"ected.
This data source is primarily publicly available, not geographically bound, and does not su"er from
the challenge of directly recruiting subjects for data collection.
In this article, we introduce an AI-based framework that leverages unstructured and distributed

news reports (albeit from reliable sources) for rapid knowledge discovery in novel pandemics. Us-
ing today’s pandemic as relevant test case, we show how the proposed framework—SymptomID—
can be used to automatically learn about symptoms associated with a new epidemic/pandemic
(i.e., COVID-19). Unlike prior work that uses clinical data from electronic health records [49], this
research leverages publicly available and accessible news reports as a data source for insight gath-
ering. Primary contributions of this work are as follows:
(1) We propose a modular AI-based framework for rapid identi!cation of symptoms (or other

relevant features) using publicly available news report.
(2) We present a case study that applies our framework in response to the current pandemic.

Our results on symptoms identi!ed show agreement with manually identi!ed symptoms
of COVID-19 from clinical literature; however, we also identi!ed less-documented and
currently undocumented symptoms like “brain fog” and “hair loss.”

(3) We release our trained model and dataset associated with this work to further data-driven
research on COVID-19.

The rest of this article is organized as follows: In Section 2, we provide an overview of the
proposed framework that includes subsections on data collection, data annotation, named en-
tity recognition, performance evaluation, entity extraction & clustering, and insights gathering.
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Fig. 1. Flowchart of the proposed framework.

Following this, we focus on our test case and describe a sourced COVID-19 dataset and the process
for annotation in Section 3. Section 4 goes into details with our experiments and results obtained.
Section 5 discusses insights gathered speci!cally about COVID-19. Finally, we end with a detailed
discussion of the broader applicability and possible future directions of this research.

2 PROPOSED FRAMEWORK
In this work, our framework is used as a basis for insights gathering and knowledge discovery
particularly about the broad range of symptoms associated with COVID-19. However, it is impor-
tant to note that this framework can be easily adapted for learning about other relevant topics of
interest associated with a novel pandemic.
Figure 1 shows the general pipeline for the proposed framework. It consists of six main com-

ponents, namely Data Collection, Data Annotation, Named Entity Recognition, Performance Eval-
uation, Entity Extraction & Clustering, and Insights Gathering. More speci!cally, we formulate
the problem of rapid symptom identi!cation as a Named Entity Recognition (NER) task [33],
where the target entities of interest are symptoms. However, we also show evaluations on other
potential targets including location and time expressions.

2.1 Data Collection
Given that the primary goal of the proposed framework is to rapidly identify symptoms, we outline
!ve important criteria that should be considered when choosing the right data sources, namely
accessibility, timeliness, trustworthiness, volume, and longitudinality. It is important to note that
a high-quality dataset is key to gathering reliable insights about any novel pandemic. Hence, in
this work selected news reports needed to satisfy the criteria of the following:
• Accessibility: This includes news reports that are publicly available and accessible without
privacy constraints. The public nature of selected news reports will facilitate reproducibility
as the collated dataset can be made available to support further research e"orts.1
• Timeliness: Given the urgency of knowledge discovery in a novel pandemic, symptoms (or
other relevant targets) should be identi!ed in a timely manner. Building on the fact that
news reports are released at a faster rate than academic publications or clinical reports, news
reports can serve as a unique data source for immediate analysis in the wake of a pandemic.
• Trustworthiness: In a pandemic, it is expected that a huge amount of reports will be gen-
erated by various news sources on a daily basis, and hence trustworthiness is critical. The
proposed framework advocates for reputable sources on mainstream media2 to support data
reliability.
• Longitudinality: With pandemics (such as COVID-19), there can be an evolution of known
symptoms associated with the relevant virus or illness. Hence, selected news reports should

1The collated dataset used in this work is made publicly available to further research.
2https://en.wikipedia.org/wiki/Mainstream_media.
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be longitudinal and span across time to support identi!cation of uncommon symptoms that
may not have been reported during the initial phases.
• Volume: As with other major events, it is expected that pandemics will have large coverage
from various news outlets. This is evident in today’s COVID-19 pandemic and has been seen
in previous epidemics like with Ebola. This large volume of data is advantageous and will
also support with identi!cation of less obvious symptoms or other topics of interest.

In this work, we leveraged the Event Registry [17] platform for data collection and collation
of various news reports. Event Registry analyzes reports published by over 30,000 media outlets
with AI methods and enables the user to !lter content by keywords, entities, sources, categories,
locations, and sentiment. Any other news aggregation platform can also be useful for the data
collection step.

2.2 Data Annotation
The proposed framework (SymptomID) relies on supervised machine learning (i.e., NER) for anal-
ysis and knowledge discovery. Hence, a portion of the raw data needs to be annotated for build-
ing and training the relevant AI model. Standard application of NER requires for the entities of
interest (e.g., symptoms, time expressions, and locations) to be determined !rst [33]. Following
entity identi!cation, the training dataset can then be annotated accordingly. In this work, we used
the extended Begin, Inside, Other (BIO) [38] tagging scheme for annotating our dataset of news
reports. Leveraging multiple annotators is useful to enhance the quality and reliability of the anno-
tated dataset; however, it is also important to establish clear guidelines before beginning, because
data annotation is often laborious and time-consuming. Section 3 includes more details on the data
annotation process implemented in this work.

2.3 Named Entity Recognition
After the appropriate dataset has been annotated, it is time to build and train the NER model.
Given that there are many variations of NER models, we propose comparing di"erent candidates
to identify the option with acceptable performance on a given dataset. In this work, we evaluated
several transformer-based models for NER, such as Bidirectional Encoder Representations for
Transformers (BERT) [19, 47], GPT [37], and XLNet [57]. Performance was the primary metric
used for selecting the model of choice.
After preliminary evaluation, we chose BERT [14], the state-of-the-art natural language pro-

cessing (NLP) model, as our approach to recognize entities of interest. Formally, we formulate
NER as a multi-class token classi!cation problem. As mentioned, time, location, and symptom
entities were tagged with the BIO scheme, which generated seven classes in our dataset: begin-
ning of time (B-tim), inside of time (I-tim), beginning of location (B-geo), inside of lo-
cation (I-geo), begining of symptom (B-sym), inside of symptom (I-sym), and other en-
tities (O). Given an input sentence S = {w1, . . . ,wi , . . . ,wn }, the goal of NER is to classify the
tag ti of word wi , where i ∈ [1,n]. Essentially, the BERT model estimates probability distribution
P (t1, . . . , ti , . . . tn |S ), where t ∈ T , T = {B-tim, I-tim, B-geo, I-geo, B-sym, I-sym, O}.

2.4 Performance Evaluation
After model training, it is important to evaluate the performances of various models and decide
whether or not to employ one as the !nal model of choice. In this work, we used the standard and
widely-accepted F1 score, Precision, and Recall as the evaluation metrics. First, an initial batch of
articles were annotated and used for training; however, the model performance was not acceptable.
We then evaluated how the performance changed by using a varying number of annotated data.

ACM Transactions on Management Information Systems, Vol. 12, No. 4, Article 32. Publication date: September 2021.
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This analysis revealed that we could expect improve model performance with more annotations
and a larger training dataset. Following this, a second batch of news articles were annotated to
increase the training dataset and this showed to improve the model performance to an acceptable
level as described in Section 4.

2.5 Entity Extraction & Clustering
A reliable NER model should be able to extract all target entities in the collected dataset. However,
di"erent identi!ed named-entities could refer to the same thing. For instance, the named-entities
“di$culty breathing” and “di$cult to breathe” can be extracted as di"erent symptoms; however,
they both refer to the same concept. Hence, the next step in our framework is to group similar
named-entities extracted by the framework together using an acceptable clusteringmethod. In this
work, we usedDBSCAN [16] for the clustering step, because it is fast and particularly advantageous
for !nding clusters of arbitrary density. More speci!cally, clustering detected entities of the same
typewas done by encoding themusing the BERTmodel and then using their vector representations
with DBSCAN for clustering. The symptom clusters generated from this stage are then used for
analysis and insight gathering.

2.6 Insights Gathering
The primary goal of our proposed framework is to support knowledge discovery in a pandemic
or about infectious diseases; this can enable the community to take appropriate actions toward
containment. In this work, we focus on rapid symptom identi!cation. Insights related to symptoms
can include types of symptoms, prevalence of occurrence, timing of reporting, and so on. Note that
after the initial training, the proposed framework can be used to continuously gather more insights
about the relevant pandemic from news articles over an extended period of time. Through the rest
of this article, we use the COVID-19 pandemic as a case study to showcase our framework in
action.

3 COVID-19 NEWS CORPUS
In this section, we will introduce the COVID-19 News Corpus used in this work. We describe the
dataset and annotation process in detail and make both of these publicly available3 for further
research and analysis.

3.1 Data Composition
As mentioned above, we leveraged the Event Registry [17] platform for collecting and aggregating
new reports for rapid symptom identi!cation. More speci!cally, we searched for news articles with
the keywords “COVID-19” and “symptom.” To ensure data reliability and trustworthiness, only
articles published in mainstream media were included in our dataset. As shown in Figure 2(a),
our dataset includes a total of 3,413 news articles from 10 news sources such as The New York
Times, BBC, CNN, ABC, Fox, and so on. The distribution of articles across weeks of the year is also
shown in Figure 2(b). A !rst batch of 2,136 articles published between April 13 and May 18, 2020,
was collected and used for model training, tuning, and testing.

Then a second batch of 1,277 articles published between August 3 and August 31, 2020, was
collected to extend the full dataset for insight gathering. Note that our framework was trained and
tested on the annotated subset of the !rst batch. Our framework was then applied to the second
batch. The second batch of data is crucial for understanding howwell our framework, once trained,

3https://github.com/KangGu96/COVID-19-News-Corpus.
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Fig. 2. A glance at the dataset composition.

Table 1. Some Sample Headlines from the Collected Dataset

Source Date Headline
USA Today April 3, 2020 I’m not dead, and each day is slightly better: The story of a senior cono-

ravirus survivor
NBC April 20, 2020My coronavirus symptoms were ‘mild’. Young people who want to end

quarantine — read this !rst.
BBC May 19, 2020 The patients who just can’t shake o" Covid-19

NY Times April 13, 2020We need to talk about what coronavirus recoveries look like
CNN May 19, 2020 14-year-old recovering from multi system in#ammatory syndrome was

hospitalized with heart failure

Table 2. Inter-annotator Reliability Score

Metrics
Tags Location Tags Time Tags Symptom Tags Overall

Fleiss’s Kappa Score 0.66 0.69 0.47 0.58
According to Reference [44], our overall agreement is moderate but close to substantial.

generalizes to new and di"erent dataset. To provide a better understanding of our COVID-19 News
Corpus, we show the headlines of 5 example news articles from our dataset in Table 1.

3.2 Annotation
Data annotation was done on 300 randomly selected articles published between April 13 and May
18.We recruited four volunteers as annotators; these were graduate (two) and undergraduate (two)
students at Dartmouth College. At the time, all students were active researchers in the Computer
Science Department working on projects intersecting data science and health. Each student anno-
tator was assigned 40–80 articles to annotate according to strict guidelines provided in a training
session that included a demonstration of the whole annotation process using an example article.
Additional discussions were had during the annotation process to clarify confusions and ensure
all annotators were following the same standard with regards to annotating the identi!ed named-
entities (i.e., symptoms, times, and locations).
Our primary goal was to annotate as many articles as possible, and hence we did not have every

article annotated by multiple annotators. However, to estimate the general quality of annotations
and agreement between annotators, a small subset of 20 articles were assigned to all annotators
and annotations were compared both qualitatively and quantitatively. Table 2 shows the inter-
annotator agreement among the four annotators calculated using Fleiss’s Kappa Score [18]. Per
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Table 3. Inter-annotator Agreement on the Selected News Article

News Headline: What’s Going to Happen to the Junior, Now That His Mother Is Dead?4
Annotator I II III IV

Location Tags Manhattan;
Queens; New
York; Honduras

Manhattan;
Queens; New
York; Honduras

Manhattan;
Queens; New
York; N.Y.

Manhattan;
Queens; New
York; Honduras

Time Tags March 21; March
31; early April

March 21; March
31; early April

March 21; March
31

fall; March 21;
March 31

Symptom Tags fever; headache;
high fever;
coughing

headache; high
fever; coughing

anxiety;
headache; high
fever; coughing

fever; headache;
high fever;
coughing

Fig. 3. Process of annotation using LocalTurk. Note that Relative Date and Date were combined into a single
“time” tag a!er the annotation process.

Reference [44], the range of a kappa coe$cient is from 0 (poor agreement) to 1 (almost perfect
agreement). A score in between 0.41 and 0.60 represents moderate agreement while 0.61–0.80 rep-
resents substantial agreement. Based on this reference, Table 3 shows that there was moderate
agreement between annotators for symptom tags and substantial agreement on the location tags
and time tags.4 It should be noted that such scores have limitations as they do not consider the
number of categories (7 in this work) and the number of annotators/raters (4 in this work).
Nonetheless, manual inspection of the annotated datasets con!rmed high-quality annotations. Lo-
calTurk [31]—a version of the well-known Amazon Mechanical Turk [3]—was the tool used for
annotation in this work. Figure 3 shows an example screenshot of the annotation platform were
location, date, and symptoms can be annotated accordingly. Annotation was done simply by high-
lighting all the words in the text under a given named-entity/category (e.g., symptom). When an

4https://www.nytimes.com/2020/05/07/nyregion/nyc-coronavirus-adult-disabled.html.
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entity did not exist in a text/news report, annotators were instructed to click the “There is no xx”
option and proceed accordingly.

4 EXPERIMENTS AND RESULTS
In this section, we describe the steps of building models for NER, performance evaluation, and
entity extraction & clustering.

4.1 Implementation
4.1.1 Named Entity Recognition. As mentioned above, we opted to use BERT for NER. We

utilized a pretrained BERT model provided by the Transformers API,5 for token classi!cation.
Speci!cally, the “bert-base-cased” version was used, since our text had not been lowercased. The
Transformers API is backed by PyTorch and Tensor#ow, with seamless integration between them.
As such, there are thousands of pretrainedmodels provided to perform text analysis. Cross entropy
loss was chosen as the objective for training and the model was optimized using the AdamW [32]
optimizer—an improved version of the well-known Adam optimizer. The learning rate and ϵ were
set to be 3e − 5 and 1e − 8, respectively. The maximum length of an input sentence (MAX_LEN)
was set to 75. Furthermore, we used a batch size of 16 and train epoch of 20; these were empirically
chosen through repeated training. A machine with Intel Xeon CPU of 2.30 GHz and Nvidia Telsa
P100 GPU of 16 GB was used for training in all experiments.

4.1.2 Clustering. Before clustering, we used BERT to embed symptom entities into 768-
dimensional vectors (this is the output size of a BERT model). Speci!cally, we extracted vectors
from the last layer of BERT as these include more contextual information. For the clustering al-
gorithm, we employed DBSCAN provided by Scikit-Learn API.6 A standard euclidean metric was
chosen to calculate to distance between symptom vectors. In addition, the maximum distance (ϵ)
and the minimal number of samples were set to be 5 and 10, respectively. These parameters were
chosen manually so that symptoms within each cluster were consistent.

4.2 Experiments
4.2.1 Performances of NER Models. We considered three types of transformer-based models,

namely XLNet [57], GPT [37], and BERT for the NER task. XLNet overcame the limitations of BERT,
which were relying on corrupting input with masks and requiring input of !xed length. GPT was
built using transformer decoder blocks instead of the encoder blocks that BERT used. Both XLNet
and GPT achieved comparable results to BERT on various NLP tasks. These were all pretrained
on a large corpus and thus allowed for transfer learning with a smaller set of labelled samples. As
shown in Table 4, BERT slightly outperforms GPT and XLNet on our dataset. It is important to
note that there are other pretrained models in transformer family; however, this work shows the
BERT can yield satisfactory results and performed better than XLNet and GPT.

4.2.2 Evaluating Su!iciency of the Training Dataset. We conducted a control experiment to eval-
uate the model’s performance as a function of the size of the training dataset. This was done to
determine whether or not more annotations would yield better performance. With the original
total of 300 annotated articles in our COVID-19 News Corpus, we started by setting aside 75 ar-
ticles (i.e., 25%) for testing. Then we used varying proportions of the rest of the data for training.
Figure 4 shows the results of this evaluation, including the precision curve, recall curve, and F-1
curve for each class. We observed that as the number of articles used for training increased from

5https://github.com/huggingface/transformers.
6https://scikit-learn.org/stable/index.html.
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Table 4. Performances of Di"erent NER Models on Our Dataset

Model
Performance Precision Recall F1

XLNet 0.76 0.70 0.73
GPT 0.80 0.77 0. 0.78
BERT 0.84 0.84 0.84

Fig. 4. Performance of varying trainset size.

75 (i.e., 25% of the full dataset) to 225 (i.e., 75% of the full dataset), the precision scores for iden-
ti!cation of symptoms (i.e., B-sym and I-sym) improved by more than 0.2 (≈30–40%), which is
a notable improvement. Conversely, the precision for other classes was already high (up to 0.8)
even with a smaller training dataset. The overall trend and precision scores suggest that the size
of our annotated dataset is su$cient to !ne-tune the BERT model for accurate entity extraction.
Moreover, the recall scores obtained was greater than 0.8 for all classes, suggesting that BERT is
able to recognize most of the targeted entities in the text.

4.2.3 The E!ect of Downsampling. In NER tasks, class imbalance is common as the entities
of interest sometimes occur sparsely through the text. As such, an ignorant classi!er trained on
such skewed data will be prone to perform poorly for minority classes. Several active learning ap-
proaches have been implemented in prior work to handle the problem of class imbalance [46]. In
this work, we implemented the technique of downsampling the majority class to achieve greater
balance. Speci!cally, sentences that with no target entities were dropped out with a probability
of 0.8. Figure 5 shows a comparison of the performance before and after downsampling. Down-
sampling contributed to improving the accuracy score of all classes of interest. For example, the
true positive scores for symptom identi!cation classes (B-sym and I-sym) were 0.7 and 0.55 before
downsampling, meanwhile these improved to 0.86 and 0.89, respectively, after downsampling. This
!gure also shows that the step of downsampling reduced the confusion error between entities of
interest and O (i.e., the other class) signi!cantly.

4.2.4 The Precision–Recall Curve. A standard tool for evaluation of performance for classi!ca-
tion tasks with imbalanced classes is the precision–recall curve. This shows the tradeo" between
precision and recall for varying probability thresholds. Figure 6 shows the overall curve for all
classes in this work. We observe that our proposed model achieved high precision and high recall
(both over 0.9) simultaneously. This indicates that our model can detect the targeted entities (i.e.,
symptoms, time, and location) in news articles with high performance.

5 INSIGHTS GATHERED ABOUT COVID-19
In this section, we summarize the insights learned about COVID-19 by leveraging our proposed
framework (SymptomID) for automatically extracting such knowledge from publicly available
news reports. We focus on symptoms as this is a particularly relevant feature to understand and
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Fig. 5. Confusion matrix before downsampling and a!er downsampling.

Fig. 6. Precision-recall curve. Average precision score, micro-averaged over all classes: 0.98.

quantify in the wake of any novel pandemic. In addition, we can compare the results obtained
in this article with those obtained through alternative research approaches (e.g., manual data col-
lection in clinical practice that is the most common method in literature). The objective of this
section is to show that many of the insights identi!ed through manual data collection can also be
identi!ed through AI-supported techniques that are scalable and not limited by the geographical
reach of a particularly research study.
Figure 7 shows a summary of symptoms identi!ed after entity extraction and clustering from the

full set of over 3,000 new reports. For each cluster, we !rst extracted the major concept or phrase.
Then we manually inspected every extracted phrase and abbreviated it (if necessary) before using
it as the cluster label. To quantitatively evaluate the soundness of our clustering, we calculated the
silhouette score [40] and obtained an average of 0.31, which is reasonable given the large number
of clusters. A total of 29 unique symptom clusters were identi!ed albeit with varying frequencies.
This is in comparison to 11 symptoms currently listed on the Center of Disease Control and Preven-
tion website as of September 30, 2020 [6]. The most prominent symptom clusters relate to “cough”
and “fever,” both of which are well-known symptoms of COVID-19. Additionally, other known
symptoms like “headache,” “breathing di$culties,” and “fatigue” were also identi!ed as have been
identi!ed in prior clinical literature [8, 22]. However, our results also identi!ed less-documented
symptoms of COVID-19 such as “cardiac complications,” “rashes,” “gastrointestinal issues,” “blood
clot,” “hair loss,” “high blood pressure,” and “brain fog”, some of which have now been identi!ed
in later work [5, 36]. However, it is important to note that some symptoms identi!ed still remain
undocumented in literature. Table 5 shows a sample of elements that were combined into a cluster
for the symptoms of “loss of taste and smell” and “in#ammation.” Observations from this table
ACM Transactions on Management Information Systems, Vol. 12, No. 4, Article 32. Publication date: September 2021.
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Fig. 7. Symptom clusters ranked by frequency of occurrence.

shows the clustering step is particularly important to minimize redundant outputs/!ndings. As
mentioned above, the primary takeaway from this work is to showcase how AI-based methods
such as the proposed framework (SymptomID) can be used for knowledge discovery in epidemics
or pandemics. Such an approach is not intended to replace standard practice in clinical research;
however, it can serve to supplement such work, contribute to !nding of novel insights, and provide
a rapid and scalable solution.

6 RELATEDWORK
In this section, we present related research with particular focus on the topics of BERT, Named
Entity Recognition, and Data Science e"orts in response to COVID-19.

6.1 BERT
BERT [14] is designed to learn deep bidirectional representations from unlabeled text by jointly
conditioning on both left and right context in all layers. BERT has been applied to a wide range of
NLP tasks successfully. In Sentiment Analysis, BERT outperformed previous state-of-the-art mod-
els by simply !ne-tuning on awidely used sentiment analysis dataset [14]. In the Question Answer-
ing domain, Yang et al. integrated the best practices from information retrieval with a BERT-based
reader to identify answers from a large corpus of Wikipedia articles [55]. BERT has also been
successful in the tasks of Machine Translation [10, 12] and NER [19, 47]. For example, Conneau
and Lample [12] tried to initialize the entire encoder and decoder with a multilingual pretrained
BERT model and showed signi!cant improvement could be achieved for unsupervised machine
translation tasks and English-Romanian supervised machine translation tasks. Conversely, Tsai et
al. [47] leveraged knowledge distillation to run a compressed BERT for NER on a single CPU, while
achieving promising performance.
BERT has also been used in the health domain. For example, BioBERT [25], pretrained on large-

scale biomedical corpora, was introduced and outperformed a standard BERT model on a variety
of biomedical text mining tasks. Similarly, Alsentzer et al. publicly released a BERT-based model
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Table 5. Unique Elements in a Few Clusters

Clusters Unique elements (manually cleaned)
loss of taste and smell “loss of the sense of smell,” “loss of smell and taste,” “diminished ability to

taste or smell,” “runny sense of taste and smell,” “loss of taste and smell,”
“loss of appetite,” “loss of taste or smell and other organs,” “lost their sense
of taste or smell,” “lack of taste and smell,” “loss of taste or smell,” “losing
your sense of smell or taste,” “loss to sense of smell or taste,” “loss of taste
and smell senses,” “changes in smell or,” “loss of smell or taste,” “loss of
taste,” “lost my sense of taste,” “lost sense of smell and taste,” “impaired
sense of smell,” “taste and smell loss,” “loss sense of smell,” “losing their
sense of taste and smell,” “lost his sense of taste,” “loss of taste or smell,”
“lost sense of smell,” “lost a sense of taste,” “lose their sense of smell or
taste”

in#ammation “in#ammatory state,” “in#ammatory illnesses,” “in#ammation of the
heart,” “in#ammation #ow syndrome,” “in#ammation of the arteries of
the,” “in#ammation in their blood vessels from,” “in#ammatory condi-
tion,” “in#ammatory syndrome condition,” “in#ammatory illness,” “in-
#ammation of the mouth,” “in#ammation in their blood vessels,” “in#am-
mation toes,” “in#ammation in the walls of the arteries,” “in#ammatory
syndrome,” “in#ammation in eyes,” “in#ammation of the s vessels attack,”
“in#ammation of multiple organs including the heart,” “in#ammation of
the heart and blood vessels,” “in#ammation of the blood vessels”

trained on generic clinical notes and BioBERT model !ne-tuned on discharge summaries speci!-
cally [2]. They demonstrated that using domain-speci!c models can yield better performance on
three common clinical NLP tasks as compared to a generic model. Also, Lin et al. applied BERT
with domain adaption algorithms to clinical negation detection task [30]. However, domain adap-
tion did not improve performance over a plain BERT, which implied that BERT could already learn
general representations of negation phenomena. Building on the aforementioned work, we lever-
age a BERT pre-trained model with a focus on a unique dataset (i.e., news reports) and a unique
application (i.e., knowledge discovery for COVID-19 and/or other pandemics).

6.2 Named Entity Recognition
NER is a key component in NLP systems for Question Answering, Information Retrieval, and
many other tasks. Recent advances of deep learning in NER can be found in relevant surveys on
this topic [27, 54]. A noteworthy example proposed by Ji et al. is [26] a novel meta-learning
approach for domain adaptation in NER (MetaNER). This paper showed that MetaNER is
capable of adapting to new unseen domains with a small amount of annotated data from those
domains. Other relevant papers include References [28, 29].

Speci!c to the goal of using news articles for the NER dataset, datasets such as CoNLL 2002 [42]
and CoNLL 2003 [43] are relevant. These datasets focused on four primary entities, namely, per-
son, location, organization, and miscellaneous including all other types of entities. However, more
closely related to this article are NER tasks in the health domain. One example of this is the 2010
I2B2 NER Task [48], which focused on three tasks (i.e., concept extraction, assertion classi!cation,
and relation classi!cation) all using clinical records data. NER has also been used for extraction of
drug-to-drug interactions from biomedical text data [4].
More recently and speci!c to COVID-19 and other closely related tasks, the U.S. White House

collaborated with the National Library of Medicine, the Allen Institute for Arti!cial Intelligence
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and other private companies to create the COVID-19 Corpus from research articles, with a set of
18 challenges for researchers to solve [50]. This dataset leverages scholarly articles as the dataset
on which NER can be used. Based on the CORD-19 dataset, Wang et al. have created a CORD-NER
dataset that includes 75 !ne-grained entities such as genes, chemicals and diseases, as well as
other entities like coronaviruses, viral proteins, evolution, materials, substrates and immune
responses [53]. The CORD-NER dataset was annotated by four sources using di"erent NER
methods that achieved improved performance over alternative approaches. Likewise, Colic et al.
have combined a dictionary-based system for its high recall with two models based on BioBERT
for their high accuracy to perform NER [11]. At the publication time, they had processed over
25,000 abstracts from pubMed and 7,883 full-text articles from Europe PMC, which are now made
publicly available. Unlike the aforementioned work, this article leverages publicly available news
reports as the data source for NER and knowledge discovery, more speci!cally, we focus on rapid
symptom identi!cation associated with pandemics. This is a task that has not been previously
explored in prior work.

6.3 Data Science for COVID-19
Since COVID-19 was declared a pandemic by the World Health Organization in March 2020, the
number of cases has grown exponentially and tremendous e"ort is beingmade to curtail the spread
of the virus. Data science, which covers a broad range of topics such as machine learning, statisti-
cal learning, time-series modeling, data visualisation, expert systems, and probabilistic reasoning,
has attracted increasing attention from researchers to !ght against COVID-19 [? ]. Various studies
have employed computer vision algorithms to speed up the process of detecting infection via med-
ical images (CT and X-ray). Wang et al. [51] utilized deep models to extract features suitable for
COVID-19 diagnosis from CT scans of con!rmed cases. Chen et al. [7] leveraged UNet++ architec-
ture [58] to detect suspicious areas on CT scans and achieved 100% accuracy on 600 scans. Similarly,
Wang et al. [52] proposed a hybrid method composed of wavelet Renyi entropy, feed-forward neu-
ral network, and a three-segment biogeography-based optimization algorithm to interpret chest
computed tomography images for identi!cation of COVID-19. Conversely, Ezz et al. [20] proposed
COVIDX-Net, which combined seven di"erent CNN models, including VGG19 [45] and Google
MobleNet [21], to automatically diagnose viruses in X-ray images.
Textual data has also been studied for learning more about COVID-19. Saire and Navarro [41]

applied text mining methods to Twitter data to show the epidemiological impact of COVID-19 on
press publications in Bogota, Colombia. Intuitively, they found that the number of tweets was pos-
itively correlated with the number of infected cases in the city. Likewise, Cinelli et al. [9] analyzed
posts related to COVID-19 from Twitter, Instagram, YouTube, Reddit, and Gab. They identi!ed
di"erent volumes of misinformation on each platform. Another related e"ort aims to use medical
records to forecast patient admission rates [39]. Unlike the aforementioned work, in this article
we have built SymptomID, a modular AI-based framework for rapid identi!cation of symptoms
using news reports. We present a case study that applies our framework in response for the cur-
rent COVID-19 pandemic; however, we also envision that the proposed framework can be used in
other pandemics/epidemics. To enable replication and validation of this work, we have released
our trained model and dataset to support other data-driven e"orts on COVID-19.

7 DISCUSSION AND CONCLUSION
Being able to identify the symptoms of a pathogen during a novel pandemic is of utmost impor-
tance. To dampen the spread of a pathogen, its symptoms need to be identi!ed quickly so that
public health o$cials can implement interventions to reduce the spread of the pathogen by the in-
fected. These interventions can be as simple as asking anyone with symptoms to self-quarantine
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and seek medical help. For known pathogens this is not an issue as the symptoms are well un-
derstood. However, as was the case during the COVID-19 pandemic, correctly identifying and
broadcasting the symptoms of a novel pathogen can take time. This is time wasted in terms of
controlling the pandemic.
Though rapid identi!cation of symptoms of a novel pathogen is important, the sources used

for this need to be trustworthy as well as fast. There is generally a tradeo" between speed and
trust when it comes to reporting. Traditionally, the method through which symptoms of a novel
pathogen are identi!ed and shared has been through clinical studied and peer-reviewed scienti!c
journals. Though extremely trustworthy, these methods can be slow as physical recruitment of
subjects, data collection, and the peer-review process inevitably takes time. Even though during
the early stages of the COVID-19 pandemic medical journals had a rapid track for COVID-19
research, it still took several weeks for any !nding to be published. Another method that has been
proposed for rapid identi!cation of symptoms is through using self-reports on social media [9, 41].
Compared to medical journals, this method swings the pendulum to the other end in the speed
vs. trust tradeo". In other words, this method is fast but unreliable and easily manipulated by
users with malicious intents (e.g., bots, trolls, etc.). SymptomID is a happy medium between these
two extremes. It is based on reports of the symptoms in traditional and respected media outlets.
Though not as fast as social media, news publications are faster than scienti!c journals as they
do not go through peer-review. For the same reason, they are not as trustworthy as scienti!c
journals; however, these publications typically do go through editorial oversight, where sources
and information are checked. This makes them more trustworthy than self-reported information
on social media, where there is no oversight.
SymptomID is modular and #exible, the speci!c methods used for each part of the framework

can be replaced and the data sources can be modi!ed or curated as needed. The system as we
present it in this article relies on current state-of-the-art named entity extraction and normal-
ization methods. As better methods are developed in the future, they can be easily plugged
into our framework. Another advantage of SymptomID is that it can easily be adapted to other
languages. This is important during global pandemics as a large number of reporting around
the pandemic will be in di"erent languages. Though the case study presented in this article was
for English only, SymptomID can be used for most languages, as long as there are annotators
available for the training phase of the framework. We propose BERT in this article for the task of
named entity recognition, this model supports to 100 languages [35]. The clustering method also
uses BERT to generate embeddings; once the embeddings are generated, the rest of clustering
is language-independent as it works with the numerical vectors. Finally, since SymptomID
relies on a pre-trained language model (i.e., BERT), it requires minimal training data to achieve
high-performance (this is illustrated in Figure 4). This enables SymptomID to be trained and
deployed very quickly and cheaply during pandemics.
There have been many pandemics and epidemics in the current millennia, such as SARS and

MERS, [34]. COVID-19 happens to be the newest, and unfortunately, the most widespread in
recent history. It is for certain that COVID-19 will not be the last pandemic that a"ects the world.
Thus, it is only prudent to develop systems that can be used for rapid information gathering in the
wake of future epidemics or pandemics. The proposed system (SymptomID) is envisioned to be one
of such systems that can be used to rapidly identify the symptoms of novel pandemics using pub-
licly available news reports. The general framework presented in Figure 1 includes steps for data
collection, data annotation, named entity recognition, performance evaluation, entity extraction,
and clustering, followed by insights gathering. Based on our implementation, the data collection
phase (i.e., collation of relevant news reports) as described in Section 2.1 was fast and completed
under 2 days, since this step leverages existing and well-established platforms for web-scraping
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such as Event Registry [17]. The following the step of data annotation can bemore time-consuming
as this includes the laborious task of reading and curating full articles. However, our reliance on
pre-trained language models (i.e., BERT) greatly reduces the need for annotated data. Thus, in this
work, we directly recruited four annotators to annotate a small subset of the collected articles (300
articles). The annotations and their validation took about 2 weeks to complete. However, alternate
ways to accomplish annotations faster can be through crowd-sourcing using platforms like Ama-
zon Mechanical Turk [3]. It is important to note that the outcome of the full pipeline depends on
the quality of annotations, and hence much care should be taken to validate the quality of anno-
tations. The steps of named entity recognition (i.e., model building) and performance evaluation
can be relatively quick as these leverage well-established pre-trained models such as BERT. Based
on our implementation, this was completed within 1 week. Finally, the step of entity extraction,
and clustering is also relatively fast, because this leverages well-established methods to generate
embeddings and to perform clustering. In our implementation, this was completed within 1 day. In
total, our implementation of the proposed SymptomID framework was completed in less than 30
days, but we believe future implementations can be completed within a shorter time span. How-
ever, even with limited resources (such as the ones we were operating under), our framework was
operational in less than a month. This demonstrates that our framework can indeed be rapidly
deployed in new and unknown pandemics in the future, even with limited resources. Note that
our framework does not need to redesigned for future use, only tuned to the pandemic of interest.
The tuning mainly involves collecting and annotating news articles.

As we have shown in the COVID-19 case study, SymptomID can correctly identify a large num-
ber of symptoms during a pandemic, including less-documented and atypical symptoms. In future
novel pandemics, we believe that SymptomID can help speed up the identi!cation of symptoms,
allowing for rapid interventions, such as self-quarantine, to slow down the spread of the novel
pathogens. Future work on improving SymptomID can be focused on integrating the three sources
of information mentioned earlier: traditional media, social media, and scienti!c journals. As dis-
cussed, each of these data sources has its advantages in terms of volume, velocity, and veracity. By
combining these data sources, SymptomID can be made faster and more reliable.
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