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Abstract—This letter devises a distributed microgrid con-
trol allowing for time-varying networks utilizing a continuous-
time push-sum algorithm. The novelty of the push-sum-based
approach lies in: 1) the ability to deal with unbalanced cyber
network which represents unreliable communication among dis-
tributed energy resources (DERs); 2) the capability of switching
among communication networks so as to provide non-interrupted
operation; and 3) resiliency against cyber attacks. Case studies
verify the efficacy of the new distributed microgrid control strat-
egy and its capability of providing communication robustness
while ensuring resilient frequency regulation and active power
sharing.

Index Terms—Push-sum, distributed microgrid control,
frequency regulation, time-varying and unbalanced cyber
network.

I. INTRODUCTION

M
ICROGRIDS are prone to random link failures resulting

in unbalanced communication networks. An unbal-

anced network may also occur when there is a need to

prioritize traffic or mitigate adverse network conditions such as

traffic congestion and packet drop. This makes the microgrid’s

Laplacian matrix no longer doubly stochastic, which inval-

idates the core assumption of existing distributed control

methods and disastrously plagues distributed microgrid control

based on averaged consensus [1].

Theoretically, traditional average consensus protocols can-

not achieve the exact average under directed and time varying

communication network [2]. Consequently, the stability of

microgrids is jeopardized under unbalanced scenarios [3].

Existing attempts in the literature to address the unbalance

issues [4], unfortunately, apply only to discrete-time systems.

Their system dynamics are commonly assumed first order such

that the agents need to only carry one state and they adopt

time-varying stepsizes, making those algorithms unsuited for

microgrid control.

To tackle the above challenges, a continuous-time push-sum

algorithm is devised to enable resilient distributed control for

microgrids. The new push-sum-enabled microgrid control can
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Fig. 1. Schematic diagram of the push-sum-enables microgrid control.

provably achieve average consensus at every node even under

a time-varying, directed communication network. It enables

flexible switching of communication topologies and thus leads

to unprecedented cyber-physical resilience in microgrids.

II. PUSH-SUM-BASED RESILIENT DISTRIBUTED CONTROL

Recently, push-sum has been emerging to enhance the

resilience of distributed averaging approaches for discrete-

time systems [5], [6]. We extend the push-sum method [7] to

continuous-time domain to devise a resilient distributed control

scheme which is resilient against abrupt changes in commu-

nication topology and cyber-attack on communication links.

The overarching goal is to enable unprecedented resilient con-

trol for real-life microgrids abstracted as time-varying graphs,

which cannot be attained by conventional distributed control

relying on the existence of spanning trees [8]. Here time-

varying graphs means unreliable communications because of

the unavoidable random failures in DER communications.

An islanded AC microgrid with inductive lines and inverter-

interfaced DERs is considered, as shown in Fig. 1. Without

loss of generality, a push-sum-enabled frequency controller is

formulated as follows:

ωi = ω∗ − niPe,i + yi,

ẋi = ω∗ − ωi +

n
∑

j=1

bijxj,

żi =

n
∑

j=1

bijzj, z(0) = 1,

yi =
xi(t)

zi(t)
, (1)
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where ωi is the actual grid frequency, ω∗ is the rated frequency,

Pe,i is the active power injection from DER inverter i, ni is

the droop coefficient and yi is the secondary control signal.

In push-sum, the secondary control signal for microgrid

DER i is determined by the cumulative estimate of the sum

xi(t) and a weight zi(t). In other words, the push-sum algorithm

solves the distributed averaging problem on networks with one

additional variable per node such that nodes not only record a

linear combination of other nodes, but also keep track of their

relative importance in the system through the scaling factor “z”

such that its magnitude is directly affected by the number of

incoming links and inversely by the number of outgoing links.

At the beginning, the weights are initialized as zi(0) = 1. The

algorithm also works for time-varying communication graphs.

If a new node is added to the network or an existing node is

removed, all zi are again reset and initialized to 1.

The Laplacian matrix L for an underlaying time-variant

directed graph G(t) is defined as L = Din − A, where A and

Din are adjacency and in-degree matrices respectively. bij is

the ijth entry of −L(t).

It can be shown that after communication network changes,

zi(t) → nvi as t → ∞ such that n is the number of DERs

and the vector v is the normalized eigenvector of matrix e−Lt

associated with the simple eigenvalue 1 or the zero eigenvalue

of −L. Fig. 1 illustrates the new control scheme where the

communication network is modelled by a directed graph.

To formally prove the convergence of the push-sum-based

method, the microgrid is assumed stable in the steady state.

Since the DERs’ frequency must be equal in steady state, we

have ω1 = ω2 = · · · = ωn and thus n1Pe,1−y1 = n2Pe,2−y2 =

· · · = nnPe,n − yn. This leads to

ẋi = ω∗ − ωi +

n
∑

j=1

bijxj

= niPe,i − yi +

n
∑

j=1

bijxj = 0. (2)

As each column-sum of the Laplacian matrix equals zero, i.e.,
∑n

i=1

∑n
j=1 bijxj = 0, it can be found that

n
∑

i=1

ẋi =

n
∑

i=1

(

niPe,i − yi

)

= n
(

niPe,i − yi

)

= 0, (3)

Consequently, niPe,i = yi. To study the convergence, we define

x̄(t) :=
1

n

n
∑

i=1

xi(t), (4)

Substituting (3) to (4) yields

˙̄x(t) =
1

n

n
∑

i=1

(

niPe,i − yi

)

. (5)

Let us construct a Lyapunov function V(x) = 1
2
(x − x∗)2.

Then we have

V̇(x̄(t)) =
1

n

n
∑

i=1

(

niPe,i − yi

)(

x̄(t) − x∗
)

=
1

n

n
∑

i=1

(

ω∗ − ωi

)(

x̄(t) − x∗
)

. (6)

To analyze the behavior of (6), suppose that system is in steady

state and then experiences a power deficiency, e.g., a sudden

step load or a loss of generation. At this instance, system’s

frequency drops as demand exceeds the generation. Hence,

in order to compensate the power imbalance, DERs need to

increase their generation and considering the power sharing,

this results to a higher niPe,i which means the new equilibrium

point will be a higher value. Therefore,

ω∗ − ωi > 0, x̄(t) − x∗ < 0. (7)

If the total active power produced outweighs the total demand,

e.g., following a load reduction, system’s frequency increases

and the new equilibrium point will be a lower value, then

ω∗ − ωi < 0, x̄(t) − x∗ > 0. (8)

Considering (7) and (8), V̇(x̄(t)) < 0 and thus x̄(t) → x∗ as

t → ∞. It can be shown that yi(t) is an observer for x̄(t) and

limt→∞ ‖yi(t) − x̄(t)‖ = 0 [7]. Therefore, eventually niPe,i, yi

and x̄ all converge to x∗, and ωi converges to ω∗.

III. CASE STUDIES

The performance of the push-sum-enabled distributed

frequency control is tested on a microgrid with six inverter-

interfaced DERs simulated in MATLAB/SIMPOWER envi-

ronment (see Fig. 1). The nominal voltage and frequency

are 380 V and 60 Hz respectively. Rated active powers for

DERs 1/2, 3/4 and 5/6 are 100 kW, 80 kW and 116 kW

respectively. Droop coefficients for DERs 1/2, 3/4 and 5/6 are

8 × 10−4, 10−3 and 7 × 10−4 respectively. Line impedances

are Z1(0.65�, 1.3 mH), Z2(0.5�, 1 mH), Z3(0.58�, 1.2 mH),

Z4(0.6�, 1 mH) and Z5(0.55�, 1.3 mH).

A. Time-Varying Unbalanced Communication

This case verifies the performance of the push-sum scheme

under unbalanced communication and switching topology

(random graph). Initially the communication network operates

as an undirected connected graph G1 [see Fig. 2(a)]. Then the

cyber network is changed at t = 10s, t = 14s and t = 20s

to directed unbalanced graphs G2, G3 and G4, respectively.

Eventually a step load of 13 kW is applied at t = 30s.

As illustrated in Fig. 2(b), when the communication

switches, the scaling factor zi tracks the imbalances and pre-

vents the secondary controller yi from being disturbed and

therefore, frequency remains intact.

B. Empowering Plug-and-Play

This case verifies the push-sum-based controller’s feature of

plug-and-play capability. This merit is investigated by detach-

ing DER6 at t = 15s and plugging it in again at t = 22s. The

exploited communication graph is shown in Fig. 3. As can

be seen, if DERi is disconnected, the remaining graph is still

strongly connected.

As depicted, after disconnection of DER6, the power defi-

ciency reallocated among the remaining DERs and they

manage to share the loads. As Fig. 3 shows, accurate active

power sharing and frequency restoration are maintained during
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Fig. 2. (a) Time-varying unbalanced communications. (b) Microgrid’s
frequency and controller parameters under the condition of time varying
unbalanced communications.

Fig. 3. Frequency and active power sharing after removal of DER6.

plug-and-play operation. The reason of small transient oscilla-

tions after reconnection of DER6 is that, no presynchronization

is implemented ahead of reconnection.

C. Cyberattacks Immunity

Microgrid communication networks are exposed to poten-

tial cyber-attacks such as False-Data-Injection that would

jeopardize the overall microgrid performance in terms of effi-

ciency and stability. In this letter, the attack model assumed

compromises the communication link between DERs. The

attack model involves the following assumptions:

1) The attacker has knowledge of the microgrid and the

topology G.

2) The attacker is capable of relaying and altering the

communications between two DERs.

3) The attacker is not able to predict the communication

direction between DERs.

In case cyber attack on communication link happens, when

topology switches, all DERs know where to send data and

which adjacent DERs are supposed to send them data. Hence,

if a received signal does not match with the switching pattern,

that link is identified as a corrupted communication link. The

attack is modeled as

ẋi = niPe,i − yi + biixi +

n
∑

j=1, j �=i

bij

(

xj + µj

)

. (9)

Suppose that, the malicious signal µj is injected into the

information transferred from DERj to DERi. Summation over

all ẋis yields

n
∑

i=1

ẋi =

n
∑

i=1

(

niPe,i − yi

)

+

[

n
∑

i=1

bi,1, . . . ,

n
∑

i=1

bi,n

]

[x1, . . . , xn]T + bijµj

=

n
∑

i=1

(

niPe,i − yi

)

+

n
∑

i=1

n
∑

j=1

bijxj + bijµj. (10)

Now, if the communication topology switches such that DERj

does not send information to DERi, since DERi knows all the

incoming and outgoing links at each instant, the term bijµj

in (10) will be disregarded, then

n
∑

i=1

ẋi =

n
∑

i=1

(

niPe,i − yi

)

+

n
∑

i=1

n
∑

k=1, k �=j

bikxk. (11)

Since the communication graph is still strongly connected and

each column-sum of the Laplacian matrix equals zero,

n
∑

i=1

n
∑

k=1, k �=j

bikxk = 1Bx = 0, (12)

where 1 is the vector whose entries all equal one, and

n
∑

i=1

ẋi =

n
∑

i=1

(

niPe,i − yi

)

. (13)

Comparing (13) and (3), it can be readily obtained that (2)-(8)

can be followed to complete the proof of the system’s stabil-

ity as after attack elimination, the analyses are essentially the

same.

Furthermore, since DERi knows there is no information

from DERj but still receives bijµj, the link from DERj to DERi

is identified and isolated as a corrupted link. Therefore, after

the communication topology switches, corrupted links (and

consequently malicious signals) cannot jeopardize the conver-

gence and stability as they are not parts of the communication

graph anymore. This concept is also shown in Fig. 4(a).

As the third scenario, the communication networking starts

from G1 in Fig. 4(a) and then links from DER2 to DER1

and DER4 to DER3 are attacked at t = 10s and t = 15s,

respectively. A step load of 20 kW is also applied at t = 35s.

Fig. 4(b) shows the impacts of time-varying cyber-

attacks on frequency and active power sharing, where the

malicious signal µj is considered as Sine waves with an

offset. Performance of the push-sum strategy against such
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Fig. 4. (a) Attacked link identification/isolation procedure. (b) Impact of
time-varying cyber-attack on frequency and active power sharing and the
performance of the push-sum strategy.

cyber-attack is also demonstrated. After the attack, the com-

munication topology switches at t = 20s and t = 30s.

It is worth noting that, speed of attack detection depends

on the speed of topology switching and, in this scenario, the

reason for choosing the switching and attack times are to better

illustrate the impacts of attacks and performance of the push-

sum enabled scheme.

According to the communication topology at t = 20s, there

is no link from DER4 to DER3 and the data flow through

this link is supposed to be zero which is not due to the

attack. Hence, this link is identified as a corrupted link and

it is isolated from the network. The same happens for the

link from DER2 to DER1 at t = 30s. Consequently, the

attacked links are identified and isolated, active power sharing

is again synchronized among DERs and frequency is restored

at the rated 60 Hz. The push-sum scheme thus guarantees

ultra-resilience of microgrid operations and its speed of attack

detection depends on the switching speed.

Regarding identification of cyberattack on communica-

tion links, there are some existing methods in the lit-

erature [9], [10]. To detect and isolate false data injec-

tions, [9] proposes a distributed cyber-attack control strategy

for islanded MGs with distributed control systems, through

turning on and off the communication links aperiodically.

However, this action tangibly slows down the convergence.

To mitigate attacks on communication links, a

trust/confidence-based control protocol is proposed in [10]

such that each inverter monitors the information it receives

from its neighbors, updates its local confidence factor, and

sends to its neighbors. Data received at each inverter from

neighbors is weighted by its trust factor. One shortcoming

of this method is, the selection of the trust factor is done

empirically, as it depends on several factors like network

connectivity, speed of convergence of the consensus algo-

rithm and other gains in the consensus algorithm. So if the

communication topology changes, the trust factor needs to

be reset accordingly and if anything happens to the system

(e.g., inertia drop, communication noise, changes of network

connectivity, etc.), there is no guarantee that the current trust

factor does not jeopardize the system stability.

Compared to the above references, to identify attack on

communication links, our developed method relaxes assump-

tions like constraints on the type of attack signals and empir-

ical setting of trust factors that requires having knowledge

about the network. With push-sum enabled scheme, corrupted

link is identified if a received signal does not match with the

topology switching pattern and rate of convergence depends

on the network connectivity.

IV. CONCLUSION

This letter presents a push-sum-based microgrid control

with guaranteed stable average consensus at every node. The

practically nonrestrictive assumption of an unbalanced and

time-varying communication network makes it ultra-resilient

and robust. The new scheme enables timely detection and

isolation of corrupted communication links in a distributed

fashion without jeopardizing the microgrid normal operations.

Push-sum, in conjunction with sparse data transmission and

event-triggered methods, promises wide adoptions in power-

electronic-enabled autonomic power systems where resilient

high-speed communication is required and computation bur-

den matters. Furthermore, generalizing the developed method

to microgrids with resistive or non-negligible inductive lines

will be a future research direction.
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