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ABSTRACT
There is a need for assessment items that assess complex constructs but 
can also be efficiently scored for evaluation of teacher education pro
grams. In an effort to measure the construct of teacher attentiveness in 
an efficient and scalable manner, we are using exemplar responses 
elicited by constructed-response item prompts to develop selected- 
response assessment items. Through analyses of think-aloud interview 
data, this study examines the alignment between participant responses 
to, and scores arising from, the two item types. The interview protocol 
was administered to 12 mathematics teachers and teacher candidates 
who were first presented a constructed-response version of an item 
followed by the selected-response version of the same item stem. Our 
analyses focus on the alignment between responses and scores for eight 
item stems across the two item types and the identification of items in 
need of modification. The results have the potential to influence the way 
test developers generate and use response process evidence to support 
or refute the assumptions inherent in a particular score interpretation 
and use.

1. Introduction

Teacher education programs need ways to efficiently evaluate the effectiveness of program activities 
and innovations (Bell, Gitomer, Savage, & Mckenna, 2019). While there have been efforts to optimize 
the design of teacher preparation programs (e.g. Grossman, Hammerness, & McDonald, 2009), 
research at the program level is needed to support claims about outcomes (Bell et al., 2019). In 
particular, program leaders need access to instruments that efficiently and meaningfully assess 
complex constructs associated with effective teaching practices. Current guidelines for test develop
ment suggest an iterative process involving operationalization of the construct through the creation of 
items intended to elicit aspects of the intended construct, and repeated collection and examination of 
validity evidence to inform their work (American Educational Research Association (AERA), 
American Psychological Association (APA), & National Council of Measurement in Education 
(NCME), 2014).

Our project centers upon developing instruments to measure teacher attentiveness–the ability to 
analyze and respond to a particular student’s mathematical ideas from a progressive formalization 
perspective. Our item development process (Carney, Cavey, & Hughes, 2017) involves the analysis of 
data elicited by constructed-response items and the curation of exemplar responses for use in selected- 
response items to target a particular content area and aspect of attentiveness (e.g., the inferences that 
can be made about a student’s understanding based on their work on a mathematical task). In this 
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paper, we examine response process validity evidence related to the functioning of selected-response 
items developed as part of an instrument with a focus on quantitative reasoning. By drawing upon data 
from think-aloud interviews, we examine the alignment between respondents’ scores on the con
structed-response and selected-response versions for eight pairs of items.

2. Literature Review

2.1. Assessment of Attentiveness for Teacher Preparation

Attentiveness is a complex construct that combines aspects of professional noticing (Jacobs, Lamb, & 
Philipp, 2010), mathematical knowledge for teaching (Ball, Thames, & Phelps, 2008; Shulman, 1987), 
and progressive formalization, an instructional process that affords students’ reinvention of formal 
mathematics by building upon their informal, intuitive, and concrete problem solving strategies 
(Freudenthal, 1973; Gravemeijer & van Galen, 2003; Treffers, 1987). Attentiveness contributes to the 
student-centered pedagogy called for by national stakeholders in mathematics education (National 
Council of Teachers of Mathematics (NCTM), 2014; Teaching Works, 2018). Though similar to 
professional noticing in that teachers must decide where to direct their attention and instructional 
efforts, the narrower focus of attentiveness bounds the construct to one-on-one interactions between a 
student, the evidence they produce, and the teacher. Similarly, attentiveness incorporates components 
of mathematical knowledge for teaching (MKT) through its reliance upon the teacher’s knowledge of 
how students interact with and learn mathematical concepts. Lastly, attentiveness includes elements of 
pedagogical practice which align with progressive formalization and recent appeals for a more 
purposeful integration of students’ mathematical thinking into classroom instruction (NCTM, 2014; 
Teaching Works, 2018). As defined here, the attentiveness construct provides two affordances for the 
mathematical research community. First, by weaving together three distinct theoretical strands found 
in the literature and limiting the construct to the individual student level, it helps to capture and 
describe the work effective teachers do when eliciting, interpreting, analyzing, and responding to 
evidence of student thinking. Second, it bounds attentiveness at a grain size suitable for operationa
lization and potential large-scale assessment.

The instrument development work described here is, in part, undertaken to assist national, state, 
and local efforts to hold teacher preparation and professional development programs accountable for 
the work they do (e.g., Council for the Accreditation of Educator Preparation, 2013; Grossman et al., 
2009). For teacher preparation and professional development programs, high quality instruments 
designed for program evaluation and research provide key benefits for stakeholders. Through use of a 
meaningful and easily-implemented assessment of attentiveness, stakeholders can more easily identify 
program strengths and weaknesses and make more informed decisions about program content, 
activities, and goals.

2.2. Selected-response Items vs. Constructed-Response Items

Meaningful operationalization of complex constructs such as attentiveness is a critical consideration 
when constructing instruments, particularly when the provision of efficient methods of scoring and 
interpretation is a key desired outcome. According to the Standards for Educational and Psychological 
Testing (AERA, APA, & NCME, 2014), constructed-response (CR) items encompass short-answer 
items, performance tasks, and portfolios. CR items range from simple to complex and can elicit very 
short to very long responses (Hogan, 2013); CR items can offer contextualized tasks, but are time- 
consuming to score and can suffer from poor rater reliability (Humphry & Heldsinger, 2014; 
McMillian, 2013). Selected-response (SR) items ask students to choose an answer from given alter
natives, require short response times, and are easy to score, though the structure of the items may 
allow students with surface level knowledge to respond correctly through use of response option cues 
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(Popham, 2017). Thus, weighing the pros and cons of each and deciding which benefits and trade-offs 
to accept remain ongoing challenges for test developers.

The equivalence of SR and CR measures (i.e., whether SR and CR assess the same trait, knowledge, 
or level of knowledge) has been explored using predominantly three kinds of procedures – (1) direct 
correlation between SR and CR measures including factor analytic methods, (2) correlation between 
SR and a superordinate criterion compared to correlation between CR and the same criterion, and (3) 
an experimental design to study the treatment effect or instructional sensitivity of an intervention 
comparing students’ performance on SR and CR measures (Hogan, 1981, 2013). Past research utilizing 
these three methods has shown a lack of measurement differences between SR and CR tests, suggesting 
that students score similarly regardless of the test format (Hogan, 1981; Rodriguez, 2003; Troub, 1993). 
Hogan (1981) reviewed 35 studies that investigated the relationship between SR and CR tests and 
found them to be equivalent or nearly equivalent in most correlational studies. Student scores were 
highly correlated on tests of SR and CR when the measurement errors of the tests were taken into 
consideration; in cases where they differed and when there was a superordinate criterion, the SR test 
was often more correlated to the external criterion. Troub (1993) reviewed nine studies that investi
gated SR-CR equivalence in four domains – writing, word knowledge, reading comprehension, and 
quantitative ability. Findings included SR-CR construct equivalence for reading and quantitative 
ability, a lack of equivalence for writing, and a contradictory finding between the two studies on 
word knowledge. Despite the mixed findings, Troub (1993) concluded that based on the explained 
score variance, the differences between the two measures, if they existed, were likely to be small for any 
domain. Rodriguez’s (2003) meta-analysis of 29 studies suggested that when SR and CR tests were 
created purposefully to measure the same cognitive behavior, SR and CR tests’ equivalence can be 
achieved, especially with same stem (stem-equivalent) items. It is worth noting, though, that only 
studies that assessed examinees’ knowledge instead of affect or personality were reviewed; Hogan’s 
(1981) review also excluded studies that examined the communication skills of reading, writing, and 
speaking. Hogan (2013) discussed possible reasons for the lack of differences between SR and CR 
items: (1) the SR and CR instruments often measured constructs at a coarse-grain level, so more fine- 
grain differences may not be picked up by the instruments; (2) the measurement errors associated with 
the SR and CR instruments are often underestimated and can be sizable compared to the effect of test 
formats; (3) the differences in cognitive skills assessed by SR and CR measures are overestimated, 
meaning that the items on each type of assessment require similar skill or ability to complete; and (4) 
individual differences in cognitive skills of test-takers are underestimated and mask the minor 
differences caused by test formats.

Despite the equivalence of SR and CR tests’ effects on students’ outcomes, studies have shown that 
test format may interact with student characteristics such as race (Longstreth, 1978), ability level 
(Snow, 1993), test anxiety and self-confidence (Martinez, 1999), and gender (DeMars, 2000), suggest
ing that students with certain characteristics may perform better on one test format than another. 
Thus, awareness of potential test item effects should inform the item construction process. Because SR 
and CR measures have been shown to assess constructs equivalently, the more efficiently scored and 
interpreted SR items have a clear advantage for use in assessing teacher attentiveness. Purposeful 
construction of SR items to measure the same level of construct complexity that CR items measure is 
key. As Rodriguez and Haladyna (2013) note, “Can SR and CR items measure the same construct? 
They can when we write them to do so” (p.295).

2.3. Validation of Response Processes Using Think-Aloud Interviews

Validation is an ongoing process that involves providing evidence to support or refute the assumptions 
inherent in a particular score interpretation and use (AERA, APA, &, NCME, 2014). Validation 
arguments involve clearly stating the proposed score interpretation and use, articulating the claims 
and assumptions that underlie the score interpretation and use, followed by gathering evidence to 
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support or refute the claims (Kane, 2013). Oftentimes, the most critical or suspect claims are 
prioritized for investigation.

Test interpretations often involve articulating where, along a construct’s continuum of develop
ment, a particular test score lies and where the test respondent might be placed along that continuum. 
Making these types of test interpretations involves making claims about the relationship between the 
cognitive activity of the respondent as they respond to test items and the construct of interest. 
Therefore, in situations where such claims are made, test developers must provide response process 
validity evidence (Padilla & Benítez, 2014) or “ . . . evidence concerning the fit between the construct 
and the detailed nature of the performance or response actually engaged in by test takers” (p.15).

Leighton (2017) articulates the distinction between two common approaches to gathering response 
process validity evidence: think-aloud interviews and cognitive interviews. Both involve one-on-one 
interviews between a researcher and a participant. For the purposes of assessment design and 
validation, think-aloud interviews typically focus on understanding the participant’s problem-solving 
process, while cognitive interviews focus on understanding how the participant is comprehending a 
particular assessment item. This distinction informs both how interviews are conducted, and data are 
analyzed.

When CR items are converted to SR items to ease the scoring burden, evidence of alignment 
between response processes is necessary to support the claim that conversion will not compromise 
score interpretation. Analysis of think-aloud interview data, where respondents articulate their 
problem-solving process for both a CR item prompt and its paired SR item prompt can be used to 
examine the alignment across item types (Troub, 1993).

3. Study Objectives and Questions

This study examines data from think-aloud interviews to determine if responses to item types that can 
be efficiently scored (e.g., SR items) align with responses generated by open-ended items (e.g., CR 
items) for the construct of teacher attentiveness. Unlike previous studies that examined the equiva
lence of two test formats (e.g., Lukhele, Thissen, & Wainer, 1994; Thissen, Wainer, & Wang, 1994), 
this study examines students’ responses at the item level and provides insights into students’ think- 
aloud processes on the construct of attentiveness and the affordances and limitations of using SR items 
to target the same level of complexity as CR items. More specifically, there are two research questions:

(1) Do scores from the CR items align with scores from the paired SR items?
(2) When scores from the two formats do not align, what features of the assessment items 

contribute to the misalignment and could be adjusted?

4. Methods

4.1. Participants

Selecting participants to interview for validation studies is less about quantity and more about purpose 
(Padilla & Leighton, 2017). Our specific purpose was to examine evidence in relation to the use and 
score interpretation of assessment items created to measure attentiveness for candidates in mathe
matics teacher preparation programs and for mathematics teachers in professional development 
settings. Because representatives of these populations also generated responses to the CR items from 
which the SR items were built, choosing interviewees with the potential to exhibit the full range of low, 
medium, and high levels of attentiveness across both CR and SR items was a critical goal. 
Consequently, our recruitment efforts focused on interviewing a representative sample of in-service 
secondary mathematics teachers with a range of classroom experience and of preservice secondary 
mathematics teacher candidates from both the undergraduate and graduate levels. For ease of 
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communication, we refer to the group of individuals who participated in this study as “participant 
teachers” and use the abbreviation PT with a number (e.g. PT3) to refer to a particular individual.

We interviewed twelve participant teachers. Five participant teachers (PT1, PT2, PT3, PT9, and 
PT12) were undergraduates enrolled in two different mathematics teacher education programs at large 
state universities who had not yet completed their student teaching and were at various points in the 
program. PT7 and PT11 were recent graduates of an undergraduate teacher preparation program who 
had yet to be hired as classroom teachers. PT8 was a graduate student enrolled in the first semester of a 
three-semester teacher preparation program. PT6 had just completed the same graduate program and 
was seeking employment as a mathematics teacher. Three additional participants (PT4, PT5 and 
PT10) were secondary mathematics instructors with classroom teaching experience ranging from five 
to 33 years.

4.2. Instrument Development – Selected-Response Format and Constructed-Response Format

The Disciplinary Attentiveness to Student Ideas (DASI) item development process has been detailed in 
previous publications (Atkins Elliott, Totorica, Carney, & Hagenah, 2020; Carney et al., 2017; Carney, 
Totorica, Cavey, & Lowenthal, 2019). We provide a brief overview here to help the reader better 
understand the overall item structure and the CR and SR item types. Generally, and in the context of 
mathematics, the DASI item development process makes use of authentic student responses to K-12 
tasks to examine teachers’ attentiveness to student thinking. More specifically, the DASI item devel
opment process makes use of the framework from the professional noticing literature (Jacobs et al., 
2010) of identifying the mathematical intent of a task, followed by examining student work samples 
and describing (a) the student approach, (b) what the approach indicates about student understand
ing, and (c) an appropriate pedagogical response to the student based on the work presented and the 
disciplinary intent of the task.

The DASI-Quantitative Reasoning Inventory (DASI-QRI) was developed for use within the 
National Science Foundation funded Video Case Analysis of Student Thinking (VCAST) project. 
VCAST’s purpose is to develop instructional materials with the potential to increase secondary 
mathematics teacher candidates’ ability to analyze and respond to student thinking in quantitative 
reasoning contexts, and use of the DASI-QRI as a pre-post measure helps us examine the impact of the 
VCAST intervention on teacher candidates’ attentiveness.

To develop the DASI-QRI assessment, we first administered quantitative reasoning tasks (see Tasks 
given to secondary students in Figure 1) to secondary students. Next, we analyzed the secondary 
student data in order to select work samples with the potential to elicit a range of teacher interpreta
tion and pedagogical response (see Secondary student response to task in Figure 1). For the CR items, 
these secondary student responses to the quantitative reasoning tasks are presented and respondents 
are prompted to (a) describe the student approach, (b) make inferences about student understanding, 
or (c) describe their hypothetical response to the student (see Constructed Response (CR) task prompt 
example in Figure 1). In addition, some items ask respondents to identify the mathematical intent of 
the task itself. Though stopping our item development process at this point would support many of 
our assessment development goals, the scoring burden and scalability limitations of a CR instrument 
led us to the final stage of item development. Following analysis of the CR item response data, we 
selected one relatively common response from each of the three hierarchical coding categories to use 
in the paired SR item (see Selected Response (SR) task prompt example in Figure 1).

4.3. Think-Aloud Interview Procedures

The purpose of conducting the think-aloud interviews was to examine the alignment of scores between 
paired CR and SR items (RQ1) and to identify potential SR item modifications when issues of 
misalignment occurred (RQ2). We utilized a think-aloud interview methodology due to (a) our 
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focus on understanding respondents’ thinking while completing the CR items (Leighton, 2017), and 
(b) our use of a previously-developed cognitive model for coding the CR items.

Our think-aloud interview protocol incorporated the eight mathematical tasks (see Task given to 
secondary students for one example) in the DASI-QRI. For each task, the CR version of an item was 
presented first and then followed immediately by the SR version. Each version was presented 
individually on separate pieces of paper. As recommended by Leighton (2017), we focused on 
obtaining Type 2 verbalization for the CR items through requests for concurrent verbalization while 
participants engaged in analyzing and responding to the task.

Three of the authors conducted the think-aloud interviews, which were video recorded using an 
iPad. For the majority of the interviews, two researchers were present: one to interview and the other 
to provide technical support related to the video recording. Transcription of the video recordings 
occurred after all interviews were completed. Each interview transcription was embedded within a 
copy of the interview protocol so the item and transcription could be viewed simultaneously.

Figure 1. DASI-QRI example item (truck student C response) with CR and SR task prompts.
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4.4. Scoring Process of Constructed-Response

Analysis of the think-aloud interviews involved protocol analysis (Leighton, 2017) and use of a 
previously-developed cognitive model for the coding of verbal reports. The general cognitive model 
for DASI items involves a hierarchical coding system of disparate (score of 0), general (score of 1), and 
specific (score of 2) response categories (detailed in Table 2 of Carney et al., 2017). When developing 
an SR item, this general cognitive model is used to select exemplar responses from the CR item data for 
use in the SR item creation. Once an SR item is generated, the item itself can be used as a cognitive 
model that encompasses the more general model but is specific to the content of the task and its 
associated secondary student response.

Responses to the SR items were coded based on the scoring system already established for these 
items (that is, the built-in hierarchy in the selected response options). Our scoring of the verbal reports 
for each CR item consisted of two phases. The first phase involved identifying whether the verbal 
report itself aligned with any of the response options provided by the SR item. The second phase 
involved the assignment of scores to the CR item response and a calculation of the difference between 
the CR item and SR item scores. If the verbal report for a CR item:

● Aligned with one of the options provided by the SR item, the CR item response was scored using 
the associated SR score. The difference for the item was calculated using this resultant CR item 
score and the respondent’s actual SR item score.

● Aligned with more than one of the options provided by the SR item, the CR item response was 
scored based upon the aligned SR options’ highest score. This was based on the assumption that 
when presented with all SR options, the respondent would rank the highest-scoring SR option 
evident in their verbal report as “high agreement.”

● Did not align with any of the three SR options, we coded and scored the response based upon the 
general DASI-QRI hierarchical coding categories and then computed the difference between 
scores.

There were three coders for the verbal report data. The coders were all well versed in the 
general cognitive model, the DASI item development process, and the mathematical ideas 
associated with the items. To calibrate coding, each coder independently coded the alignment 
between the CR item verbal report data and its associated SR item options for one third of the 
participants. The coders then met to discuss, compare and reach consensus on the alignment 
codes. When raters differed on codes, a discussion was held until agreement was reached across 
all three coders. This process was conducted two additional times for the remaining participants’ 
verbal report data. Table 1 provides an example of the resulting data for each respondent for the 
Truck C Response – SR and CR items.

4.5. Statistical Analyses

Our statistical analyses focused on the alignment between responses and scores for eight item 
stems across the two item types. Three methods were used to measure the alignment between 
scores. The first method examined the Goodman and Kruskal’s gamma correlation. It is 
calculated as 

Table 1. Truck C response CR and SR item scores for all think-aloud interview participants.

Item PT1 PT2 PT3 PT4 PT5 PT6 PT7 PT8 PT9 PT10 PT11 PT12

Truck C Response SR 2 2 1 2 1 2 0 2 1 1 1 0

CR 2 2 1 1 2 2 2 2 1 1 1 2

Difference 0 0 0 1 −1 0 −2 0 0 0 0 −2
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G ¼
Nc � Nd

Nc þ Nd 

where Nc is the total number of pairs that rank the same (concordant pairs); Nd is the total number 
of pairs that don’t rank the same. The gamma correlation’s (i.e., G’s) possible range is [−1, 1] with 1 
indicating a perfect positive relationship, −1 indicating a perfect negative relationship, and 0 indicating 
no association between variables. Gamma correlation was run to determine the association between 
SR and CR amongst 12 participants for the eight items using SPSS v.25.

The second method used the average difference measure to gauge the magnitude of the difference 
between SR and CR item scores across a sample of 12 subjects. There are two variations. The average 
absolute difference measure is calculated as the average of the absolute differences between each pair of 
SR and CR item scores across 12 subjects. Its possible range is [0,2] for seven items except for item 
“LOBF Student N Understanding” whose range is [0,3]. 

di ¼

Pn

j¼1
ysij � yfij

�
�

�
�

n 

where di is the average difference measure for item i; n is the number of the subjects in the sample 
(n = 12 in our study); ysij is the selected-response score of the subject j on item i; yfij is the constructed- 
response score of the subject j on item i.

Another average difference measure is calculated as the square root of the average squared 
difference. Both variations of the average difference measure remove the signs of the differences 
between selected-response scores and constructed-response scores, but the squaring (i.e., the second 
variation) makes the large differences more important. Its possible range is [0,2] for seven items except 
for item “LOBF Student N Understanding” whose range is [0,3]. 

di ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

j¼1
ysij � yfij

� �2

n

v
u
u
u
t

where di is the average difference measure for item i; n is the number of the subjects in the sample 
(n = 12 in our study); ysij is the selected-response score of the subject j on item i; yfij is the constructed- 
response score of the subject j on item i. Both average absolute difference measure and the square root 
of the average squared difference were calculated for eight items.

The third method used a related-samples Wilcoxon signed-rank test to check whether the differ
ences of the formats were statistically significant and to determine the effect sizes. Wilcoxon signed- 
rank test ranks the differences between scores in the two item types for each item, sums the ranks that 
come from a positive difference between the two item types, and sums the ranks that come from a 
negative difference between the two item types. When the difference is 0, the scores are excluded from 
the ranking. The sum of positive ranks is the test statistics (T), which is compared to the mean rank (T) 
in the unit of the standard error of the mean rank (SET) to calculate the significance of the test statistics 
using the formula below. 

z ¼
T � T

SET 

The Wilcoxon signed-rank test was conducted on the eight items using SPSS v.25. Due to the small 
sample size and the number of zero score differences as a result of the same score on both the SR item 
type and CR item type for each item, significance testing results should be interpreted with caution. 
Nevertheless, the effect sizes can shed light on the direction and magnitude of the differences.
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4.6. Qualitative Follow-Up Analyses

To determine which items warranted further investigation, we agreed upon a set of criteria based on 
quantitative alignment results. Specifically, we identified items for additional investigation that met 
one or more of the following conditions: (1) Gamma Correlation below.5, (2) average absolute 
difference above .5, or (3) average difference based on squaring above .9. Once an item was identified 
for further investigation, we examined the item’s data analysis tables to identify score differences 
greater than one (e.g., a score of 0 on the constructed response and a score of 2 on the selected response 
version of the item) and the participants who produced those differences. Finally, for each of these 
participants, we examined their item transcripts and video data. Three researchers compared notes on 
each instance and collectively developed a written summary. After all summaries were written, we 
searched for potential patterns in the results.

5. Results

5.1. Statistical Analyses Results

5.1.1. Goodman and Kruskal’s Gamma Correlation Results
Goodman and Kruskal’s gamma correlation was run to determine the association between SR and CR 
scores amongst 12 participants for the eight items. There was a strong, positive correlation between SR 
and CR scores for the Truck Intent item (G = .538, p = .474), the LOBF Intent item (G = .667, p = .107), 
and the LOBF Student N Understanding item (G = .722, p = .026), which was the only item with a 
statistically significant correlation. There were positive, but not strong, correlations between SR and 
CR scores for the Truck Student C Response item (G = .185, p = .663) and the Truck Student D 
Approach item (G = .394, p = .348). SR and CR scores for the Hexagon Student M Approach item had 
a perfect negative correlation that was not statistically significant (G = −1.000, p = .355). No gamma 
statistic was reported for the Hexagon Student L Approach item because the score on the CR item type 
was a constant value of 2 or for the Hexagon Student M Response item because the score on the SR 
item type was a constant value of 2.

5.1.2. Average Difference Measure Results
The average absolute difference and the average difference calculated as the square root of the average 
squared difference between SR and CR scores was conducted for each of the eight items. A less than 0.1 
point average absolute difference was found for the Hexagon Student L Approach item and the 
Hexagon Student M Response item (in both cases, d = .083) between the SR and CR item types 
with an average difference based on squaring d = .289. Truck Intent (d = .417), LOBF Student N 
Understanding (d = .250), and Hexagon Student M Approach (d = .417) had an average absolute 
difference of more than 0.1 point but less than 0.5 points with an average difference based on squaring 
of .764, .645, and .866, respectively. There were three items – Truck Student C Response (d = .500), 
Truck Student D Approach (d = .500), and LOBF Intent (d = .583) – of which the average absolute 
difference was equal or more than 0.5 with an average difference based on squaring of .913, .913, and 
.866, respectively. The fact that the Truck Student C Response item and the Truck Student D 
Approach item had a smaller absolute difference (.500 vs. .583) but a bigger average difference 
based on squaring (.913 vs. .866) than the LOBF Intent item suggested that these two items (i.e., 
Truck Student C Response and Truck Student D Approach) had larger score discrepancies (e.g., from 
0–2 instead of from 0–1 or 1–2) between pairs of students’ scores on the SR item type and the CR item 
type than the LOBF Intent items did.

5.1.3. Related-samples Wilcoxon Signed-rank Test Results
The results of the Related-Samples Wilcoxon Signed-Rank Test show that there is not a statistically 
significant difference between students’ scores on the SR item type and the CR item type on any of the 
eight items:

18 Y. MO ET AL.



● Truck Intent (z = −1.134, p = .257, r = −.231)
● Truck Student C Response (z = 1.300, p = .194, r = .265)
● Truck Student D Approach (z = −1.300, p = .194, r = −.265)
● Line of Best Fit Intent (z = 1.000, p = .317, r = .204)
● Line of Best Fit Student N Understanding (z = 1.342, p = .180, r = .274)
● Hexagon Student L Approach (z = 1.000, p = .317, r = .204)
● Hexagon Student M Approach (z = .272, p = .785, r = .056)
● Hexagon Student M Response (z = −1.000, p = .317, r = −.204)

According to Cohen (1988), an effect size of r = .100, .300, or .500 represents a small effect, medium 
effect, and large effect, respectively. The absolute values of the effect sizes for all the items were in the 
range of .204-.274, indicating small to medium effect sizes, except for the Hexagon Student M 
Approach item. For the Hexagon Student M Approach item, an effect size of .056 indicates a minimal 
change in students’ performance on selected-response and constructed-response formats; nine sub
jects out of 12 have the same score on the two formats. A positive effect size for an item indicates that 
students’ CR item scores tends to be higher than SR item performance; a negative effect size of an item 
indicates the exact opposite, meaning that students’ CR performance tends to be lower than SR 
performance.

5.1.4. A Synthesis of Statistical Analyses Results
The summary statistics are reported for the three methods in Table 2.

Though gamma statistics were not reported for the Hexagon Student L Approach and Hexagon 
Student M Response items due to constant values in either their SR scores or CR scores, the reported 
gamma correlations were positive between SR scores and CR scores for all other items except Hexagon 
Student M Approach. The positive gamma correlation suggests that, for most of the items, the better 
the participants’ performance on the SR item, the better their performance on the paired CR item. The 
perfect negative gamma correlation for the Hexagon Student M Approach item may come from the 
fact that one participant who scored 2 on the SR item scored 0 on the CR item while another 
participant who scored 0 on the SR item scored 2 on the CR item. With a small sample of 12 
participants, individual performances have a strong influence on results. Nevertheless, this item 
warrants further investigation to ensure the construct assessed in the SR and the CR items are 
comparable. For the Hexagon Student L Approach and Hexagon Student M Response items with no 
gamma correlation statistics reported, the average differences between participants’ SR and CR scores 
were less than .3 points for both items. The average differences between the paired SR and CR scores 
are less than 1 for all of the items. Two items, Truck Student C Response and Truck Student D 
Approach, have relatively larger average differences (d = .913 in both cases) as well as smaller gamma 
correlation coefficients (G = .185 and G = .394, respectively) than other items. For these two items, 
participants tend to produce relatively more different scores on the SR format and the CR format. The 

Table 2. Summary statistics for all CR and SR item pairs.

Item Name Gamma Correlation

Average Difference Wilcoxon Signed-Rank Test

Absolute Based on Squaring p-value Effect Size

1. Truck Intent .538 .417 .764 .257 −.231
2. Truck Student C Response .185 .5 .913 .194 .265
3. Truck Student D Approach .394 .5 .913 .194 −.265
4. Line of Best Fit Intent .667 .583 .866 .317 .204
5. Line of Best Fit Student N Understanding .722* .25 .645 .18 .274
6. Hexagon Student L Approach N/Aa .083 .289 .317 .204
7. Hexagon Student M Approach −1 .417 .866 .785 .056
8. Hexagon Student M Response N/Ab .083 .289 .317 −.204

*significant at α =.05 level. a There was no gamma statistic reported because the constructed response is a constant with a value of 2. 
b There was no gamma statistic reported because the selected response is a constant with a value of 2.
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results of the Related-Samples Wilcoxon Signed-Rank Test show that for three items – Truck Intent, 
Truck Student D Approach, and Hexagon Student M Response, when there is a difference, partici
pants’ CR performance tends to be lower than their SR performance. For four items – Truck Student C 
Response, LOBF Intent, LOBF Student N Understanding, and Hexagon Student L Approach, when 
there is a difference, participants’ CR performance tends to be higher. The results manifest that the 
formats yield equivalent data on balance.

Ideally, a high gamma correlation, a small average absolute difference, a small average difference 
based on squaring, and a statistically insignificant result for the Wilcoxon Signed-Rank Test with a 
small effect size is most desirable for each item. However, different methods highlight different aspects 
of the results and yield complementary information that other methods do not provide. Goodman and 
Kruskal’s gamma correlation reveals the number of concordant pairs in relation to the number of 
discordant pairs and highlights unusual characteristics of data such as a constant score for an item type 
or a strong influence of certain cases. Still, it does not differentiate between the magnitude of the score 
difference for item types. The average absolute difference and the average difference based on squaring 
afford intuitive interpretations because the results are still on the original score scale. Also, the average 
difference based on squaring makes the larger differences more important. However, neither average 
difference measure shows us the direction of the difference. The non-parametric Wilcoxon Signed- 
Rank Test shows us the direction and magnitude of the differences with effect sizes. However, while we 
can categorize the effect sizes into small, medium, and large according to a benchmark, the actual 
numerical values of the effect sizes are calculated based on the ranks of the data; thus, they are not a 
direct representation of the original scores. With the small sample sizes often used in think-aloud 
interviews and unique data characteristics such as a constant score on an item across participants or 
frequent occurrences of zero score differences between item types, a combination of statistical analysis 
methods is both helpful and necessary. The three methods used in our study are examples of 
techniques that can be used for exploration and investigation. A synthesis of the results provide 
both evidence of the alignment between scores received on the CR and SR items and highlight items 
that need further investigation and development.

5.2. Items that Need Further Investigation and Development

Using our criteria for less-than-satisfactory quantitative alignment results, four items were identified 
for additional investigation: (1) Truck Student C Response, (2) Truck Student D Approach, (3) Line of 
Best Fit Intent, and (4) Hexagon Student M Approach. Across the four items, six participants were 
identified as having CR and SR scores that differed by 2. PT12 had a score difference of 2 on two items 
and was the only participant whose scores differed by 2 on more than one item. Table 3 shows the 
participants with score differences of 2, the items for which the score differences occurred, and the 
scores earned on each version of the item.

5.2.1. Score of 0 on the CR and 2 on the SR
Two participants (PT8, PT9) scored 0 on the CR version and 2 on the SR version of the Truck Student 
D Approach item. After reexamining the interview data, it appears that both participants had difficulty 
determining the same critical aspect of Student D’s approach as they worked through the CR version 
and resolved that difficulty after seeing the SR version. Consider PT8’s response as they examined 

Table 3. Items identified for additional investigation and participants with score differences of 2.

Item

Score Difference of Two

0 on CR and 2 on SR 2 on CR and 0 on SR

Truck Student C Response PT7, PT12
Truck Student D Approach PT8, PT9
Line of Best Fit Intent PT1
Hexagon Student M Approach PT12 PT2
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Student D’s approach, “I’m not sure how they got some of their numbers for their graph . . . maybe they 
were trying to make some sort of estimate of how long the, yeah, I’m not sure where they got the 
numbers that they averaged.” Similarly, PT9 expressed confusion about how Student D selected the 
points on their graph, noting two points in particular that were unclear, “this 10 I’m confused by . . . 
I’m just not sure why that isn’t a zero and why that’s not a 40 though.” However, after reading the 
options in the SR version of the Truck Student D Approach item, PT9 stated, “Oh, okay. That makes 
sense. It’s definitely. That is definitely the best one. They lined it up with the hour marks. Now that’s 
[pause] okay [pause] I’m seeing it now.” After reading, “Student D found the instantaneous speed at 
each hour mark” from one of the options, PT8 remarked, “Oh, yeah, they did do that.” In terms of 
scoring, their responses to the CR version fit best with the lowest level of attentiveness as represented 
by the SR options, but when presented with the SR version of the task, both participants indicated their 
highest level of agreement with the highest-scoring SR option.

A similar situation occurred with PT12, who scored 0 on the CR version and 2 on the SR version of 
the Hexagon Student M Approach item. This participant’s response to the CR version focused on the 
last, incorrect segment of the student’s work and aligned best with the lowest-scoring option “Student 
M wrote the wrong equation in Step c.” However, with the SR version, PT12 agreed most with the 
highest-scoring option: “So, I mean it’s a true statement, but it, it’s the wrong equation. But I would 
rather highlight the things that she did right.”

Overall, when participants had score differences of two by scoring 0 on the CR version and 2 on the 
SR version of the item, there is evidence that exposure to the SR options can improve the score (from 0 
on CR to 2 on SR). From the perspective of our goal of measuring attentiveness, it appears the SR 
options for these items provide some further opportunity (when compared to the CR versions) to 
demonstrate attentiveness. In the cases we identified, this appears to happen when a participant 
experiences some minor confusion regarding the student’s approach or when the participant focuses 
on a particular error in student thinking. In either case, the participant is able to move to a stronger 
pedagogical position when they see the SR options.

At the same time, in the case of the Truck Student D Approach item, evidence suggests that the 
range of participants’ analyses of the provided secondary student’s problem-solving approach is not 
adequately represented in the SR version of this item. Because of the mathematical complexity of the 
task, the SR options include a variety of mathematical ideas (e.g., identifying how points were selected, 
recognition of an averaging strategy, and possible treatment of the speed values at each hour as 
distance traveled in the hour) in different combinations. For participants who cannot initially figure 
out the significance of Student D’s point selection, providing point selection strategies in the SR 
options may contribute to a higher SR score. One potential revision is to eliminate the point selection 
strategy from the SR options altogether, thus narrowing the range of mathematical ideas represented 
in the item.

5.2.2. Score of 2 on the CR and 0 on the SR
Two participants (PT7, PT12) scored 2 on the CR version and 0 on the SR version of the Truck Student 
C Response item. When reexamining the interview data for these participants, we noted that each 
participant expressed multiple ideas on the attentiveness continuum when responding to the CR 
version and then prioritized more formalized mathematical ideas when responding to the SR version. 
For instance, when PT7 shared their thinking in response to the CR version, they initially commented 
on Student C’s work, saying, “It feels to me like that’s something to do with area, like they tried to do 
some area under the curve to [breaks off]” and a moment later remarked that they would want to, “sit 
down with them and, and kinda ask them what they, how they thought about the problem.” As PT7 
continued, they appeared to change their mind about the reasoning behind Student C’s work, saying, 
“Okay, I see what they did,” then stating, “what I would respond to this student with is, um, first that, 
that that’s an interesting insight. Um, and that I would push them to consider what’s happening 
between these points.” In this instance, PT7’s response provides evidence of all three levels of 
attentiveness represented in the SR version of this item. Thus, following our scoring protocol for 
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instances where the PT’s response addressed multiple levels of attentiveness, we assigned the highest 
score of 2. In the case of PT12, their observations were very similar to PT7’s with PT12 also noting that 
Student C had used an incorrect number for the amount of time lapsed. In both cases, the participants 
selected “I would ask Student C to draw a rectangle with a height of 30 and compare the area of the 
rectangle to the area of the graph that’s given” as the response with which they had the highest 
agreement for the SR version of the task, resulting in a score of 0 on the SR version.

One participant, PT1, scored 2 on the CR version and 0 on the SR version of the Line of Best Fit 
Intent item. Our analysis of the interview data revealed this participant expressed informal notions 
associated with the task in response to the CR version of the item but indicated highest agreement with 
the SR option that used more formal vocabulary. In response to the CR version, PT1 explained that the 
task involves, “understanding that like [pause] being able to look at this and be like, oh it’s not linear, 
but there, we can put a line on it so that there’s the least amount of data that are outliers.” In this way, 
PT1 appeared to make a case that the mathematical task involves modeling the data with a linear 
function in a way that minimizes the variance, which is associated with the highest attentiveness score 
on this item. However, when presented with the SR version of this item, PT1 indicated highest 
agreement with the lowest level option, “The task targets how the shape of a graph can be used to 
determine the relationship between an independent and dependent variable,” a selection that did not 
align well with their CR response.

A similar situation occurred with PT2, who scored 2 on the CR and 0 on the SR for the Hexagon 
Student M Approach item. PT2’s response to the CR version was extremely brief, and then they 
selected an option from the SR version that was not mentioned in their CR response. During the CR 
version, PT2 stated, “I think what the student is doing is, um, in this one they’re trying to, uh, they’re 
taking more of a subtractive approach. They’re trying to say, okay, I know hexagons have six sides 
always, and then trying to figure out how many sides we’re not counting at a time.” Based on our 
scoring protocol, PT2’s response to the CR version aligned with the highest level of attentiveness. 
However, when presented with the SR version, PT2 indicated they agreed most with the lowest level 
option, “Student M wrote the wrong equation in Step c,” an idea which was not expressed during their 
think-aloud response to the CR version of the item.

Overall, when participants had score differences of two by scoring 2 on the CR version and 0 on the 
SR version of the item, evidence suggests that in some cases, participants tend to focus on multiple 
aspects of the mathematics in the CR item but then default to the formal perspective of the mathe
matics when presented with the SR options. In other cases, evidence suggests that participants 
sometimes select options in the SR versions of items that do not directly correspond to the ideas 
expressed during their think-aloud CR response. In the case of PT2 and based upon the ideas shared 
during their response to the SR version of the Hexagon Student M Approach item, they seemed to 
recognize the equation was incorrect but it is difficult to determine if PT2 held this idea prior to seeing 
the SR options since it was not previously articulated. In most of these cases, the participants appeared 
to default to a more formal perspective on the mathematical ideas involved when viewing the SR 
options. This may be due to confusion on the part of the participants about the intent of the 
mathematical task associated with the item, or perhaps because the participants cast themselves in 
the role of “student”, rather than considering the mathematical sophistication of students for whom 
the task is intended. It is an open question whether or not these four participants would have selected 
the highest scoring option on the related items had the participant not already talked through the CR.

6. Discussion

Teacher preparation and professional development programs are charged with equipping participants 
with the student-centered pedagogies needed for effective mathematics instruction (NCTM, 2014; 
Teaching Works, 2018). Yet the challenges inherent to measuring complex constructs, like attentive
ness, being targeted for development make meeting this charge elusive. Due to a lack of efficient, 
easily-scored instruments which measure such complex constructs, evaluating program outcomes and 
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accurately identifying program strengths and weaknesses continue to present challenges for stake
holders. The use of response process evidence to inform assessment development as described here has 
the potential to ameliorate these challenges, whether by affording meaningful program evaluation or 
by informing decisions related to future improvements and program design.

Our study examined students’ responses at the item level for item revision. We used nonparametric 
statistical procedures to study the alignment between SR-CR items. When the SR items were carefully 
constructed by using exemplar responses elicited by constructed-response item prompts as alterna
tives, evidence of alignment between scores received on the CR and SR items was observed. Our review 
of empirical research (e.g., Hogan, 1981, 2013) suggests the equivalence of SR-CR measures and this 
study provides additional support for that claim. Our statistical analyses also highlighted items that 
need further investigation and development. Troub (1993) called for the next generation of studies to 
use the think-aloud procedure to provide evidence for the cognitive processes examinees use while 
answering SR and CR items. This study answered that call by utilizing think-aloud interviews to 
investigate the affordances and limitations of using SR items to target the same level of complexity as 
CR items. Past research has examined the equivalence of SR-CR measures for knowledge (Hogan, 
1981). The current study extends this research to a more complex construct – teacher attentiveness. 
Think-aloud interviews unveiled the problem-solving processes for the CR items and their paired SR 
items. Though four items were identified for further investigation in this study, our analysis of the 
think-aloud interviews revealed potential revisions that can be made to improve alignments between 
the responses and scores of the items across the two item types. As Rodriquez and Haladyna (2013) 
suggested, this study supports the claim that careful construction allows SR items to target the same 
level of complexity as CR items. 

Implications
This work has implications for test development in three areas: (1) how think-aloud interviews can be 
used to investigate the problem-solving processes elicited by alternative item types used to assess 
complex constructs such as attentiveness; (2) how a combination of statistical methods can be used to 
investigate the quantitative data produced from a limited sample size and number of items in think- 
aloud interviews; and (3) how quantitative data can complement qualitative data to provide response 
process evidence for validation argument claims specific to item construction and score interpretation.

Think-aloud interviews are often used to investigate human information processing and to 
determine whether test items elicit the desired problem-solving processes (Padilla & Benítez, 2014; 
Padilla & Leighton, 2017). Attentiveness, a complex construct that blends aspects of professional 
noticing (Jacobs et al., 2010), mathematical knowledge for teaching (Ball et al., 2008; Shulman, 1987), 
and progressive formalization (Freudenthal, 1973; Gravemeijer & van Galen, 2003; Treffers, 1987), 
requires higher-level processing skills including problem-solving in the context of teaching and 
learning; thus, think-aloud interviews can be a useful tool for investigating item functioning for 
assessments intended to measure attentiveness. For the purpose of operationalizing the measurement 
of attentiveness with efficient methods of scoring and interpreting, think-aloud interviews can be 
further used to (a) compare response processes elicited by different item types, (b) ensure the desired 
response processes are elicited by specific item types, and (c) determine whether items are well 
constructed for their assessment purpose.

This work has also shown that a synthesis of results arising from a combination of statistical 
methods is helpful in minimizing the sample size required for think-aloud interviews. Quantitative 
analysis of participant scores on CR and SR assessment item pairs that have been carefully constructed 
to be comparable provide valuable information on whether scores across item types align as intended. 
In think-aloud interviews, a small number of participants are typically recruited for an in-depth study; 
for exploration purposes, a limited number of items are also used in those interviews. Small sample 
sizes, small numbers of items, and unique data characteristics such as a constant score on an item 
across participants or frequent occurrences of zero score differences between item types present 
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challenges for quantitative data analyses. This study illustrates how analyses using a combination of 
statistical methods followed by a synthesis of those analyses’ results is both helpful and necessary.

We utilized think-aloud methods in combination with protocol analysis (Leighton, 2017) to 
examine our interview data with the addition to quantitative analysis elements. Our study is an 
example of how qualitative data (i.e., participants’ verbal reports from the think-aloud interviews) 
can complement quantitative data (i.e., participants’ scores on SR and CR items) to provide response 
process evidence (AERA, APA, &, NCME, 2014) for validation argument claims specific to item 
construction and score interpretation. This mixed-methods approach can generate validity evidence to 
support or refute claims of alignment between response processes across item types, as well as 
illuminate some of the affordances and challenges of using different item types. In particular, this 
work provides evidence of score alignment across CR and SR item pairs when the SR items are created 
using analysis, categorization, and selection of exemplar CR item responses, thus providing a plausible 
test development practice. Items highlighted for further investigation and development also shed light 
on the aspects of item construction and score interpretation that warrant caution.

A validation argument approach recognizes the cyclical nature of test development and validation. 
In the case of investigating response processes, the validation aspect of test development starts the 
process but then further informs test development and revision. This cyclical process continues until 
there is sufficient evidence to support the assumption that a respondent’s response process as they 
engage with test items aligns with the construct of interest. In the case of ensuring alignment between 
CR and SR items, our results indicate the importance of recognizing the cyclical nature of the process 
as opposed to one designed to demonstrate “validity”.

The use of SR items also has implications for assessment administrators and users of assessments. 
By administering the SR items, assessment administrators will have an easier-to-grade format. With 
the same amount of time, examinees can respond to more SR items instead of CR items, thus possibly 
increasing the reliability of the assessment. However, Rodriguez’s (2003) review of empirical studies 
also cautioned that the clueing provided by the multiple-choice options could introduce random error 
and subsequently reduce reliability. With the SR items, examinees can be asked to distinguish subtle 
differences between several alternatives in terms of their relative correctness (Popham, 2017).

6.1. Limitations

Because the study examines students’ responses at the item level for item revision, the measurement 
errors associated with the test formats are not accounted for using common procedures like the 
correction for attenuation/unreliability (Lord & Novick, 1968). Also, due to the study’s exploratory 
nature with a small number of items and participants, psychometric modeling using item response 
theory (Lord, 1980) cannot be applied to study the characteristics of the items and participants. 
Instead, nonparametric statistical procedures were used to measure the alignment between the SR and 
CR items to highlight items for further investigation.

The responses, including the SR and CR answers and the think-aloud interviews, were from 12 
participant teachers. Though we purposefully selected the participant teachers from candidates in 
mathematics teacher preparation programs and mathematics teachers in professional development 
settings to be representative of the full range of low, medium, and high levels of attentiveness, their 
responses, especially their thinking processes, are likely to exhibit their individuality.

We investigated using think-aloud interviews for response process evidence for developing SR 
items from CR items to assess a complex construct – teacher attentiveness. Though we found a 
combined use of statistical analyses and think-aloud interviews helpful in our item revision, whether 
this practice can be generalizable to item development for communication skills such as writing or 
other problem-solving skills requires further investigation (Hogan, 1981).
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6.2. Future Directions

We see two potential future directions for our work. First, it is important to examine whether the 
response process evidence presented is similar or different across subgroups of the intended popula
tion. More specifically, is the alignment or misalignment between the item types when used to assess 
teacher attentiveness related to teachers’ characteristics? For example, were score differences of two 
between CR and SR items associated with participant teachers with fewer years of classroom experi
ence? Second, our current focus is at the item level and examines whether the problem-solving 
processes elicited by the SR item type and CR item type in a given item pair are similar. With more 
items assembled into tests, a natural next step is to explore whether CR and SR tests purposefully 
constructed to measure the same level of attentiveness can yield equivalent scores and generate validity 
evidence for their respective use and score interpretations.

In the context of this special issue of AME, our aim is to contribute to the ways researchers and test 
developers think about generating and using response process evidence to provide evidence for or 
against stated assumptions inherent in a particular score interpretation and use. More work is needed 
to better understand the issues created by having participants respond to the SR version of an item 
immediately after responding to the CR version, but our results show this is a promising approach. 
Further, when we began our quantitative analyses of the CR-SR score differences, we were hard- 
pressed to find examples of how other researchers have done this. By offering our approach to doing 
so, we hope to inform the broader conversation and work related to using response process evidence to 
inform validation arguments, specifically with respect to item development.
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