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YIFENG LIU

Abstract. In this article, we develop an arithmetic analogue of Fourier–Jacobi period integrals for
a pair of unitary groups of equal rank. We construct the so-called Fourier–Jacobi cycles, which are
algebraic cycles on the product of unitary Shimura varieties and abelian varieties. We propose the
arithmetic Gan–Gross–Prasad conjecture for these cycles, which is related to the central derivatives
of certain Rankin–Selberg L-functions, and develop a relative trace formula approach toward this
conjecture.
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1. Introduction

1.1. Fourier–Jacobi cycles and the arithmetic Gan–Gross–Prasad conjecture for U(n) ×
U(n). We first recall the classical notion of Fourier–Jacobi periods for U(n) × U(n) and their rela-
tion with L-functions (see [GGP12a, Section 24] for more details). Let E/F be a quadratic exten-
sion of number fields with the nontrivial Galois involution c and the associated quadratic character
µE/F : F×\A×F → {±1}. Let V be a (non-degenerate) hermitian space over E of rank n > 1 with
respect to c, with the unitary group U(V). Consider two irreducible cuspidal automorphic representa-
tions π1 and π2 of U(V)(AF ). To define the Fourier–Jacobi periods for π1 × π2, we need an auxiliary
conjugate symplectic automorphic character µ of A×E , that is, an automorphic character of A×E whose
restriction to A×F coincides with µE/F . The character µ (together with a nontrivial additive character
of (E + AF )\AE) will give us a Weil representation of U(V)(AF ), with natural automorphic realiza-
tion via theta series θφµ attached to certain Schwartz functions φ. We define the Fourier–Jacobi period
integral for f1 ∈ π1, f2 ∈ π2, and φ to be

Pµ(f1, f2;φ) :=
∫

U(V)(F )\U(V)(AF )
f1(g)f2(g)θφµ(g) dg,

where dg is the Tamagawa measure on U(V)(AF ). Readers may realize that the above formula is very
close to the Rankin–Selberg integral for GL(n)×GL(n) in which the role of the theta series is replaced
by a mirabolic Eisenstein series (see [Liu14, Section 3] for a systematic discussion). In particular, it is
not surprising that Pµ(f1, f2;φ) is related to L-values. In fact, if we assume that π1 and π2 are both
tempered, then as a special case of the global Gan–Gross–Prasad (GGP) conjecture, one expects an
Ichino–Ikeda type relation

|Pµ(f1, f2;φ)|2 ∼ L(1
2 , π1 × π2 ⊗ µ) · α(f1, f2;φ),(1.1)

where ∼ means that the two sides are differed by an explicit nonzero factor which depends only on
π1, π2, and µ; L(s, π1× π2⊗ µ) denotes the complete Rankin–Selberg L-function (of symplectic type)
centered at s = 1

2 ; and α(f1, f2;φ) is some explicit period integral of local matrix coefficients. See
[Xue16, Conjecture 1.1.2] for a precise conjecture. Suppose that the central ε-factor ε(1

2 , π1 × π2 ⊗ µ)
is 1. By the refined local GGP conjecture, which is known in this case by [GI16], if we consider the
entire Vogan L-packet of the triple (V, π1, π2), then there is a unique member for which α is a nonzero
functional. Thus, the global GGP conjecture asserts that the global period Pµ vanishes on the entire
Vogan L-packet if and only if L(1

2 , π1 × π2 ⊗ µ) = 0. Note that the L-function depends only on the
Vogan L-packet.

Now suppose that ε(1
2 , π1 × π2 ⊗ µ) = −1. Then the local GGP conjecture already forces Pµ to

be zero; and the first possible nonzero term in the Taylor expansion of L(s, π1 × π2 ⊗ µ) at s = 1
2 is

L′(1
2 , π1× π2⊗ µ). Thus, it is curious to find a replacement of Pµ that encodes information about the
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first central derivative. This is the main goal of this article. In fact, the same question can be asked
for all types of periods in the global GGP conjecture, namely,

(1) O(m)×O(n) with n−m odd, which is of Bessel type,
(2) U(m)×U(n) with n−m odd, which is of Bessel type,
(3) U(m)×U(n) with n−m even, which is of Fourier–Jacobi type,
(4) Sp(2m)×Mp(2n), which is of Fourier–Jacobi type.

A replacement of the period integral (under certain assumptions on the field E/F and archimedean
components of the representations) is only known before for Case (1) with |m− n| = 1 and m,n > 2,
and Case (2) with |m − n| = 1 and m,n > 1. They are both realized as height pairings of certain
diagonal cycles. See [GGP12a, Section 27] for more details. For example, the celebrated Gross–Zagier
formula [GZ86] is responsible for O(2) × O(3); see [YZZ13] for a generalization. Now we give a
formulation for Case (3) with n = m > 2.

In what follows, we will assume that E/F is a CM extension, and n > 2. We first state a result
concerning the Albanese variety of a unitary Shimura variety. Let V be a totally positive definite
incoherent hermitian space over AE of rank n. We have the associated system of Shimura varieties
{Sh(V)K}K indexed by sufficiently small open compact subgroupsK ⊆ U(V)(A∞F ), each being smooth
of dimension n−1 over SpecE. LetXK be the canonical (smooth) toroidal compactification of Sh(V)K
(which is just Sh(V)K if it is already proper). Put X∞ := lim←−K XK . Let AK be the Albanese variety
of XK ; see Section 2. Put A∞ := lim←−K AK , which is an abelian group pro-scheme over E. To every
conjugate symplectic automorphic character µ of A×E of weight one (Definition 4.3), we associate a
number field Mµ ⊆ C, and an abelian variety Aµ over E with a CM action iµ : Mµ → EndE(Aµ)Q,
unique up to isogeny, in Subsection 4.1. In particular, Aµ has dimension [Mµ : Q]/2; and the set
Ω(µ) := HomE(A∞, Aµ)Q is naturally an Mµ[U(V)(A∞F )]-module depending only on µ.

Theorem 1.1 (Theorem 4.18, Corollary 4.20). Let the notation be as above. There is an isomorphism

Ω(µ)⊗Mµ C '
⊕
ε

⊕
χ

ω(µ, ε, χ)

of C[U(V)(A∞F )]-modules. Here, {ω(µ, ε, χ)}ε,χ, introduced in Definition 4.11, is a certain collection
of Weil representations of U(V)(A∞F ) that are isomorphic to the finite part of the Weil representations
appearing in the definition of Pµ. We refer to Theorem 4.18 for the precise statement. Moreover, for
every sufficiently small open compact subgroup K of U(V)(A∞F ), there is an isogeny decomposition

AK ∼
∏
µ

Ad(µ,K)
µ , resp. Aend

K ∼
∏
µ

Ad(µ,K)
µ

over E when n > 3 (resp. n = 2), where
• the product is taken over representatives of Gal(C/Q)-orbits of all conjugate symplectic auto-
morphic characters of A×E of weight one,
• d(µ,K) :=

∑
ε

∑
χ dimC ω(µ, ε, χ)K with the same index set for ε, χ, and

• Aend
K is the endoscopic part of AK when n = 2, defined in (D.3).

The above theorem suggests that if we want to replace Pµ by algebraic cycles, then the Albanese
variety should be involved.

Definition 1.2. We say that a complex representation Π of GLn(AE) is relevant if1

(1) Π = �s(Π)
i=1 Πi is an isobaric sum of s(Π) irreducible cuspidal automorphic representations

{Π1, . . . ,Πs(Π)}, which we call cuspidal factors of Π, satisfying Πi ◦ c ' Π∨i for every 1 6 i 6
s(Π),

1Here, the notion of relevant representation is more general than the one in [LTXZZ] as we allow Π to be isobaric.
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(2) for every archimedean place v of E, Πv is isomorphic to the (irreducible) principal series repre-
sentation induced by the characters (arg1−n, arg3−n, . . . , argn−3, argn−1), where arg : C× → C×
is the argument character defined by the formula arg(z) := z/

√
zz.

Note that (2) implies that the cuspidal factors Π1, . . . ,Πs(Π) in (1) are mutually non-isomorphic.

Now we fix our (tempered) Vogan L-packet by choosing two relevant representations Π1 and Π2
of GLn(AE). We also fix a conjugate symplectic automorphic character µ of A×E of weight one. Let
V be a totally positive definite incoherent hermitian space over AE of rank n. Consider irreducible
admissible representations π∞1 and π∞2 of U(V)(A∞F ) whose base change to GLn(A∞E ) are Π∞1 and
Π∞2 , respectively.

Take a level subgroup K ⊆ U(V)(A∞F ). Let αK : XK → AK be “the Albanese morphism” sending
the zero-dimensional cycle Dn−1

K to zero,2 where DK is the canonical extension of the Hodge divisor.
For test functions f1, f2 ∈ C∞c (K\U(V)(A∞F )/K,C) for π∞1 and π∞2 , respectively (Definition 4.26),
and a homomorphism φ : AK → Aµ, we define a Chow cycle

FJ(f1, f2;φ)K := |π0((XK)Eac)| · (Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗(idXK×XK × (φ ◦ αK))∗∆3XK

on XK × XK × Aµ, where TfiK denotes the normalized Hecke correspondence on XK attached to fi;
Tcan
µ is a specific correspondence on Aµ (Definition 4.9); and ∆3XK ⊆ X3

K is the diagonal cycle. For
i ∈ Z, put

CHi(X∞ ×X∞ ×Aµ)0
C := lim−→

K

CHi(XK ×XK ×Aµ)0
C,

and denote by CHi
µ(X∞ × X∞)0

C the subspace of CHi(X∞ × X∞ × Aµ)0
C on which Mµ acts via the

inclusion Mµ ↪→ C, which depends only on µ.

Theorem 1.3 (Subsections 4.3 and 4.4). The Chow cycle FJ(f1, f2;φ)K is homologically trivial,
compatible under pullbacks when changing K, hence defines an element

FJ(f1, f2;φ) ∈ CHn−1+[Mµ:Q]/2(X∞ ×X∞ ×Aµ)0
C.

If we assume the conjecture on the injectivity of the `-adic Abel–Jacobi map, then the assignment
(f1, f2, φ) 7→ FJ(f1, f2;φ) induces a complex linear map

FJε : π∞1 ⊗C π
∞
2 ⊗C Ω(µ, ε)→ HomC[U(V)(A∞F )×U(V)(A∞F )]

(
π∞1 ⊗C π

∞
2 ,CHn−1+[Mµ:Q]/2

µ (X∞ ×X∞)0
C

)
,

which is invariant under the diagonal action of U(V)(A∞F ) on the left-hand side, for every given µ-
admissible collection ε (Definition 4.12). Here, Ω(µ, ε) is the sum of the factors of Ω(µ)⊗Mµ C in the
decomposition in Theorem 1.1 corresponding to ε, χ with χ arbitrary.

We propose the following unrefined version of the arithmetic Gan–Gross–Prasad conjecture for
U(n)×U(n).

Conjecture 1.4 (Conjecture 4.31). Let the notation be as above. Then for every given µ-admissible
collection ε (Definition 4.12), the following three statements are equivalent:

(a) We have FJε 6= 0.
(b) We have FJε 6= 0, and

dimC HomC[U(V)(A∞F )×U(V)(A∞F )]
(
π∞1 ⊗C π

∞
2 ,CHn−1+[Mµ:Q]/2

µ (X∞ ×X∞)0
C

)
= 1.

(c) We have L′(1
2 ,Π1 ×Π2 ⊗ µ) 6= 0, and

HomC[U(V)(A∞F )](π∞1 ⊗C π
∞
2 ⊗C Ω(µ, ε),C) 6= {0}.

2This is not exactly what we do. Here, we state it in this ideally correct but technically wrong way only for simplicity
and for emphasizing the main idea. See Subsection 4.3 for the rigorous construction.
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In view of the local GGP conjecture, the above conjecture implies that if ε(1
2 ,Π1 × Π2 ⊗ µ) = −1,

then L′(1
2 ,Π1 × Π2 ⊗ µ) 6= 0 if and only if one can find a triple (V, π∞1 , π∞2 ) as above such that

FJε 6= 0. Moreover, if this is the case, then such triple is uniquely determined for every fixed ε.
See Remark 4.32 for more details. In fact, in the actual discussion in Subsection 4.4, we replace
CHn−1+[Mµ:Q]/2

µ (X∞×X∞)0
C by its quotient by the common kernel of `-adic Abel–Jacobi maps for all

`, in order to avoid p and make the discussion unconditional. Moreover, we also track the rationality
of the functional FJε via replacing C by a certain subfield of C.

We now propose the following refined version of the arithmetic Gan–Gross–Prasad conjecture for
U(n)×U(n), which is an explicit formula relating the Beilinson–Bloch–Poincaré heights (See Subsection
3.2) of the cycles FJ(f1, f2;φ)K with the central derivative of L(s,Π1 ×Π2 ⊗ µ).

Conjecture 1.5 (Conjecture 4.33). Let the notation be as above. For test functions f1, f∨1 , f2, f∨2
for π∞1 , (π∞1 )∨, π∞2 , (π∞2 )∨, respectively, and φ ∈ HomE(AK , Aµ, ε), φc ∈ HomE(AK , Aµc ,−ε), the
identity

vol(K)2 · 〈FJ(f1, f2;φ)K ,FJ(f∨1 , f∨2 ;φc)K〉BBP
XK×XK ,Aµ

=
∏n
i=1 L(i, µiE/F )
2s(Π1)+s(Π2) ·

L′(1
2 ,Π1 ×Π2 ⊗ µ)

L(1,Π1,As(−1)n) · L(1,Π2,As(−1)n)
· β(f1, f

∨
1 , f2, f

∨
2 , φ, φc)

holds. Here,
• µc := µ ◦ c is the c-conjugation of µ; and we may identify Aµc with A∨µ (Proposition 4.6);
• HomE(AK , Aµ, ε) (resp. HomE(AK , Aµc ,−ε)) is the intersection of HomE(AK , Aµ) (resp.

HomE(AK , Aµc)) and Ω(µ, ε) (resp. Ω(µc,−ε));
• vol(K) is the normalized volume of K (Definition 4.22);
• 〈 , 〉BBP

XK×XK ,Aµ is a variant of the (conjectural) Beilinson–Bloch height pairing, which we call
the Beilinson–Bloch–Poincaré height pairing, which is a bilinear map

CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)0
C × CHn−1+[Mµ:Q]/2(XK ×XK ×A∨µ)0

C → C;

• s(Πi) has appeared in Definition 1.2;
• As± stand for the two Asai representations (see, for example, [GGP12a, Section 7]); and
• β is a certain normalized matrix coefficient integral defined immediately after Conjecture 4.33.

In order to transfer the height pairing in the above conjecture to some other pairing without Aµ,
we introduce a variant of the cycle FJ(f1, f2;φ)K via replacing the diagonal ∆3XK by a modified
diagonal ∆3

zXK , which we denote by FJ(f1, f2;φ)zK . It is actually equal to FJ(f1, f2;φ)K as elements
in CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)0

C if the injectivity of the `-adic Abel–Jacobi map is granted. Thus,
we also formulate a variant of the above refined arithmetic Gan–Gross–Prasad conjecture as Conjecture
4.37.

Remark 1.6. We expect that the Fourier–Jacobi cycles can also be used to bound Selmer groups for
the Rankin–Selberg motive associated to Π1 × Π2 ⊗ µ, just as what we have done for O(3) × O(4)
[Liu16] and for U(n)×U(n+ 1) [LTXZZ] using diagonal cycles.

1.2. A relative trace formula approach. For the case of central L-values for U(n)×U(n), namely
the relation (1.1), the author developed a relative trace formula approach in [Liu14] generalizing the
Jacquet–Rallis relative trace formula, which was later carried out by Hang Xue [Xue14,Xue16]. Thus,
it is natural to expect a relative trace formula approach toward Conjecture 1.5 as well, similar to what
Wei Zhang did for the case U(n)×U(n+1) [Zha12]. However, our situation is much more complicated
due to both the construction of the cycle FJ(f1, f2;φ) and the height pairing itself. Nevertheless, we
still find such an approach after several reduction steps for the height pairing in Conjecture 1.5, or
rather its variant Conjecture 4.37. In order to avoid extra technical difficulty, in this article, we only
discuss the relative trace formula for the case where Sh(V)K is already proper, which we will now
assume.
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The first reduction step is the following theorem, which we refer as the doubling formula for CM
data.
Theorem 1.7 (Proposition 5.10, (5.8), and Proposition 5.15). Let the notation be as in Conjecture
1.5 (or rather Conjecture 4.37). For i = 1, 2, let f i := f t

i ∗ f∨i be the convolution of the transpose of
fi and f∨i . If we write f1 =

∑
s ds1g−1

s K∩Kg−1
s

as a finite sum with ds ∈ C and gs ∈ U(V)(A∞F ), then
the identity

vol(K)2 · 〈FJ(f1, f2;φ)zK ,FJ(f∨1 , f∨2 ;φc)zK〉BBP
XK×XK ,Aµ =

∑
s

ds · IzpKs(Lgsf2,φs)

holds, in which
• Ks := K ∩ gsKg−1

s ,
• Lgsf2 is the left translation of f2 by gs,
• φs ∈ S (V(A∞E ))Ks is a Schwartz function determined by (φ, gsφc) via (5.4), and
• we put, for general K ⊆ U(V)(A∞F ), f ∈ C∞c (K\U(V)(A∞F )/K,C), and φ ∈ S (V(A∞E ))K ,

IzK(f ,φ) := 〈p∗135∆3
zXK , (∆XK × TfK × Z

♥
K).p∗246∆3

zXK〉BB
X6
K
,

where Z♥K is a (formal sum of) divisor on XK ×XK such that its restriction to the diagonal
∆XK is Kudla’s generating series of special divisors associated to φ (Definition 5.3).

Moreover, if f ⊗φ is regularly supported at some nonarchimedean place v of F (Definition 5.14), then
the cycles p∗135∆3XK and (∆XK × TfK × Z

♥
K).p∗246∆3XK have empty intersection on X6

K .
Thus, it suffices to study the functional IzK(f ,φ). We now assume that f⊗φ is regularly supported

at some nonarchimedean place v of F . Then the definition of the Beilinson–Bloch height pairing
provides us with a decomposition

IzK(f ,φ) =
∑
u

IzK(f ,φ)u

into local heights over all places u of E. In what follows, we will study an approximation IK(f ,φ)u
of the local term IzK(f ,φ)u at certain places u by ignoring z.

To continue the discussion, we need some notation. For integers r, s > 1, denote by Matr,s the
scheme over Z of r-by-s matrices. For n > 1, we put Mn := Matn,1×Mat1,n; and let Sn be the OF -
subscheme of ResOE/OF Matn,n consisting of matrices g satisfying g · gc = In, known as the symmetric
space. In view of the relative trace formula developed in [Liu14], we are looking for test functions
f̃ ∈ S (Sn(AF )) and φ̃ ∈ S (Mn(AF )) such that IzK(f ,φ) can be compared to another functional
J (f̃ , φ̃) which encodes the right-hand side of Conjecture 1.5. In this article, we only discuss the
term IK(f ,φ)p and local components f̃ p, φ̃p when p is a good inert prime of F (Definition 5.16), also
regarded as a place of E.

Let p be a good inert prime. Then XK has a canonical integral smooth model XK over OEp ; the
Hecke operator TfK extends naturally to XK by taking Zariski closure; and we also have a natural
extension of Z♥K to a (formal sum of) divisor Z♥K on XK ×OEp

XK . We define the local arithmetic
invariant functional at p to be

IK(f ,φ)p := 2 log |OF /p| · χ
(
O(p∗135∆3XK)⊗L

OX6
K

O((∆XK × TfK ×Z
♥
K).p∗246∆3XK)

)
as an intersection number of algebraic cycles on X 6

K , the sixfold self fiber product of XK over OEp , where
χ denotes the Euler–Poincaré characteristic. The following result provides an orbital decomposition
of IK(f ,φ)p, which is the key for the comparison of relative trace formulae.
Theorem 1.8 (Theorem 5.25). Let K,f ,φ be as above such that f ⊗φ is regularly supported at some
nonarchimedean place v of F . Then for a good inert prime p, the identity

IK(f ,φ)p = 2 log |OF /p| ·
∑

(ξ̄,x̄)∈[U(V̄)(F )×V̄(E))]rs

e−2π·TrF/Q(x̄,x̄)V̄ Orb(f̄ p
, φ̄

p; ξ̄, x̄) ·χ
(
OΓξ̄ ⊗

L
ON2 O∆Z(x̄)

)
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holds, where
• V̄ is a hermitian space over E satisfying V̄⊗F Ap

F ' V⊗AF Ap
F ,

• the orbital integral is defined as

Orb(f̄ p
, φ̄

p; ξ̄, x̄) :=
∫

U(V̄)(A∞F
,p)
f̄
p(ḡ−1ξ̄ḡ)φ̄p(ḡ−1x̄) dḡ,

• χ
(
OΓξ̄ ⊗

L
ON2
O∆Z(x̄)

)
is a certain intersection number defined on a relative Rapoport–Zink

space.
We refer to Theorem 5.25 for the precise meaning of all the notation.

The term χ
(
OΓξ̄ ⊗

L
ON2
O∆Z(x̄)

)
is the one that is related to the derivative of L-function, more

precisely, to the derivative of local orbital integrals at p in the decomposition of J (f̃ , φ̃). The precise
relation is the content of the arithmetic fundamental lemma for U(n) × U(n), which we introduce in
the next subsection.

1.3. Arithmetic fundamental lemma for U(n)×U(n). In this subsection, we introduce the arith-
metic fundamental lemma for U(n)×U(n). Since the question is purely local, we will shift our notation
slightly from the previous discussion. Moreover, we will allow n to be an arbitrary positive integer
since the discussion makes sense even for n = 1.

Let F be a finite extension of Qp, with residue cardinality q. Let E/F be an unramified quadratic
extension, and Ĕ a completed maximal unramified extension of E with k its residue field.

We recall some definitions and facts from [Liu14, Section 5.3]. We say that a pair (ζ, y) ∈ Sn(F )×
Mn(F ) is regular semisimple if the matrix (y2ζ

i+j−2y1)ni,j=1 is non-degenerate, where we write y =
(y1, y2) ∈ Matn,1(F )×Mat1,n(F ). If (ζ, y) is regular semisimple, we define its transfer factor to be

ω(ζ, y) := µE/F (det(y1, ζy1, . . . , ζ
n−1y1)).

The group GLn(F ) acts on Sn(F )×Mn(F ) by the formula (ζ, y)g = (g−1ζg, g−1y1, y2g), which preserves
regular semisimple elements. We denote by [Sn(F )×Mn(F )]rs the set of regular semisimple GLn(F )-
orbits.

Let V+
n (resp. V−n ) be a hermitian space over E of rank n whose determinant has even (resp.

odd) valuation. For δ = ±, we say that a pair (ξ, x) ∈ U(Vδ
n)(F ) × Vδ

n(E) is regular semisimple
if {x, ξx, . . . , ξn−1x} are linearly independent. The group U(Vδ

n)(F ) acts on U(Vδ
n)(F ) × Vδ

n(E) by
the formula (ξ, x)g = (g−1ξg, g−1x), which preserves regular semisimple elements. We denote by
[U(Vδ

n)(F ) × Vδ
n(E)]rs the set of regular semisimple U(Vδ

n)(F )-orbits. We say that (ζ, y) ∈ [Sn(F ) ×
Mn(F )]rs and (ξ, x) ∈ [U(Vδ

n)(F )×Vδ
n(E)]rs match if ζ and ξ have the same characteristic polynomial

and y2ζ
iy1 = (ξix, x) for 0 6 i 6 n− 1. The matching relation induces a bijection

[Sn(F )×Mn(F )]rs ' [U(V+
n )(F )×V+

n (E)]rs
∐

[U(V−n )(F )×V−n (E)]rs.

Denote by [Sn(F )×Mn(F )]±rs ⊆ [Sn(F )×Mn(F )]rs the subset corresponding to orbits in [U(V±n )(F )×
V±n (E)]rs. Then a regular semisimple orbit (ζ, y) belongs to [Sn(F )×Mn(F )]δrs for δ = + (resp. δ = −)
if and only if the det((y2ζ

i+j−2y1)ni,j=1) has even (resp. odd) valuation.
Now we introduce the relevant orbital integral. For a regular semisimple pair (ζ, y) ∈ Sn(F )×Mn(F )

and a pair of Schwartz functions f ∈ S (Sn(F )), φ ∈ S (Mn(F )), we define

Orb(s; f, φ; ζ, y) :=
∫

GLn(F )
f(g−1ζg)φ(g−1y1, y2g)µE/F (det g)| det g|sE dg,

where dg is the Haar measure under which GLn(OF ) has volume 1. It is clear that the product
ω(ζ, y) Orb(0; f, φ; ζ, y) depends only on the GLn(F )-orbit of (ζ, y). We recall the following conjecture
from [Liu14].

Conjecture 1.9 (relative fundamental lemma for U(n) × U(n)). For every regular semisimple orbit
(ζ, y) ∈ [Sn(F )×Mn(F )]rs, we have
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(1) if (ζ, y) ∈ [Sn(F )×Mn(F )]−rs, then

ω(ζ, y) Orb(0;1Sn(OF ),1Mn(OF ); ζ, y) = 0;

(2) if (ζ, y) ∈ [Sn(F )×Mn(F )]+rs, then

ω(ζ, y) Orb(0;1Sn(OF ),1Mn(OF ); ζ, y) =
∫

U(V+
n )
1Kn(g−1ξg)1Λn(g−1x) dg(1.2)

where (ξ, x) ∈ [U(V+
n )(F )×V+

n (E)]rs is the unique orbit that matches (ζ, y), Λn is a self-dual
lattice in V+

n , Kn is the stabilizer of Λn, and dg is the Haar measure on U(V+
n ) under which

Kn has volume 1.

Remark 1.10. Conjecture 1.9(1) is known by [Liu14, Proposition 5.14]. Conjecture 1.9(2) is known for
p sufficiently large by [Liu14, Theorem 5.15].

Now we describe the arithmetic fundamental lemma, where in (1.2) we replace the left-hand side by
its derivative and the right-hand side by a certain intersection number on a (relative) Rapoport–Zink
space. We start by recalling the notion of relative Rapoport–Zink spaces. For an OĔ-scheme S, a
unitary OF -module of signature (r, s) with integers r, s > 0 is a triple (X, i, λ), in which

• X is a strict OF -module over S of dimension r + s and OF -height 2(r + s) over S,
• i : OE → EndS(X) is an action compatible with the OF -module structure satisfying that for
every e ∈ OE the characteristic polynomial of i(e) on LieS(X) is given by (T − ac)r(T − a)s ∈
OS [T ],
• λ : X → X∨ is a principal polarization such that the associated Rosati involution induces the
conjugation on OE .

We say that (X, i, λ) is supersingular if X is a supersingular strict OF -module.
We fix a supersingular unitary OF -module (X0, i0,λ0) of signature (1, 0) over OĔ , which is unique

up to isomorphism. For every integer n > 1, we also choose a supersingular unitary OF -module
(Xn, in,λn) of signature (n − 1, 1) over k, which is unique up to OE-linear isogeny preserving the
polarization up to scalars. Let Nn be the relative Rapoport–Zink space parameterizing quasi-isogenies
of (Xn, in,λn) of height zero. More precisely, it is a formal scheme over OĔ such that for every scheme
S over OĔ on which p is locally nilpotent, Nn(S) is the set of isomorphism classes of quadruples
(X, i, λ; ρ), where

• (X, i, λ) is a unitary OF -module over S of signature (n− 1, 1),
• ρ : X ×S Sk → Xn ×k Sk is an OE-linear quasi-isogeny (of height zero), such that ρ∗λn = λ.
Here, we put Sk := S ⊗OĔ k.

It is known that Nn is formally smooth over OĔ of relative dimension n − 1. See [Mih, Section 3.1]
for more details.

We recall the notion of formal special divisors from [KR11]. Put Λn := Homk((X0k, i0k), (Xn, in))
and V−n := (Λn)Q. Then V−n is an E-vectors space of rank n equipped with a hermitian form

(x, y) = i−1
0k

(
λ−1

0k ◦ y
∨ ◦ λn ◦ x

)
∈ E.

If we denote by Λ∗n the dual lattice of Λn under the above hermitian form, then we have Λn ⊆ Λ∗n
and that the length of the OE-module Λ∗n/Λn is odd. In particular, the determinant of V−n has odd
valuation, justifying its notation.

Definition 1.11. For every x ∈ V−n that is nonzero, we define Zn(x) to be the subfunctor of Nn
such that for every scheme S over OĔ on which p is locally nilpotent, Zn(x)(S) consists of (X, i, λ; ρ)
satisfying that the composite homomorphism

X0k ×k Sk
x−→Xn ×k Sk

ρ−1
−−→ X ×S Sk

extends to an OE-linear homomorphism X0 ×OĔ S → X over S.
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By [RZ96, Proposition 2.9], Zn(x) is a closed sub-formal scheme of Nn. For every g ∈ U(Vn)(F ),
let ρg : Xn → Xn be the unique OE-linear quasi-isogeny (of height zero) such that gx = ρg ◦ x for
every x ∈ Vn; and, by abuse of notation, let g : Nn → Nn be the (auto)morphism sending (X, i, λ; ρ)
to (X, i, λ; ρg ◦ ρ). We denote by Γg ⊆ N 2

n := Nn ×OĔ Nn the graph of g.

Conjecture 1.12 (arithmetic fundamental lemma for U(n) × U(n)). For every regular semisimple
orbit (ζ, y) ∈ [Sn(F )×Mn(F )]−rs, we have

−ω(ζ, y) d
ds

∣∣∣∣
s=0

Orb(s;1Sn(OF ),1Mn(OF ); ζ, y) = 2 log q · χ
(
OΓξ ⊗

L
ON2

n

O∆Zn(x)

)
,

where (ξ, x) ∈ [U(V−n )(F )×V−n (E)]rs is the unique orbit that matches (ζ, y), and χ denotes the Euler–
Poincaré characteristic.

In Conjecture 1.12, it follows from Conjecture 1.9(1), which is known, that the left-hand side depends
only on the GLn(F )-orbit of (ζ, y).

Remark 1.13. During the referee process of this article, Wei Zhang [Zha21, Proposition 4.12 & Re-
mark 3.1] has shown that his arithmetic fundamental lemma for U(n)×U(n+ 1) is equivalent to our
arithmetic fundamental lemma for U(n)×U(n) (with respect to the same field extension E/F ) when
the residue cardinality of F is greater than n. In particular, we find

(1) Conjecture 1.12 holds when n 6 2 and q is odd, by [Zha12, Theorem 2.10 & Theorem 5.5].
(2) Conjecture 1.12 holds when F = Qp with p > n, by [Zha21, Theorem 15.1].

Remark 1.14. In Section A, Chao Li and Yihang Zhu proved Conjecture 1.12 (for arbitrary E/F ) in
the so-called minuscule case, similar to the case of U(n) × U(n + 1). In the case of U(n) × U(n), we
say that a regular semisimple pair (ξ, x) ∈ U(V−n )(F ) × V−n (E) is minuscule if the OE-lattice Lξ,x
generated by {x, ξx, · · · , ξn−1x} satisfies $L∗ξ,x ⊆ Lξ,x ⊆ L∗ξ,x where $ is a uniformizer of F and L∗ξ,x
denotes the dual lattice.

1.4. Relation between U(n)×U(n) and U(n)×U(n+ 1). In this subsection, we make an informal
comparison between the two scenarios of U(n) × U(n) and U(n) × U(n + 1), for both automorphic
periods/central values and arithmetic periods/central derivatives.

The following diagram compares the automorphic periods and the relative trace formula approaches
toward the global GGP conjectures in the two scenarios.

Automorphic Fourier–Jacobi
periods for U(n)×U(n)

[Xue14,Xue16]
oo global theta lifting //

OO

relative
trace formula

[Liu14]

��

Automorphic Bessel
periods for U(n)×U(n+ 1)

[Zha14a,Zha14b]
OO

relative
trace formula

[JR11]

��

relative
fundamental lemma

+

oo “equivalent”
[Liu14]

//
relative

fundamental lemma
[Yun11]

+

relative
smooth matching

oo “equivalent”
[Xue14]

//
relative

smooth matching
[Zha14a]
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In the first line, if we assume Conjecture 1.15 below,3 then the method of global theta lifting should
provide an equivalence between the two sides when all n are considered. In fact, Xue [Xue14,Xue16] has
essentially verified the deduction for both directions starting from two stable tempered representations
on U(n) that satisfy Conjecture 1.15.

Conjecture 1.15. Let V be a hermitian space over E of rank n > 1. Let π be a tempered cuspidal
automorphic representation of U(V)(AF ). If n is even (resp. odd), then there exists a conjugate
orthogonal (resp. conjugate symplectic) automorphic character µ of A×E such that

L(1
2 ,Π⊗ µ) 6= 0,

where Π is the standard base change of π to GLn(AE).

The following diagram compares the arithmetic periods and the relative trace formula approaches
toward the arithmetic GGP conjectures in the two scenarios.

Arithmetic Fourier–Jacobi
periods for U(n)×U(n)

[this article]
oo

motivic endoscopic
transfer? //

OO

arithmetic
trace formula

[this article]

��

Arithmetic Bessel
periods for U(n)×U(n+ 1)

[Zha12,RSZ20]
OO

arithmetic
trace formula

[Zha12]

��

arithmetic
fundamental lemma

+

oo “equivalent”

Remark 1.13
// arthmetic
fundamental lemma

+

arithmetic
smooth matching

oo perhaps related? // arithmetic
smooth matching

In the first line, the Tate conjecture over number fields predicts a motivic endoscopic lifting (or
motivic theta lifting) that transfers algebraic cycles from one side to the other. Thus, we expect that
our Fourier–Jacobi cycles should be related to the diagonal cycle considered in [Zha12] in a certain way.
However, at this moment, the motivic endoscopic lifting seems far out of reach. For the two dashed
bubbles surrounding “arithmetic smooth matching”, we do not how to formulate a precise conjecture
in general. However, in some special cases for U(n)×U(n+ 1), there are some results [RSZ17,RSZ18].

1.5. Relation with the arithmetic triple product formula. In this subsection, we compare our
arithmetic GGP conjecture for n = 2 with the (conjectural) arithmetic triple product formula, which
can be regarded as the arithmetic GGP for O(3)×O(4) in which O(4) has trivial discriminant. Lots of
progress has been made toward the arithmetic triple product formula; see, for example, [GK92,GK93,
YZZ].

We first make a quick review of the arithmetic triple product formula following the line of [YZZ].
Consider three irreducible cuspidal automorphic representations σ1, σ2, σ3 of GL2(AF ) of parallel
weight 2 such that the product of their central characters is trivial and ε(1

2 , σ1× σ2× σ3) = −1. Then
the local dichotomy of triple product invariant functionals provides us with a totally definite incoherent
quaternion algebra B over AF , unique up to isomorphism. Let {YU}U be the system of compactified
Shimura curves over F associated to B indexed by open compact subsets U ⊆ (B ⊗AF A∞F )×. For

3Recently, Dihua Jiang and Lei Zhang [JZ20] have confirmed this conjecture when n 6 4. Of course, when n 6 2, it
was already known before.
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i = 1, 2, 3, let Ai be the abelian variety of strict GL(2)-type over F associated to σi. For morphisms
gi : YU → Ai for i = 1, 2, 3, we have the Gross–Kudla–Schoen cycle, which is essentially

GKS(g1, g2, g3)U := (g1 × g2 × g3)∗∆3YU ∈ CH1(A1 ×A2 ×A3)Q.

The arithmetic triple product formula predicts a relation between the Beilinson–Bloch height of
GKS(g1, g2, g3)U and the central derivative L′(1

2 , σ1 × σ2 × σ3).
Now we discuss its connection with our case. Suppose that
(1) σ3 is the theta lifting of µalg := µ · | |−1/2

E for an automorphic character µ of A×Ep which is
necessarily conjugate symplectic of weight one;

(2) for i = 1, 2, the base change of σi to GL2(AE), denoted by Πi, has trivial central character.
Then Π1 and Π2 are both relevant; and we may take Aµ to be A3 ⊗F E. Let V be the unique up
to isomorphism totally positive definite (incoherent) hermitian space over AE of rank 2 such that for
every nonarchimedean place v of F , V⊗AF Fv is isotropic if and only if B⊗AF Fv is split. We recall
our compactified unitary Shimura curve {XK}K associated to V. For morphisms fi : XK → Ai ⊗F E
for i = 1, 2 and φ : XK → Aµ = A3 ⊗F E, we have the Fourier–Jacobi cycle, which is essentially

FJ(f1, f2;φ)K := (f1 × f2 × φ)∗∆3XK ∈ CH1((A1 ×A2 ×A3)⊗F E)Q.

Conjecture 1.5 predicts a relation between the Beilinson–Bloch height of FJ(f1, f2;φ)K and the central
derivative L′(1

2 ,Π1 × Π2 ⊗ µ). It is possible to show a priori that the height of GKS(g1, g2, g3)U for
some choice of U, g1, g2, g3 is related to the height of FJ(f1, f2;φ)K for some choice of K, f1, f2, φ. This
is not surprising as in this case we have the equality

L(s, σ1 × σ2 × σ3) = L(s,Π1 ×Π2 ⊗ µ)

between L-functions. In other words, our work in the special case where n = 2 provides a relative
trace formula approach toward the arithmetic triple product formula in the situation where (1) and
(2) are satisfied. However, we point out that not all cases for U(2) × U(2) arise from the arithmetic
triple product formula in this way since Π1 and Π2 are not necessarily base change from GL2(AF ).

1.6. Structure of the article. The main part of the article contains five sections.
In Section 2, we study the Albanese varieties. In Subsection 2.1, we introduce the Albanese varieties

of proper smooth varieties over a general base field, and study their polarizations. In Subsection 2.2, we
generalize the construction of Picard motives using not necessarily ample divisors as cutting divisors,
which will be used in Subsection 3.3.

In Section 3, we make some preparation for algebraic cycles and height pairings for general varieties.
In Subsection 3.1, we review the notion of algebraic cycles and correspondences. In Subsection 3.2,
we review the construction of the Beilinson–Bloch height pairing and introduce our variant – the
Beilinson–Bloch–Poincaré height pairing. In Subsection 3.3, we discuss the construction of some
Künneth–Chow projectors for curves and surfaces, which will be used in the modified diagonal ∆3

zXK

later.
In Section 4, we construct Fourier–Jacobi cycles and state our main conjectures. In Subsection 4.1,

we construct the category of CM data for a conjugate symplectic automorphic character µ of weight
one. In Subsection 4.2, we introduce our Shimura varieties and study their Albanese varieties; in
particular, we prove Theorem 1.1. In Subsection 4.3, we construct Fourier–Jacobi cycles and show
that they are homologically trivial. In Subsection 4.4, we prove the remaining part of Theorem 1.3,
and propose various versions of the arithmetic Gan–Gross–Prasad conjecture for U(n)×U(n).

In Section 5, we discuss a relative trace formula approach toward the arithmetic GGP conjecture
for U(n) × U(n). In Subsection 5.1, we prove the doubling formula for CM data in Theorem 1.7.
In Subsection 5.2, we introduce the global arithmetic invariant functional and its local version at
good inert primes for which we perform some preliminary computation. In Subsection 5.3, we prove
Theorem 1.8.

The article also contains four appendices.
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In Section A, provided by Chao Li and Yihang Zhu, we confirm the arithmetic fundamental lemma
in the minuscule case.

In Section B, we prove some results about global theta lifting for unitary groups, namely, Theorem
B.4 and its two corollaries. Those results are only used in the proof of Proposition 4.13. Thus, if the
readers are willing to admit these results from the theory of automorphic forms, they are welcome to
skip the entire section except the very short Subsection B.1 where we introduce some notation for the
discrete automorphic spectrum.

In Section C, we summarize different versions of unitary Shimura varieties. In Subsection C.1,
we recall Shimura varieties associated to isometry groups of hermitian spaces, which are of abelian
type; we also introduce the Shimura varieties associated to incoherent hermitian spaces – they are
the main geometric objects studied in this article. In Subsection C.2, we recall the well-known PEL
type Shimura varieties associated to groups of rational similitude of skew-hermitian spaces, and their
integral models at good primes, after Kottwitz. These Shimura varieties are only for the preparation of
the next subsection, which are not logically needed in the main part of the article. In Subsection C.3,
we summarize the connection of these two kinds of unitary Shimura varieties via the third one which
possesses a moduli interpretation but is not of PEL type in the sense of Kottwitz, after [BHK+20,
RSZ20]. In Subsection C.4, we discuss integral models of the third unitary Shimura varieties at good
inert primes and their uniformization along the basic locus. The last two subsections are crucial to
the discussion in Subsections 5.2 and 5.3.

In Section D, we compute the cohomology of Shimura curves associated to isometry groups of
hermitian spaces of rank 2, as Galois–Hecke modules. In Subsection D.1, we collect some results
about local oscillator representations of unitary groups of general rank. In Subsection D.2, we recall
some facts and introduce some notation about cohomology of Shimura varieties in general. These two
subsections will be used both in Section D and in the main part of the article. The last two subsections
concern the cohomology of unitary Shimura curves, for the statements and for the proof, respectively.
These statements are only used in the proof of Theorem 4.15 and Theorem 4.18 in the main part of
the article, and are probably known to experts. However, we can not find any reference for the proofs
or even for the statements themselves.

For readers’ convenience, we summarize the logical dependence of the article in the following dia-
gram.

2

!)

B

��

C

��yy
4 +3 5

3

5=

D

OO

A

OO

1.7. Notation and conventions.

General notation.
• For a set S, we denote by 1S the characteristic function of S.
• Suppose that we work in a category with finite products. Then

– for a finite collection {X1, . . . , Xn} of objects, the notation

pabc··· : X1 × · · · ×Xn → Xa ×Xb ×Xc × · · ·

will, by default, stand for the projection to the factors labeled by the subset {a, b, c, . . . } ⊆
{1, . . . , n};
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– for an abject X and an integer r > 0, we denote ∆r : X → Xr the diagonal morphism,
and simply write ∆ for ∆2.

• All rings are commutative and unital; and ring homomorphisms preserve unity.
• For an abelian group A and a ring R, we put AR := A⊗Z R as an R-module.
• For a field k, we denote by kac an abstract algebraic closure of k.
• The bar only denotes the complex conjugation in C. For example, for an element x ∈ C⊗QE,
x is obtained by only applying conjugation to the first factor.
• We denote by C1 the subgroup of C× consisting of z satisfying zz = 1.

Notation in number theory.
• A reflex field is always a subfield of C.
• Denote by A∞ := ẐQ the ring of finite adèles of Q, and put A := R×A∞.
• For a number field k, we put Ak := A⊗Q k and A∞k := A∞ ⊗Q k.

– Denote by | |Q : Q×\A× → R×>0 the character, uniquely determined by the properties
that |x|Q = |x| for x ∈ R× and that | |Q is trivial on Ẑ×. For every s ∈ C, Put | |sk :=
| |sQ ◦Nk/Q : k×\A×k → R×>0.

– Denote by ψQ : Q\A → C× the character, uniquely determined by the properties that
ψQ(x) = exp(2πix) for x ∈ R and that ψQ is trivial on Ẑ. Put ψk := ψQ ◦Trk/Q : k\Ak →
C×, which we call the standard additive character for k.

• In local or global class field theory, the Artin reciprocity map always sends a uniformizer at a
nonarchimedean place v to a geometric Frobenius element at v.

Notation in algebraic geometry.
• For a scheme S and a rational prime p, we denote by Sch/S the category of schemes over S
and by pSch′/S the subcategory of those that are locally Noetherian. If S = SpecR is affine,
then we simply replace S by R in the above notations.
• We denote by Gm := SpecZ[T, T−1] the multiplicative group scheme over Z. For integers
r, s > 1, denote by Matr,s the scheme over Z of r-by-s matrices. For an integer n > 1, we put
Mn := Matn,1×Mat1,n.
• For a ring R, a scheme X in Sch/R, and a ring R′ over R, we usually write XR′ ∈ Sch/R′
instead of X ×SpecR SpecS.
• For a ring R, a scheme X ∈ Sch/R that is locally of finite type, a homomorphism τ : R → C,
and an abelian group Λ, we denote by Hi

B,τ (X,Λ) the degree i singular cohomology of the
underlying topological space of X ⊗R,τ C with coefficients in Λ. When R is a subring of C and
τ is the inclusion, we suppress τ in the subscript.
• For a ring R, we denote by Db

fl(R) the bounded derived category of R-modules whose coho-
mology consists of R-modules of finite length. For F ∈ Db

fl(R), we have the Euler–Poincaré
characteristic χ(F) :=

∑
i(−1)i lengthR HiF . In general, for a (formal) scheme X over R and

an element F in the derived category of OX -modules, we define its Euler–Poincaré character-
istic χ(F) to be χ(Rs∗F) (resp. ∞) if Rs∗F belongs to Db

fl(R) (resp. otherwise), where s is
the structure morphism.

Acknowledgements. The author would like to thank Sungyoon Cho, Benedict Gross, Kai-Wen Lan,
Chao Li, Xinyi Yuan, Shouwu Zhang, and Wei Zhang for helpful comments and discussion, and thank
Chao Li and Yihang Zhu for providing Section A for the proof of the arithmetic fundamental lemma
in the minuscule case. He thanks the anonymous referee for careful reading and valuable comments.
The research of the author is partially supported by NSF grant DMS–1702019 and a Sloan Research
Fellowship.
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2. Albanese variety

In this section, we study the Albanese varieties. In Subsection 2.1, we introduce the Albanese vari-
eties of proper smooth varieties over a general base field, and study their polarizations. In Subsection
2.2, we generalize the construction of Picard motives using not necessarily ample divisors as cutting
divisors.

Let k be a field. We work in the category Sch/k.

2.1. Albanese variety and its polarization.

Definition 2.1. Consider schemes X,Y ∈ Sch/k of finite type.
(1) We denote by ∇X the smallest open and closed subscheme of X ×X containing the diagonal

∆X. For every morphism u : Y → X, u× u restricts to a morphism ∇u : ∇Y → ∇X.
(2) We say that a field k′ over k splits X if every connected component of Xk′ is geometrically

connected. For such k′, we regard π0(Xk′) as a scheme in Sch/k′ , which induces a factorization of
morphisms Xk′ → π0(Xk′)→ Spec k′ in Sch/k′ . In particular, giving an element in X(π0(Xk′))
is equivalent to giving an element in Xi(k′) for every connected component Xi of Xk′ .

(3) Let f : ∇X → Y be a morphism. For every field k′ over k that splits X and every element
x ∈ X(π0(Xk′)), we denote by

fx : Xk′ → Yk′

the morphism such that its restriction to a connected component Xi is the restriction of fk′ to
Xi ×k′ (x ∩Xi) ' Xi.

The following proposition on the Albanese variety without rational base point is probably well-
known. Since we can not find a precise reference for it, we include a proof.

Proposition 2.2. Let X be a proper smooth scheme in Sch/k. Consider the functor AlbX on the
category of abelian varieties A over k such that AlbX(A) is the set of morphisms f : ∇X → A over k
such that ∆X is contained in f−10A. Then AlbX is corepresentable.

Proof. Let k′ be a separable closure of k. Then k′ splits X (Definition 2.1). Put X ′ := Xk′ . We first
consider the problem for X ′. Pick an element x ∈ X(π0(X ′)), which is possible as X ′ is smooth over
k′. By Serre’s construction [Ser59] of the Albanese variety (see [Wit08, Appendix A] for a version
over separably closed field), we have a morphism gx : X ′ → AlbX′ , universal among all morphisms
g : X ′ → A to an abelian variety A over k′ such that g(x) = 0A. Now it is easy to see that the
composite morphism

∇k′X ′
gx×gx−−−−→ AlbX′ ×k′ AlbX′

−−→ AlbX′
does not depend on the choice of x, and corepresents the functor AlbX′ . Here, ∇k′X ′ is defined
similarly as in Definition 2.1, but with the base field k′. As (∇X)k′ ' ∇k′X ′, the statement for X
then follows by Galois descent. �

Definition 2.3. Let X be a proper smooth scheme in Sch/k. The abelian variety that corepresents
the functor AlbX is called the Albanese variety of X, denoted by AlbX . The canonical morphism,
denoted by

αX : ∇X → AlbX ,
is called the Albanese morphism. For a morphism u : Y → X of proper smooth schemes over k, we
have the induced morphism Albu : AlbY → AlbX by the universal property, which satisfies Albu ◦αX =
αY ◦ ∇u.

Lemma 2.4. Suppose that k has characteristic zero. Then
(1) for every homomorphism τ : k → C, we have a canonical isomorphism H1

B,τ (AlbX ,Q) '
H1

B,τ (X,Q);
(2) for every prime `, we have a canonical isomorphism H1

ét((AlbX)kac ,Q`) ' H1
ét(Xkac ,Q`) of

Gal(kac/k)-modules.



FOURIER–JACOBI CYCLES AND ARITHMETIC RELATIVE TRACE FORMULA 15

Proof. For (1), we pick an element x ∈ X(π0(X ⊗k,τ C)), which induces a morphism

(αX)x : X ⊗k,τ C→ AlbX ⊗k,τC

from Definition 2.3 and Definition 2.1. By the property of complex Albanese varieties, the induced
map

(αX)∗x : H1
B,τ (Alb,Q)→ H1

B,τ (X,Q)
is an isomorphism; it is independent of the choice of x since translation acts trivially on H1

B,τ (Alb,Q).
For (2), we extend the morphism αX to α′X : X ×X → AlbX by letting X ×X \∇X map to 0AlbX .

By the Künneth formula, we have the map

(α′X)∗ : H1
ét((AlbX)kac ,Q`)→ H1

ét(Xkac ,Q`)⊗Q` H0
ét(Xkac ,Q`)

of Gal(kac/k)-modules. Taking cup product, we obtain a map

α′′X : H1
ét((AlbX)kac ,Q`)→ H1

ét(Xkac ,Q`)

of Gal(kac/k)-modules. It suffices to show that this is an isomorphism. Since k has characteristic 0,
by the Lefschetz principle and the comparison theorem for singular and étale cohomology, α′′X ⊗Q` C
via any embedding Q` ↪→ C is isomorphic to the canonical map in (1). Thus, (2) follows. �

Now we study polarizations of AlbX . Let k be an arbitrary field.

Proposition 2.5. Let X be a proper smooth scheme and A an abelian variety, both over k. For every
f ∈ AlbX(A) and every divisor D on X, there is a unique homomorphism

θf,D : A∨ → A

(over k) satisfying the following property: for every field k′ over k, every geometric point a of A∨(k′)
corresponding to a line bundle La on A′ := Ak′, and every element x ∈ X(π0(Xk′)), we have

θf,D(a) = ΣA′

(
c1(La).fx∗(DdimX−1)

)
,

where ΣA′ : CH0(A′) → A(k′) is the (classical) Albanese map for A′. Moreover, θf,D is symmetric,
depends only on the rational equivalence class of D, and satisfies θf,nD = [ndimX−1]A ◦ θf,D for n ∈ Z.

This is previously known when D is a hyperplane section. See, for example, [Mur90, Section 2].

Proof. The uniqueness is clear. Now we show the existence. We may assume that k is separably closed.
In fact, for every element x ∈ X(π0(X)), we are going to define a homomorphism θf,D,x satisfying the
requirement in the proposition. Then we will show that θf,D,x does not depend on the choice of x.
Therefore, by Galois descent, we conclude for the general field k.

We start from the construction of θf,D,x. Let P be the Poincaré line bundle on A∨ × A. Consider
the following diagram of projection homomorphisms

A∨ ×A∨ ×A
p12

ww
p13

��
p23

��

p3

&&
A∨ ×A∨ A∨ ×A A.

(2.1)

For every z ∈ CH1(A), put
Dz := p12∗(p∗13c1(P).p∗23c1(P).p∗3z),

which belongs to CH1(A∨ ×A∨). Then we put Lz := OA∨×A∨(Dz). We show
(1) Lz is symmetric, that is, Lz is invariant under the obvious involution of A∨ ×A∨;
(2) the restrictions of Lz to 0A∨ ×A∨ and A∨ × 0A∨ are both trivial;
(3) for every point a ∈ A∨(k), the restriction of Lz to a×A∨ corresponds to the point ΣA(c1(La).z)

under the canonical isomorphism A∨∨ ' A.
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Part (1) is straightforward from the definition. For (2), it suffices to show that the restricted line
bundle Lz | 0A∨ ×A∨ is trivial by (1). However, this is a special case of (3).

Now we show (3). We expand the previous commutative diagram (2.1) to the following one

A∨ ×A ' a×A∨ ×A
j //

q1

uu

A∨ ×A∨ ×A
p12

uu
p13

��
p23

��

p3

%%
A∨ ' a×A∨ i // A∨ ×A∨ A∨ ×A A

in which the parallelogram is Cartesian. By [Ful98, Proposition 1.7], we have
Lz | a×A∨ ' i∗Lz ' OA∨ (q1∗j

∗(p∗13c1(P).p∗23c1(P).p∗3z)) .(2.2)

We put q2 := p3 ◦ j : A∨ ×A→ A which is simply the projection to the second factor. Since j∗p∗13P is
isomorphic to q∗2La, we have

(2.2) ' OA∨ (q1∗(q∗2c1(La).c1(P).q∗2z)) ' OA∨ (q1∗(c1(P).q∗2(c1(La).z))) .
It remains to show that the line bundle L′ on A∨ corresponding to the point ΣA(c1(La).z) is
OA∨ (q1∗(c1(P).q∗2(c1(La).z))). Choose a representative

∑
imiai of the 0-cycle c1(La).z; it has de-

gree zero since La is algebraically equivalent to zero. Then we have

L′ '
⊗
i

L⊗miai ,

where Lai is the line bundle on A∨ corresponding to ai which, by the property of the Poincaré bundle,
is isomorphic to OA∨(q1∗(c1(P).q∗2ai)). Thus, we have

L′ '
⊗
i

OA∨(q1∗(c1(P).q∗2ai))⊗mi ' OA∨ (q1∗(c1(P).q∗2(c1(La).z))) ;

and (3) is proved.
By (1) and (2), the line bundle Lz induces a symmetric homomorphism θz : A∨ → A. Now taking

z = fx∗D
dimX−1, we obtain a symmetric homomorphism θf,D,x : A∨ → A satisfying the requirement

in the proposition. To construct θf,D, it suffices to show that θf,D,x = θf,D,y for any other choice of y.
This amounts to showing that

ΣA

(
c1(La).fx∗(DdimX−1)

)
= ΣA

(
c1(La).fy∗(DdimX−1)

)
.(2.3)

Put b := fx(y) ∈ A(k). Then we have fy = tb ◦ fx, where tb is the translation morphism on A by b.
Since La is algebraically equivalent to zero, c1(La).fy∗(DdimX−1) is a degree zero divisor. Thus, we
have

ΣA

(
c1(La).fy∗(DdimX−1)

)
= ΣA

(
t−b∗c1(La).fx∗(DdimX−1)

)
.

Again, since La is algebraically equivalent to zero, we have t−b∗c1(La) = c1(La) ∈ CH1(A). Thus,
(2.3) follows.

The last assertion of the proposition is already clear. �

In the case where (A, f) = (AlbX , αX), we will simply write
θX,D := θαX ,D : Alb∨X → AlbX .

Remark 2.6. If dimX = 1, then θX,D is the canonical polarization of AlbX (which is simply the
Jacobian of X), hence is an isomorphism and is independent of D.

We have the following result on the functoriality of θX,D.

Proposition 2.7. Let u : Y → X be a generically finite dominant morphism of proper smooth schemes
over k. Let D be a divisor on X. Then we have

[deg u]AlbX ◦ θX,D = Albu ◦θY,u∗D ◦Alb∨u .
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Here, deg u is regarded as a function on π0(X) whose value on a connected component of X is
the total degree of u over it; and if we write X =

∐
Xi, then [deg u]AlbX is the endomorphism∏

i[(deg u)(Xi)]AlbXi on AlbX '
∏
i AlbXi.

Proof. We may assume that k is algebraically closed and that both X and Y are connected. Put
d := dimX = dim Y . Take points a ∈ Alb∨X(k) and y ∈ Y (k). Put b := Alb∨u(a) ∈ Alb∨Y (k)
and x := u(y) ∈ X(k). Put f := αX,x : X → AlbX and g := αY,y : Y → AlbY for short. By the
functoriality of Albanese morphisms, the following diagram

Y
g //

u

��

AlbY
Albu

��
X

f // AlbX
commutes. To prove the proposition, it suffices to show that

[deg u]AlbX (θX,D(a)) = Albu(θY,u∗D(b)).(2.4)

By Proposition 2.5 and the projection formula [Ful98, Example 8.1.7], the left-hand side of (2.4) equals

[deg u]AlbX

(
ΣAlbX

(
c1(La).f∗(Dd−1)

))
= ΣAlbX

(
deg u · f∗

(
f∗c1(La).Dd−1

))
.(2.5)

Again by the projection formula, we have

deg u · f∗c1(La).Dd−1 = f∗c1(La).u∗(u∗Dd−1).

Repeatedly applying the projection formula, we have

(2.5) = ΣAlbX

(
f∗
(
f∗c1(La).u∗(u∗Dd−1)

))
= ΣAlbX

(
f∗
(
u∗
(
u∗f∗c1(La).(u∗D)d−1

)))
= ΣAlbX

(
Albu∗ g∗

(
g∗Alb∗u c1(La).(u∗D)d−1

))
= Albu

(
ΣAlbY

(
g∗
(
g∗c1(Lb).(u∗D)d−1

)))
= Albu

(
ΣAlbY

(
c1(Lb).g∗(u∗D)d−1

))
= Albu(θY,u∗D(b)).

The proposition follows. �

Definition 2.8. We say that a divisor D on a proper smooth scheme X over k is almost ample if there
exists m ∈ Z>0 such that |mD| is base point free and that the induced morphism φmD : X → P(|mD|)
is a generically finite morphism onto its image.

Proposition 2.9. Suppose that k has characteristic zero. Let X be a proper smooth scheme in
Sch/k and D a divisor on X such that D is almost ample. Then the symmetric homomorphism
θX,D : Alb∨X → AlbX is a polarization.

Proof. Since k has characteristic zero, by the Lefschetz principle, we may assume that k is embeddable
into C. To check whether θX,D is a polarization, we may assume k = C and that X is connected.
Since D is almost ample, by replacing D by mD for some m ∈ Z>0, we may assume that |D| is base
point free and that the induced morphism φD : X → P(|D|) is a generically finite morphism onto its
image.

Put A := AlbX , d := dimX, and h := dimA for short. We choose a point x ∈ X(C), and put
f := αX,x : X → A. We have canonical isomorphisms

A∨(C) ' H1(A,OA)/H1(A,Z), A(C) ' Hh(A,Ωh−1
A )/H2h−1(A,Z)
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of complex manifolds. From the construction, the following diagram

H1(A,OA)
∧f∗c1(D)d−1

//

��

Hh(A,Ωh−1
A )

��
H1(A,OA)/H1(A,Z)

θX,D // Hh(A,Ωh−1
A )/H2h−1(A,Z)

commutes, where the vertical arrows are quotient maps. Here, c1(D) is regarded as the Chern class in
H1(X,ΩX). Then the symmetric homomorphism θX,D is a polarization if and only if for every nonzero
∂-closed smooth (0, 1)-form ω on A, we have∫

A(C)
ω ∧ ω ∧ f∗c1(D)d−1 > 0.

By the property that D satisfies, we may find a smooth hermitian metric ‖ ‖D on OX(D) such that
its Chern (1, 1)-form c1(‖ ‖D) is semi-positive on X(C) and strictly positive on a Zariski dense open
subset. Therefore, ∫

A(C)
ω ∧ ω ∧ f∗c1(D)d−1 =

∫
X(C)

f∗ω ∧ f∗ω ∧ c1(D)d−1

=
∫
X(C)

f∗ω ∧ f∗ω ∧ c1(‖ ‖D)d−1 > 0.

The proposition follows. �

Remark 2.10. There is a byproduct in proof of Proposition 2.9: For an almost ample divisor D on
a proper smooth scheme X over a field k of characteristic zero, the degree of the top intersection
degDdimX is strictly positive on every irreducible component of X.
Remark 2.11. We are curious whether one can find an algebraic proof of Proposition 2.9, and whether
the proposition holds for an arbitrary field k or a weaker condition onD. Note that ifD is a hyperplane,
then it is previously known that θX,D is an isogeny for an arbitrary field k.
2.2. Picard motives via almost ample divisors. Let k be a field of characteristic zero. Let X be
a proper smooth scheme in Sch/k of pure dimension d > 1. For every almost ample divisor D on X,
we now define a correspondence eX,D ∈ CHd(X ×X)Q such that the induced endomorphism

cl∗dR(eX,D) :
2d⊕
i=0

Hi
dR(X/k)→

2d⊕
i=0

Hi
dR(X/k)

on the de Rham cohomology of X is the projection onto H1
dR(X/k). In particular, when X is projective,

(X, eX,D) is a Grothendieck motive, which is a Picard motive for X. The construction generalizes the
one in [Mur90, Section 3]. We use such construction only in Subsection 3.3 when the Shimura variety
is a non-proper surface; so the readers may choose to skip this subsection for now.

Let θ := θX,D : Alb∨X → AlbX be the polarization obtained from Proposition 2.9. Let ϑ : AlbX →
Alb∨X be an isogeny such that θ ◦ ϑ = [n]AlbX for some integer n > 1. We obtain a morphism

β := (ϑ ◦ αX)× αX : ∇X ×∇X → Alb∨X ×AlbX .
Let P be the Poincaré line bundle on the target. We put

EX,D := p24∗
(
β∗c1(P).(Dd ×X ×Dd ×Dd−1)

)
∈ CHd(X ×X)Q,

where the intersection is taken in X ×X ×X ×X, and

eX,D := 1
n(degDd)2EX,D ∈ CHd(X ×X)Q,

where degDd is understood as a function on π0(X). We leave the readers an easy exercise to show
that eX,D does not depend on the choice of ϑ.
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Proposition 2.12. Let X be a proper smooth scheme in Sch/k of pure dimension d > 1, and D an
almost ample divisor on X.

(1) The map cl∗dR(eX,D) coincides with the projection to H1
dR(X/k).

(2) Let u : Y → X be a generically finite dominant morphism of proper smooth schemes over k.
Then u∗D is an almost ample divisor on Y , and we have

(idY × u)∗eY,u∗D = (u× idX)∗eX,D
in CHd(Y ×X)Q.

Proof. For both assertions, we may assume that k is algebraically closed and X is connected.
For (1), recall that for every x ∈ X(k), we have the induced morphism (αX)x : X → AlbX by

restriction. Now take two arbitrary points x, x∨ ∈ X(k). We have the induced morphism
(ϑ ◦ (αX)x∨)× (αX)x : X ×X → Alb∨X ×AlbX .

Put E := ((ϑ ◦ (αX)x∨) × (αX)x)∗c1(P).(X × Dd−1) ∈ CHd(X × X)Q. It suffices to show that the
induced map cl∗dR(E) on the de Rham cohomology of X is the projection onto H1

dR(X/k) multiplied
by n.

As cldR(c1(P)) ∈ H1
dR(Alb∨X /k) ⊗k H1

dR(AlbX /k), we have cldR(E) ∈ H1
dR(X/k) ⊗k H2d−1

dR (X/k),
which implies that cl∗dR(E) | Hi

dR(X/k) = 0 unless i = 1. It remains to show that cl∗dR(E) acts on
H1

dR(X/k) via the multiplication by n. By Lemma 2.4 and the comparison theorem, it suffices to show
that the correspondence

(ϑ× idAlbX )∗c1(P).(AlbX ×(αX)x∗Dd−1) ∈ CHh(AlbX ×AlbX)Q
induces the multiplication by n on H1

dR(AlbX /k), where h is the dimension of AlbX . This in turn is
equivalent to that the correspondence

(θ × idAlbX )∗(ϑ× idAlbX )∗c1(P).(Alb∨X ×(αX)x∗Dd−1) ∈ CHh(Alb∨X ×AlbX)Q
induces the map n · θ∗ : H1

dR(AlbX /k) → H1
dR(Alb∨X /k). However, we have θ ◦ ϑ = [n]AlbX , which

implies ϑ ◦ θ = [n]Alb∨X , hence

(θ × idAlbX )∗(ϑ× idAlbX )∗c1(P) = ([n]Alb∨X × idAlbX )∗c1(P) = n · c1(P).

On the other hand, the construction of θ in Proposition 2.5 implies that the correspondence
c1(P).(Alb∨X ×(αX)x∗Dd−1) exactly induces the restriction θ∗ : H1

dR(AlbX /k)→ H1
dR(Alb∨X /k). Thus,

(1) is proved.
For (2), the assertion that u∗D is almost ample follows directly from Definition 2.8. For the rest,

we may assume that k(Y )/k(X) is Galois. In fact, by the resolution of singularity, we can always find
another generically finite dominant morphism of connected proper smooth schemes v : Z → Y such
that k(Z)/k(X) is Galois. Now if (2) holds for v and u ◦ v, then it holds for u. Thus, we may assume
that k(Y )/k(X) is Galois with the Galois group Γ.

Choose two arbitrary points y, y∨ ∈ Y (k), and put x := u(y) and x∨ := u(y∨). Put
βX := (αX)x∨ × (αX)x : X ×X → AlbX ×AlbX ,

and similarly for βY . We choose a homomorphism ϑX : AlbX → Alb∨X (resp. ϑY : AlbY → Alb∨Y ) such
that θX,D ◦ ϑX = [nX ]AlbX (resp. θY,u∗D ◦ ϑY = [nY ]AlbY ). Put

EX := β∗X(idAlbX × ϑX)∗c1(PX).(X ×Dd−1),
EY := β∗Y (idAlbY × ϑY )∗c1(PY ).(Y × u∗Dd−1),

where PX (resp. PY ) is the Poincaré line bundle on AlbX ×Alb∨X (resp. AlbY ×Alb∨Y ). Then the
formula in (2) follows from the symmetry of Poincaré bundles, and the identity

(idY × u)∗EY = nY
nX
· (u× idX)∗EX
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in CHd(Y ×X)Q. By the projection formula, this in turn follows from

(idY × u)∗β∗Y (idAlbY × ϑY )∗c1(PY ) = nY
nX
· (u× idX)∗β∗X(ϑX × idAlbX )∗c1(PX).(2.6)

Consider the following diagram

Y × Y
βY //

idY ×u
��

AlbY ×AlbY
idAlbY ×ϑY //

idAlbY ×Albu
��

AlbY ×Alb∨Y

Y ×X
β //

u×idX
��

AlbY ×AlbX
idAlbY ×ϑX //

Albu×idAlbX
��

AlbY ×Alb∨X

idAlbY ×Alb∨u

OO

Albu×idAlb∨
X

��
X ×X

βX // AlbX ×AlbX
idAlbX×ϑX // AlbX ×Alb∨X

where β := (αY )y × (αX)x∨ . Note that squares involving the dash arrow do not necessarily commute.
By the isomorphism (Albu×idAlb∨X )∗PX ' (idAlbY ×Alb∨u)∗PY , (2.6) is equivalent to

(idY × u)∗β∗Y (idAlbY × ϑY )∗c1(PY ) = nY
nX
· β∗(idAlbY × ϑX)∗(idAlbY ×Alb∨u)∗c1(PY ).(2.7)

By the projection formula, (2.7) is equivalent to that

deg u · nX · (idAlbY × ϑY )∗c1(PY )− nY · (idAlbY × (Alb∨u ◦ϑX ◦Albu))∗c1(PY )

is contained in the kernel of (idY × u)∗ ◦ β∗Y . Now the Galois group Γ acts on AlbY via the ho-
momorphisms γ : AlbY → AlbY for γ ∈ Γ. We have a similar action on Alb∨Y by duality, and the
homomorphism ϑY is Γ-equivariant since the divisor u∗D is Γ-invariant. For a line bundle L on
AlbY ×AlbY , we have the trace line bundle

LΓ :=
⊗
γ∈Γ

(idAlbY × γ)∗L.

Moreover, if LΓ is torsion, then c1(L) is in the kernel of (idY × u)∗ ◦ β∗Y . We define similarly LΓ for
line bundles L on AlbY ×Alb∨Y .

In all, (2.7) will follow from the following claim: For P := PY on AlbY ×Alb∨Y , the line bundle

(idAlbY × ϑY )∗P⊗nXΓ ⊗ (idAlbY × (Alb∨u ◦ϑX ◦Albu))∗P⊗−nY

is torsion. An easy diagram chasing implies that the claim will follow if we can show that the two
homomorphisms

Alb∨u ◦ϑX ◦Albu ◦[nY ]AlbY ,
∑
γ∈Γ

γ∨ ◦ ϑY ◦ [nX ]AlbY(2.8)

from AlbY to Alb∨Y coincide. However, this can be checked on the level of k-points as the base field is
algebraically closed of characteristic zero. Then we have a homomorphism u∗ : Alb∨Y (k) → Alb∨X(k)
induced by pushforward of divisors along u : Y → X as we have Alb∨X ' Pic0

X and Alb∨Y ' Pic0
Y . By

the definition of pushforward, the diagram

Alb∨X(k)
Alb∨u

%%
Alb∨Y (k)

u∗

99∑
γ∈Γ γ

∨

// Alb∨Y (k)



FOURIER–JACOBI CYCLES AND ARITHMETIC RELATIVE TRACE FORMULA 21

commutes; and by the projection formula, the diagram

Alb∨Y (k)
θY,u∗D //

u∗
��

AlbY (k)

Albu
��

Alb∨X(k)
θX,D // AlbX(k)

commutes as well. The two diagrams imply the coincidence of the two homomorphisms in (2.8). Thus,
the claim hence (2) follow. �

3. Algebraic cycles and height pairings

In this section, we make some preparation for algebraic cycles and height pairings for general vari-
eties. In Subsection 3.1, we review the notion of algebraic cycles and correspondences. In Subsection
3.2, we review the construction of the Beilinson–Bloch height pairing and introduce our variant –
the Beilinson–Bloch–Poincaré height pairing. In Subsection 3.3, we discuss the construction of some
Künneth–Chow projectors for curves and surfaces, which will be used in the modified diagonal ∆3

zXK

later.
Let k be a field of characteristic zero. We work in the category Sch/k.

3.1. Cycles and correspondences. Consider a proper smooth scheme X ∈ Sch/k of pure dimension
d. Let Zi(X) (resp. CHi(X)) be the abelian group of algebraic cycles (resp. Chow cycles) on X of
codimension i, with a natural surjective map Zi(X) → CHi(X). For example, we have the diagonal
cycle

∆rX ∈ Z(r−1)d(Xr)
for r > 1 as the image of the diagonal morphism ∆r : X → Xr. We write ∆X for ∆2X for simplicity.

We have the de Rham cycle class map

cldR : CHi(X)Q → H2i
dR(X/k),

whose kernel we denote by CHi(X)0
Q. By various comparison theorems, CHi(X)0

Q coincides with the
kernel of the Betti cycle class map

clB,τ : CHi(X)Q → H2i
B,τ (X,Q)

for every embedding τ : k ↪→ C, and the `-adic cycle class map

cl` : CHi(X)Q → H2i
ét(Xkac ,Q`(i))

for every rational prime `. Moreover, by the Hochschild–Serre spectral sequence, we obtain the `-adic
Abel–Jacobi map

AJ` : CHi(X)0
Q → H1(k,H2i−1

ét (Xkac ,Q`(i))).

Definition 3.1. We put CHi(X)1
Q :=

⋂
` ker AJ` as a subspace of CHi(X)0

Q, where the intersection is
taken over all rational primes `p, and

CHi(X)0
R := CHi(X)0

Q ⊗Q R, CHi(X)\R := (CHi(X)0
Q/CHi(X)1

Q)⊗Q R

for every ring R containing Q. We call elements in CHi(X)\R natural cycles (of codimension i).

Remark 3.2. In [Bĕı87], Beilinson conjectures that ker AJ` = {0} for every rational prime ` if k is a
number field and X is projective, which implies CHi(X)0

R = CHi(X)\R.

We introduce the following definition, which will be used in Section 5.
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Definition 3.3. We say that a formal series
∑
j cjZj with cj ∈ C and Zj ∈ Zi(X) is Chow convergent

if the image of {Zj}j in CHi(X)C generates a finite dimensional subspace, and the induced formal
series in this finite dimensional space is absolutely convergent. We denote by CZi(X) the set of Chow
convergent formal series in Zi(X), which is a complex vector space and admits a natural complex
linear map CZi(X)→ CHi(X)C.

Now we recall the notation of correspondences. A (Chow self-)correspondence of X is an element
z ∈ CHd(X ×X). It induces a graded map

z∗ :
d⊕
i=0

CHi(X)→
d⊕
i=0

CHi(X)

sending α to p1∗(z.p∗2α), where pi : X × X → X is the projection to the i-th factor, a convention
recalled from Subsection 1.7. On the level of various cohomology, it induces graded maps

cl∗dR(z) :
2d⊕
i=0

Hi
dR(X/k)→

2d⊕
i=0

Hi
dR(X/k),

cl∗B,τ (z) :
2d⊕
i=0

Hi
B,τ (X,Q)→

2d⊕
i=0

Hi
B,τ (X,Q),

and

cl∗` (z) :
2d⊕
i=0

Hi
ét(Xkac ,Q`(j))→

2d⊕
i=0

Hi
ét(Xkac ,Q`(j))

for every prime rational ` and j ∈ Z. They are compatible with each other under various comparison
theorems and cycle class maps. When we regard the diagonal ∆X ⊆ X ×X as a correspondence, we
usually write it as idX .

3.2. Beilinson–Bloch–Poincaré height pairing. We review the theory of height pairing between
cycles of Beilinson and Bloch. Now suppose that k is a number field. Consider a projective smooth
scheme X ∈ Sch/k of pure dimension d. Beilinson [Bĕı87] and Bloch [Blo84] have defined, via two
approaches, a bilinear pairing

〈 , 〉BB
X : CHi(X)0

Q × CHd+1−i(X)0
Q → C.

However, both approaches relies on some hypotheses that are still unknown even today.
We review briefly Beilinson’s construction: For z1 ∈ CHi(X)0

Q and z2 ∈ CHd+1−i(X)0
Q, we choose

their representatives Z1 ∈ Zi(X)Q and Z2 ∈ Zd+1−i(X)Q that have disjoint support. For every place
v of k, there is a local index 〈Z1, Z2〉Xv on Xv := Xkv . For v archimedean, this is defined in [Bĕı87,
Section 3] via the potential theory on Kähler manifolds; it is unconditional. For v nonarchimedean
such that Xv has good reduction, this is defined via intersection theory on an arbitrary smooth model
of Xv over Okv . For v nonarchimedean in general, the definition of 〈Z1, Z2〉Xv is conditional: Choose
a rational prime ` not underlying v and an isomorphism ι` : C ∼−→ Qac

` such that H2i
ét(Xkac

v
,Q`) satisfies

the weight-monodromy conjecture, which implies that the cycle class of Z1 in the absolute étale
cohomology H2i

ét(Xv,Q`(i)) vanishes (same for Z2). Then one can define 〈Z1, Z2〉Xv as a “link pairing”
valued in Q` followed by the map ι−1

` . See [Bĕı87, Section 2.1] for more details. We then define

〈Z1, Z2〉BB
X :=

∑
v

r(v) · 〈Z1, Z2〉Xv ,(3.1)

where the sum is taken over all places v of k, and r(v) equals 1, 2, and log qv when v is real, complex,
and nonarchimedean (with qv the residue cardinality of kv), respectively.

For every intermediate ring Q ⊆ R ⊆ C, we obtain a pairing
〈 , 〉BB

X : CHi(X)0
R × CHd+1−i(X)0

R → C
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via R-bilinear extension. Beilinson conjectures that the pairing 〈 , 〉BB
X is independent of ` and the

isomorphism ι`.

Remark 3.4. As we have mentioned, if Xv satisfies the weight-monodromy conjecture for every nonar-
chimedean place v of k (for example, when X is a product of curves, surfaces, or abelian varieties),
then the Beilinson–Bloch height pairing 〈 , 〉BB

X is unconditionally defined (but may a priori depend
on the choices of ` and ι`). When X is a curve, the Beilinson–Bloch height pairing coincides with the
Néron–Tate height pairing up to −1. When X is an abelian variety, the Beilinson–Bloch height pairing
coincides with the pairing defined in [Kün01]. In particular, in these two cases, the independence of `
and ι` is known.

Lemma 3.5. Suppose that the Beilinson–Bloch height pairing is defined for X. Take Z ∈ CH1(X)0
R

for some intermediate ring Q ⊆ R ⊆ C. Then we have

〈Z1, Z.Z2〉BB
X = 0

for every Z1 ∈ CHi(X)0
R and Z2 ∈ CHd−i(X)0

R.

Proof. We fix an embedding k ↪→ C. Since Z is homologically trivial, it is algebraically equivalent
to zero; so is Z.Z2. By [Bĕı87, Lemma 4.0.7], it suffices to show that the image of Z.Z2 under the
complex Abel–Jacobi map CHd−i+1(X)0

R → Jd−i+1(XC)R is zero, where Jd−i+1(XC) is the (d−i+1)-th
intermediate Jacobian of XC (as an abelian group). We replace Z and Z2 by their representatives in
Z1(X)R and Zd−i(X)R with proper intersection. Since Z2 is homologically trivial, we may choose a
(singular) chain CZ2 of (real) dimension 2i+ 1 with boundary Z2. Then Z.CZ2 is a chain of dimension
2i− 1 with boundary Z.Z2. It suffices to show that∫

Z.CZ2

ω = 0

for every closed differential form ω whose class belongs to the Hodge filtration Fili H2i−1
B (X,C). Since

(the underlying cycle of) Z is homologous to zero, we can take a (1, 0)-form η such that dη is the class
represented by Z by the ∂∂-lemma from Hodge theory. Thus,∫

Z.CZ2

ω =
∫
CZ2

dη ∧ ω =
∫
CZ2

d(η ∧ ω) =
∫
Z2
η ∧ ω = 0,

in which the last equality follows as we may take a representative of ω as a sum of (p, 2i−1−p)-forms
with p > i. The lemma follows. �

Recall that if A is an abelian variety over k of dimension h > 1, and Q ⊆ R ⊆ C is an immediate
ring, then we also have the Néron–Tate (bilinear) height pairing

〈 , 〉NT
A : A(k)R ×A∨(k)R → C.

Composing with the Albanese maps CHh(A)0
R → A(k)R and CHh(A∨)0

R → A∨(k)R, we may regard
the above pairing as a map

〈 , 〉NT
A : CHh(A)0

R × CHh(A∨)0
R → C.(3.2)

Remark 3.6. The Néron–Tate height pairing (3.2) is related to the Beilinson–Bloch height pairing via
the following commutative diagram:

CHh(A)0
R × CH1(A)0

R

��

〈 , 〉BB
A // C

CHh(A)0
R × CHh(A∨)0

R

−〈 , 〉NT
A // C

in which CH1(A)0
R → CHh(A∨)0

R is the tautological map.
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Now we will combine the Beilinson–Bloch height pairing on X and the Néron–Tate height pairing
on A to give a height pairing

〈 , 〉BBP
X,A : CHh+i(X ×A)0

R × CHh+d−i(X ×A∨)0
R → C

using the Poincaré bundle, for every intermediate ring Q ⊆ R ⊆ C. The process is easy: Let P be the
Poincaré line bundle on A×A∨. We have projection morphisms

p12 : X ×A×A∨ → X ×A, p13 : X ×A×A∨ → X ×A∨,
and recall the Fourier–Mukai transform

℘ : CHh+d−i(X ×A∨)0
R → CHd+1−i(X ×A)0

R

sending z to p12∗((X × c1(P)).p∗13z). We then define
〈z1, z2〉BBP

X,A := 〈z1, ℘(z2)〉BB
X×A.

Definition 3.7. We call 〈 , 〉BBP
X,A the Beilinson–Bloch–Poincaré height pairing for (X,A).

Remark 3.8. The Beilinson–Bloch–Poincaré height pairing is unconditionally defined if Xv satisfies
the weight-monodromy conjecture for every nonarchimedean place v of k (but may a priori depend
on the choices of ` and ι`). When X = Spec k (resp. h = 1, that is, A is an elliptic curve, hence is
canonically isomorphic to A∨), the Beilinson–Bloch–Poincaré height pairing for (X,A) reduces to the
Néron–Tate height pairing (3.2) for A up to −1 (resp. the Beilinson–Bloch height pairing for X ×A).

Remark 3.9. The Beilinson–Bloch–Poincaré height pairing can be defined more generally for an abelian
scheme A of relative dimension h > 1 over X as a pairing

〈 , 〉BBP
A : CHh+i(A)0

R × CHh+d−i(A∨)0
R → C

such that 〈z1, z2〉BBP
A = 〈z1, p1∗(c1(P).p∗2z2)〉BB

A , where p1 : A×X A∨ → A and p2 : A×X A∨ → A∨ are
projection morphisms, and P is the relative Poincaré bundle on A×X A∨.

3.3. Künneth–Chow projectors. In this subsection, we will construct some Künneth–Chow pro-
jectors, which will be used in Subsection 4.4. The readers may skip it at this moment.

Consider a proper smooth scheme X ∈ Sch/k of pure dimension d. Put

Heven
dR (X/k) :=

⊕
i even

Hi
dR(X/k), Hodd

dR (X/k) :=
⊕
i odd

Hi
dR(X/k).

Definition 3.10. We say that a correspondence z ∈ CHd(X ×X)Q is an even (resp. odd) projector if
the map cl∗dR(z) is the projection map to Heven

dR (X/k) (resp. Hodd
dR (X/k)).

We introduce the following convention: for a zero cycle D on X, we regard its degree degD as a
function on π0(X).

Lemma 3.11. We have
(1) Suppose that d = 1. Let D ∈ CH1(X)Q be a cycle such that degD is nonzero on every connected

component of X. Then

zX,D := ∆X − 1
degD (X ×D +D ×X)

is an odd projector for X.
(2) Suppose that d = 2. Let D ∈ CH1(X)Q be a cycle that is an almost ample divisor (Definition

2.8). Then
zX,D := eX,D + et

X,D

is an odd projector for X, where eX,D is the correspondence in Proposition 2.12 and et
X,D is

its transpose.

Proof. Part (1) is obvious. Part (2) follows from Proposition 2.12(1). �
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Lemma 3.12. Let z be an odd projector for X. Then
(1) the image of the induced map z∗ : CHi(X)Q → CHi(X)Q is contained in CHi(X)0

Q;
(2) the cycle
z × z × z + z × (∆X − z)× (∆X − z) + (∆X − z)× z × (∆X − z) + (∆X − z)× (∆X − z)× z

is an odd projector for X ×X ×X.

Proof. For (1), since cldR(Im z∗) ⊆ Im(cl∗dR(z)) = Hodd
dR (X/k), we know that the image of z∗ is con-

tained in CHi(X)0
Q.

For (2), note that if z is an odd projector, then ∆X− z is an even projector. Thus, (2) follows from
the Künneth decomposition for the algebraic de Rham cohomology. �

Definition 3.13. Let z be an odd projector for X. We define
pr[3]
z : CHi(X ×X ×X)Q → CHi(X ×X ×X)0

Q

to be the map induced by the odd projector for X ×X ×X as in Lemma 3.12(2).

4. Fourier–Jacobi cycles and derivative of L-functions

In this section, we construct Fourier–Jacobi cycles and state our main conjectures. In Subsection
4.1, we construct the category of CM data for a conjugate symplectic automorphic character µ of
weight one. In Subsection 4.2, we introduce our Shimura varieties and study their Albanese varieties.
In Subsection 4.3, we construct Fourier–Jacobi cycles and show that they are homologically trivial.
In Subsection 4.4, we propose various versions of the arithmetic Gan–Gross–Prasad conjecture for
U(n)×U(n).

Let F be a totally real number field of degree d > 1, and E/F a totally imaginary quadratic
extension. We denote by

• c the nontrivial Galois involution of E over F ,
• E− the subgroup of E consisting of e satisfying e + ec = 0, and E1 the subgroup of E×
consisting of e satisfying eec = 1,
• by µE/F : F×\A×F → C× the quadratic character associated to E/F via the global class field
theory,
• Ev the base change E ⊗F Fv for every place v of F ,
• ΦF the set of real embeddings of F , ΦE the set of complex embeddings of E, and π : ΦE → ΦF

the projection map given by restriction.
Recall that a CM type (of E) is a subset Φ of ΦE such that π induces a bijection from Φ to ΦF .

In this section, we work in the category Sch/E .

4.1. Motives for CM characters. In this subsection, we generalize some constructions in [Den89,
Section 2].

Definition 4.1. We say that an automorphic character µ : E×\A×E → C× is conjugate self-dual if µ is
trivial on NAE/AF

A×E . We say that µ is conjugate orthogonal (resp. conjugate symplectic) if µ|A×F = 1
(resp. µ |A×F = µE/F ).

Remark 4.2. A conjugate self-dual automorphic character is necessarily strictly unitary (Definition
B.2). It is either conjugate orthogonal or conjugate symplectic, but not both.

For a conjugate symplectic (resp. conjugate orthogonal) automorphic character µ, there exist a CM
type Φµ and a unique tuple wµ = (wτ )τ∈ΦF of odd (resp. even) nonnegative integers such that for every
τ ∈ ΦF , the component µτ : (E ⊗F,τ R)× → C× is the character

z 7→ arg(z)−wτ ,

where we have identified (E⊗F,τ R)× with C× via the unique element τ ′ ∈ Φµ above τ . If wµ does not
contain 0, then Φµ is also unique. In what follows, we put µc := µ ◦ c.
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Definition 4.3. Let µ be a conjugate self-dual automorphic character.
(1) We call wµ the weight of µ. If wµ is a constant m, then we say that µ is of weight m.
(2) If wµ does not contain zero, then we call Φµ the CM type of µ. Furthermore, we denote by

M ′µ ⊆ C the reflex field of (E,Φµ), with the induced CM type Ψµ.

Now let µ be a conjugate symplectic automorphic character, which is not algebraic. We put

µalg := µ · | |−1/2
E ,

which is then algebraic. Denote by Mµ ⊆ C the subfield generated by values µalg(x) for x ∈ (A∞E )×,
which is a number field containing M ′µ.

Remark 4.4. It is clear that µc is conjugate symplectic of the same weight as µ. Moreover, we have
Mµc = Mµ, M ′µc = M ′µ, and that Ψµc is the opposite CM type of Ψµ.

Definition 4.5. Let µ be a conjugate symplectic automorphic character of weight one.
(1) We denote by η′µ : ResM ′µ/QGm → ResE/QGm the reciprocity map, and put

ηµ := η′µ ◦NMµ/M ′µ
: ResMµ/QGm → ResE/QGm.

(2) We define a CM data for µ to be a quadruple Dµ = (Aµ, iµ, λµ, rµ), in which
• Aµ is an abelian variety over E,
• iµ : Mµ → EndE(Aµ)Q is a CM structure such that

– for every x ∈ Mµ, the determinant of the action of iµ(x) on the E-vector space
LieE(Aµ) equals ηµ(x),

– the associated CM character of Aµ with respect to the inclusion Mµ ↪→ C coincides
with µalg,

• λµ : Aµ → A∨µ is a polarization satisfying λ ◦ iµ(x) = iµ(x)∨ ◦ λ for every x ∈Mµ,
• rµ : Mµ⊗QE → HdR

1 (Aµ/E) is an isomorphism of Mµ⊗QE-modules satisfying that there
exist an element β ∈ Mµ and an isomorphism c : HdR

2 dimAµ
(Aµ/E) → E of E-modules,

such that for every x, y ∈Mµ⊗QE, we have c(〈rµ(x), rµ(y)〉λ) = TrMµ⊗QE/E(xβy), where
〈 , 〉λ : HdR

1 (Aµ/E)×HdR
1 (Aµ/E)→ HdR

2 dimAµ
(Aµ/E) denotes the pairing induced by λ.

(3) We denote by A(µ) the category of CM data for µ, whose objects are CM data Dµ, and
morphisms from Dµ = (Aµ, iµ, λµ, rµ) to D′µ = (A′µ, i′µ, λ′µ, r′µ) are isogenies ϕ : Aµ → A′µ
satisfying ϕ ◦ iµ(x) = i′µ(x) ◦ ϕ for every x ∈Mµ, ϕ∨ ◦ λ′µ ◦ ϕ = cλµ for some element c ∈ Q×,
and r′µ = ϕ∗ ◦ rµ.

(4) From a CM data Dµ = (Aµ, iµ, λµ, rµ) for µ, we define another quadruple D∨µ = (A∨µ , i∨µ , λ∨µ , r∨µ )
in which (A∨µ , λ∨µ) is simply the dual of (Aµ, λµ), i∨µ is defined by the formula i∨µ(x) = iµ(x)∨
for x ∈Mµ, and r∨µ := (λµ)∗ ◦ rµ.

Proposition 4.6. Let µ be as in Definition 4.5.
(1) The category A(µ) is a nonempty and connected partially ordered set.
(2) The assignment sending Dµ to D∨µ induces an equivalence A(µ)op ∼−→ A(µc) of categories.

Proof. For (1), we first show that A(µ) is nonempty. Take a finite abelian extension E′/E such that
the character µalg′ := µalg ◦ NE′/E satisfies [Shi71, (1.12) & (1.13)] for (K ′,Φ′) = (E,Φµ), k = E′,
(K,Φ) = (M ′µ,Ψµ) with ∞1 the archimedean place of M ′µ induced by the inclusion M ′µ ↪→ C, and
a = OM ′µ . For example, we may take an open compact subgroup U of A∞E on which µ (hence µalg) is
trivial and take E′ to be the abelian extension corresponding to U via the global class field theory. By
Casselman’s theorem [Shi71, Theorem 6], we have a pair (A′, i′) where A′ is an abelian variety over
E′ and i′ : M ′µ → EndE′(A′)Q is a CM structure such that

• the determinant of the action of i′(x′) on the E′-vector space LieE′(A′) is η′µ(x′) for every
x′ ∈M ′µ,
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• the associated CM character of A′ with respect to the inclusion M ′µ ↪→ C coincides with µalg′.
By [Shi71, Lemma 1 & Lemma 2], A′ is simple, hence i′ is an isomorphism. The same argument
in [Den89, (2.1)] implies that there is an isogeny factor Aµ of the abelian variety ResE′/E A′ over E
together with a CM structure iµ : Mµ → EndE(Aµ)Q satisfying the conditions in the proposition. In
other words, we have obtained the part (Aµ, iµ) for a CM data for µ. By [Shi71, Theorem 5], we know
the existence of λµ. The existence of rµ is obvious. Thus, we obtain an object Dµ = (Aµ, iµ, λ, rµ) of
A(µ)

The connectedness of A(µ) also follows from [Shi71, Theorem 5]. Finally, the compatibility condition
r′µ = ϕ∗ ◦ rµ ensures that A(µ) is a partially ordered set.

Part (2) is clear from the definition. �

Remark 4.7. Let µ be as in Definition 4.5. Although we will not use in the main body of the article,
we propose the definition of the motive for µ, denoted by Lµ, as a Grothendieck motive. For a CM
data Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ), let h1(Aµ,Mµ) be the Picard motive of Aµ with coefficients in Mµ,
and h1(Dµ) the direct summand of h1(Aµ,Mµ) on which the induced action of Mµ via iµ coincides
with the underlying linear action of Mµ. The assignment Dµ 7→ h1(Dµ) is a functor from A(µ) to
the category of Grothendieck motives over E. We put Lµ := lim−→Dµ∈A(µ) h1(Dµ), which is of rank 1
with coefficients in Mµ. It follows from Proposition 4.6(1) that the canonical map Lµ → h1(Dµ) is an
isomorphism for every Dµ ∈ A(µ).

To end this subsection, we construct a certain canonical projector on Aµ, which will be used in
Subsection 4.3. Let µ be as in Definition 4.5. Denote by Iµ the set of all complex embeddings of
Mµ. We take a CM data Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ) for µ. For every element x ∈ Mµ such that
iµ(x) ∈ EndE(Aµ), we denote by 〈x〉 the correspondence

Aµ
iµ(x)←−−− Aµ

id−→ Aµ

of Aµ. In particular, 〈x〉∗ = iµ(x)∗. For every τ ′ : E ↪→ C and every integer 0 6 i 6 [Mµ : Q], we have
a canonical decomposition

H[Mµ:Q]−i
B,τ ′ (Aµ,C) =

⊕
I⊆Iµ,|I|=i

H[Mµ:Q]−i
B,τ ′ (Aµ,C)I ,

where H[Mµ:Q]−i
B,τ ′ (Aµ,C)I denotes the subspace on which cl∗B,τ ′(〈x〉) acts by

∏
ι∈I ι(x) for every x ∈Mµ

satisfying iµ(x) ∈ EndE(Aµ). Let TB,τ ′
µ be the endomorphism of

⊕
i Hi

B,τ ′(Aµ,C) such that
• the restriction TB,τ ′

µ |Hi
B,τ ′(Aµ,C) is zero if i 6= [Mµ : Q]− 1,

• the restriction TB,τ ′
µ | H[Mµ:Q]−1

B,τ ′ (Aµ,C) is the canonical projection to the direct summand
H[Mµ:Q]−1

B,τ ′ (Aµ,C)I1 , where I1 ⊆ Iµ is the subset consisting only of the inclusion Mµ ↪→ C.

Definition 4.8. Let I ⊆ Iµ be a subset.
(1) We say that x ∈Mµ is an I-generator if x generates the field Mµ with iµ(x) ∈ EndE(Aµ) such

that ∏
ι∈I

ι(x) 6=
∏
ι∈J

ι(x)

for every J ⊆ Iµ other than I.
(2) For an I-generator x, we put

Txµ :=
∏
J 6=I

〈x〉 −
∏
ι∈J ι(x)∏

ι∈I ι(x)−
∏
ι∈J ι(x) ∈ CH[Mµ:Q]/2(Aµ ×Aµ)C,

We now choose an I1-generator x. It is easy to see that Txµ lies in CH[Mµ:Q]/2(Aµ × Aµ)Mµ , and
moreover cl∗B,τ ′(Txµ) = TB,τ ′

µ . In particular, the numerical equivalence class of Txµ is independent of the
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choice of x, which we denote by Tnum
µ . Applying the main theorem of [O’S11]4 to Aµ × Aµ, we know

that Tnum
µ has a canonical lift in CH[Mµ:Q]/2(Aµ ×Aµ)Mµ , which we denote by Tcan

µ .

Definition 4.9. We call Tcan
µ ∈ CH[Mµ:Q]/2(Aµ ×Aµ)Mµ the canonical projector of Aµ.

Lemma 4.10. For every τ ′ : E ↪→ C, we have cl∗B,τ ′(Tcan
µ ) = TB,τ ′

µ .

Proof. By part (iii) of the main theorem of [O’S11], we know that Tcan
µ hence Tcan

µ − Txµ commute with
〈y〉 for all y ∈Mµ such that iµ(y) ∈ EndE(Aµ). Now we show that Tcan

µ − Txµ is homologically trivial.
If not, then there exist some 0 6 i 6 [Mµ : Q] and a set I ⊆ Iµ with |I| = [Mµ : Q]− i such that the
restriction cl∗B,τ ′(Tcan

µ − Txµ) |Hi
B,τ ′(A,C)I is the canonical embedding.

Now we take an Ic-generator y ∈ Mµ, where Ic := Iµ \ I. Then the cycle Tyµ (Definition 4.8) has
nonzero intersection number with Tcan

µ −Txµ. This contradicts with the fact that Tcan
µ −Txµ is numerically

trivial. Thus, the lemma follows. �

4.2. Albanese of unitary Shimura varieties. Let n > 2 be an integer. Let V be a totally definite
incoherent hermitian space over AE of rank n (Definition C.3). We distinguish between two cases:
Noncompact Case: d = 1, and either n > 3 or n = 2 and the hermitian space V⊗A Qp is isotropic

for every rational prime p.
Compact Case: if it is not in the Noncompact Case.

Let G := U(V) be the unitary group of V, which is a reductive group over AF . Let {Sh(V)K}K be
the projective system of Shimura varieties for V indexed by sufficiently small open compact subgroups
K of G(A∞F ) (Definition C.6). Every scheme Sh(V)K is smooth, quasi-projective, and of dimension
n − 1 over E; it is projective if and only if we are in the Compact Case. In all cases, we have the
compactified Shimura variety S̃h(V)K (Definition C.8). Put

XK := S̃h(V)K
for short. Then {XK}K is a projective system of smooth projective schemes in Sch/E of dimension
n − 1. For K ′ ⊆ K, we denote the transition morphism by uK′K : XK′ → XK , which is a generically
finite dominant morphism. Put X∞ := lim←−K XK .

We denote by AK the Albanese variety AlbXK of XK (Definition 2.3) for short, and by
αK := αXK : ∇XK → AK(4.1)

the Albanese morphism (see Definition 2.1 for the meaning of ∇). By functoriality, we obtain a
projective system {AK}K . Put

A∞ := lim←−
K

AK ,

which is an abelian group pro-object in Sch/E . Then the Hecke correspondences provide a homomor-
phism G(A∞F )→ AutE(A∞).

To study isogeny factors of AK , it suffices to study the L-function of H1
ét((AK)Eac ,Qac

` ) by Faltings’
isogeny theorem. We start from describing its Betti cohomology H1

B,τ ′(AK ,C). For every embedding
τ ′ : E → C, put

H1
B,τ ′(A∞,C) := lim−→

K

H1
B,τ ′(AK ,C),

which is an admissible representation of G(A∞F ). To study this representation, we need to recall the
oscillator representations of unitary groups.

Definition 4.11. An adèlic oscillator triple is a triple (µ, ε, χ) consisting of
• a conjugate symplectic automorphic character (Definition 4.1) µ = ⊗µv : E×\A×E → C× (whose
value is necessarily in C1),

4The author states the theorem with coefficients in Q. However, by [O’S11, Corollary 6.2.6], one may replace Q by
any field of characteristic zero, for example, Mµ.
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• a collection ε = (εv ∈ E−×v /NEv/Fv E
×
v )v for every nonarchimedean place v of F such that

εv ∈ O×Ev NEv/Fv E
×
v for all but finitely many v, and

• an automorphic character χ = ⊗χv : E1\(A∞E )1 → C× (whose value is necessarily in C1).
For an adèlic oscillator triple (µ, ε, χ), the local oscillator representation ω(µv, εv, χv) of G(Fv) intro-
duced in Subsection D.1 is unramified for all but finitely many v. Thus, it makes sense to define the
adèlic oscillator representation attached to (µ, ε, χ)

ω(µ, ε, χ) :=
⊗
v

′ω(µv, εv, χv),

which is an irreducible admissible representation of G(A∞F ).

Definition 4.12. In an adèlic oscillator triple (µ, ε, χ), we say that ε is µ-admissible if there exists
some e ∈ E×− such that

• εv = eNEv/Fv E
×
v for every nonarchimedean place v of F , and

• τ ′(e) has negative imaginary part for every τ ′ ∈ Φµ.
It is clear by Remark 4.4 that ε is µ-admissible if and only if −ε is µc-admissible.

Proposition 4.13. Suppose that n > 3. Then for every embedding τ ′ : E → C, there is an isomor-
phism

H1
B,τ ′(A∞,C) '

⊕
(µ,ε,χ)

ω(µ, ε, χ)

of C[G(A∞F )]-modules, where the direct sum is taken over all adèlic oscillator triples in which µ is of
weight one and ε is µ-admissible.

Proof. By Lemma 2.4, we have a canonical isomorphism
H1

B,τ ′(A∞,C) ' H1
B,τ ′(X∞,C) := lim−→

K

H1
B,τ ′(XK ,C)

of C[G(A∞F )]-modules. We regard E as a subfield of C via a fixed embedding τ ′ ∈ ΦE and put
τ := τ ′ | F . We choose a CM type Φ that contains τ ′. Take a hermitian space V that is τ -nearby to
V (Definition C.4). Put G := ResF/Q U(V) and h := h[V,Φ for short. Then by Propositions C.5 and
(C.2), we have an isomorphism

H1
B,τ ′(X∞,C) ' lim−→

K

H1
B(S̃h(G, h)K ,C)

of C[G(A∞F )]-modules. By [MR92, Lemma 1], for every K, there is a canonical isomorphism

H1
B(S̃h(G, h)K ,C) ' IH1(Sh(G, h)K ,C),

where the right-hand side is the complex analytic intersection cohomology of the Baily–Borel com-
pactification Sh(G, h)K of Sh(G, h)K . Combining (D.2) and (D.1), we have an isomorphism

H1
B,τ ′(A∞,C) '

⊕
π

mdisc(π) ·H1(g,KG;π∞)⊗ π∞

of C[G(A∞F )]-modules. We say that an irreducible admissible representation π of G(A) contributes
to the Albanese if mdisc(π) > 0 and H1(g,KG;π∞) 6= {0}. We determine all such π together with the
value mdisc(π). By the proof of [BMM16, Proposition 13.4] (with m = n, p = n− 1, q = 1, a+ b = 1),
we know that there exists a strictly unitary automorphic character (Definition B.2) µ : E×\A×E → C×
such that the partial L-function LS(s, π×µ) has a simple pole at s0 with s0 > n

2 where S is a finite set
of places of F containing all archimedean ones and such that for v 6∈ S, both πv and µv are unramified.5
We separate the discussion into two cases.

5Note that π is assumed to be cuspidal in the statement of [BMM16, Proposition 13.4]. However, this step works for
π discrete.
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Case 1. Suppose that π contributes to the Albanese and mcusp(π) > 0. Let Vπ be a cuspidal
realization of π (Definition B.1). By Corollary B.5, s0 is either n+1

2 or n
2 , not both. If s0 = n+1

2 , then
Theorem B.4 implies that ΘW

(µ,ν),V(Vπ) 6= {0}, where W is the zero skew-hermitian space. By Corollary
B.6(1), Vπ is a character, hence H1(g,KG;π∞) = {0}, which is a contradiction. Thus, we must have
s0 = n

2 . By Theorem B.4, we have a one-dimensional skew-hermitian space W such that ΘW
(µ,ν),V(Vπ)

and is cuspidal. By Corollary B.6(1), we have Vπ = Θ−W
(µ−1,ν−1)(πW). Note that the central character χ

of π satisfies χ∞ = 1. In other words, there is a unique element e ∈ E−×/NE/F E
× determined by W

such that π∞ ' ω(µ, εe, χ), where εe is the collection given by e.6 To determine π∞, we suppose that
ΦF = {τ1 = τ, τ2, . . . , τd} and Φ = {τ+

1 , . . . , τ
+
d } with π(τ+

i ) = τi. Using Φ, we obtain an isomorphism
GR ' U(n − 1, 1)R × U(n, 0)R × · · · × U(n, 0)R, and accordingly a decomposition π∞ = ⊗di=1π∞i.
Under the notation from Subsection D.1, we have π∞1 ' ωm1,±,1

n−1,1 and π∞i ' ωmi,±,1n,0 for i > 2, where
(m1, . . . ,md) is the weight of µ and the sign in the parameter is the sign of i−1τ+

i (e). By Lemma D.2,
we know that µ is of weight one and εe is µ-admissible. Moreover, H1(g,KG;π∞) is of dimension 1.
By Corollary B.6(3), we have mcusp(π) = 1.

Case 2. Suppose that π contributes to the Albanese and mdisc(π) − mcusp(π) > 0. This might
happen only when F = Q. In this case, V has Witt index 1. Write V = V0 ⊕ D where V0 is
anisotropic and D is a hyperbolic hermitian plane. Let Vπ be a discrete realization (Definition B.1)
of π that is perpendicular to L2

cusp(G). By Langlands theory of Eisenstein series [MW95], there
exist a strictly unitary automorphic character µ : E×\A×E → C×, an irreducible subrepresentation
Vπ0 ⊆ L2

cusp(U(V0)) of U(V0)(AF ) with the underlying representation π0, and a real number s1 > 0,
such that Vπ is contained in Rs1(Vπ0�µ

′): the space generated by residues of {EQ(g; fs)|f ∈ I(Vπ0�µ
′)}

at s = s1. Here, we adopt the notation in Subsection B.2.7 Since LS(s, π) = LS(s− s1, µ
′) ·LS(s, π0),

and LS(s, π0 × µ) can not have poles at s0 > n
2 by Corollary B.5, we must have s1 = s0 − 1 and

µ′ = µ−1. Again by Corollary B.5, µ′ is conjugate self-dual, so is µ, and µ′ = µc. The appearance
of the residue implies that {EQ(g; fs) | f ∈ I(Vπ0 � µ

c)} has a pole at s0 − 1. If s0 = n+1
2 , then by

the similar argument in Case 1, we conclude that π0 is a character, so is π1. This contradicts with
H1(g,KG;π∞) 6= {0}. Thus, s0 = n

2 and s1 = n−2
2 . By Corollary B.6(2) and the similar argument in

Case 1, we conclude that Vπ = Θ−W
(µ−1,ν−1)(πW) for a unique one-dimensional skew-hermitian space W

and a unique character πW; and π∞ ' ω(µ, εe, χ) in which µ is of weight one and εe is µ-admissible.
Moreover, we have mcusp(π) = 1 and mdisc(π) = 1 by Corollary B.6(3).

To summarize, we have shown that if an irreducible admissible representation π of G(A) contributes
to the Albanese, then π∞ ' ω(µ, ε, χ) for a unique adèlic oscillator triple in which µ is of weight one and
ε is µ-admissible, and mdisc(π) = 1. Conversely, for every such adèlic oscillator triple (µ, ε, χ), there
exists a pair (W, πW), unique up to isomorphism, such that if we denote by π an irreducible subrep-
resentation of ΘV

(µ,ν),W(πW), then ω(µ, ε, χ) is isomorphic to π∞ and H1(g,KG;π∞) 6= {0}. Moreover,
by the Rallis inner product formula,8 ΘV

(µ,ν),W(πW) is contained in L2
disc(G). Thus, we may apply the

above discussions to the representation π to conclude that the dimension of H1
B,τ ′(A∞,C)[ω(µ, ε, χ)]

is 1. The proposition follows. �

Remark 4.14. When n = 3, Proposition 4.13 can be deduced from [GR91,Rog92].

Now we study the `-adic cohomology of A∞. Take an embedding τ ′ : E → C, a rational prime `,
and an isomorphism ι` : C ∼−→ Qac

` . We have a canonical isomorphism

H1
ét(AK ⊗E,τ ′ C,Qac

` ) ' H1
B,τ ′(AK ,C)⊗C,ι` Q

ac
`

6Here, we have replaced µ by its inverse to match notation in the statement of the proposition.
7The pair (V,V0) correspond to the pair (V1,V) in Subsection B.2.
8Note that the global theta lifting ΘV

(µ,ν),W(πW) is always in Weil’s convergent range.
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by the comparison theorem. Put
H1

ét(A∞ ⊗E,τ ′ C,Qac
` ) := lim−→

K

H1
ét(AK ⊗E,τ ′ C,Qac

` ),

which is a Qac
` [Gal(C/τ ′(E))×G(A∞F )]-module.

Suppose that n > 3 and consider an adèlic oscillator triple (µ, ε, χ) in which µ is of weight one and
ε is µ-admissible. Then

HomQac
`

[G(A∞F )]
(
ι` ◦ ω(µ, ε, χ),H1

ét(A∞ ⊗E,τ ′ C,Qac
` )
)

is a representation of Gal(C/τ ′(E)) over Qac
` . By Proposition 4.13, such representation is an `-adic

character, denoted by
ρτ ′,ι`(µ, ε, χ) : Gal(C/τ ′(E))→ (Qac

` )×.
It induces, via the isomorphism ι`, an automorphic character

ρτ ′,`(µ, ε, χ) : τ ′(E)×\A×τ ′(E) → C×.

It is easy to see that the character ρτ ′,`(µ, ε, χ) does not depend on the isomorphism of ι`, which
justifies its notation.

Theorem 4.15. Suppose that n > 3 and let (µ, ε, χ) be an adèlic oscillator triple in which µ is of
weight one and ε is µ-admissible. Then we have

ρτ ′,`(µ, ε, χ) ◦ τ ′ = µalg

for every τ ′ ∈ Φµ and every rational prime `.

Proof. We fix a rational prime ` and an isomorphism ι` : C ∼−→ Qac
` . We also fix an element τ ′ ∈ Φµ,

and identify E as a subfield of C via τ ′. Let V be the hermitian space that is τ -nearby to V as in the
proof of Proposition 4.13, and Sh(G, h) the corresponding Shimura variety from Subsection C.1 with
G := ResF/Q U(V) and h := h[V,Φ. Then in view of the discussion in Subsection D.2, we have canonical
isomorphisms

H1
ét(A∞ ⊗E,τ ′ C,Qac

` )⊗Qac
`
,ι−1
`

C ' H1
(2)(Sh(G, h),C) '

⊕
χ

H1(g,KG; L2(G(Q)\G(A), χ)).

For every orthogonal decomposition V = V?⊕V⊥? of hermitian spaces such that V⊥? is totally positive
definite, we have similarly the Shimura variety Sh(G?, h?) together with the morphism Sh(G?, h?) →
Sh(G, h) over E. For an element e ∈ E×−, we choose a maximal isotropic F -subspace Ve of the
symplectic space (ResE/F V,TrE/F e( , )V). Then Ve

? := Ve ∩ ResE/F V? is a maximal isotropic F -
subspace of (ResE/F V?,TrE/F e( , )V?). Denote by V (µ, e) ⊆ C∞(G(Q)\G(A),C) the subspace of
theta functions

θφµ(g) :=
∑
v∈Ve

(ωµ,ε(g)φ)(v)

on G(A), where φ is in the Schwartz space S (Ve(AF )) in which we use the Fock model at archimedean
places. Similarly, we define the subspace V?(µ, e) ⊆ C∞(G?(Q)\G?(A)).

We claim that the map C∞(G(Q)\G(A),C) → C∞(G?(Q)\G?(A),C) induced by the inclusion
G? ↪→ G sends V (µ, e) to V?(µ, e). In fact, we can find finitely many pairs (φ?,i, φ⊥?,i) with φ?,i ∈
S (Ve

?(AF )) and φ⊥?,i ∈ S (V⊥e? (AF )), where V⊥e? := Ve ∩ ResE/F V⊥? , such that

φ(v?, v⊥? ) =
∑
i

φ?,i(v?) · φ⊥?,i(v⊥? )

for every v? ∈ V⊥e? (AF ) and v⊥? ∈ V⊥e? (AF ). Then for g? ∈ G?(A) ⊆ G(A), we have

θφµ(g?) =
∑
i

 ∑
v?∈Ve?

(ωµ,ε(g?)φ?,i)(v?)

 ∑
v⊥? ∈V⊥e?

φ⊥?,i(v⊥? )

 =
∑
i

 ∑
v⊥? ∈V⊥e?

φ⊥?,i(v⊥? )

 θφ?,iµ (g?).
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Thus, the claim follows.
To prove the theorem, note that for every class c ∈ H1

(2)(Sh(G, h),C), using the same proof of
[MR92, Proposition 6], one can find a decomposition V = V? ⊕ V⊥? as above with dim V? = 2 such
that the image of c under the restriction map H1

(2)(Sh(G, h),C) in H1
B(Sh(G?, h?),C) is nonzero.9 We

denote such image of c?, and note that c? actually belongs to (the image of) H1
B(Sh(G?, h?),C). Then

the theorem follows from the above claim, Remark D.5, and Theorem D.6(1). �

Definition 4.16. Let µ : E×\A×E → C× be a conjugate symplectic character of weight one. For
every object Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ) (Definition 4.5), the Q-vector space HomE(A∞, Aµ)Q is an
Mµ[G(A∞F )]-module, where Mµ acts via iµ and G(A∞F ) acts Mµ-linearly via its action on A∞. Put

Ω(µ) := lim−→
Dµ∈A(µ)

HomE(A∞, Aµ)Q

in the category of Mµ[G(A∞F )]-modules.

Remark 4.17. It follows from Proposition 4.6(1) that for every object Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ),
the canonical map HomE(A∞, Aµ)Q → Ω(µ) is an isomorphism.

Theorem 4.18. There is an isomorphism

Ω(µ)⊗Mµ C '
⊕
ε

⊕
χ

ω(µ, ε, χ)

of C[G(A∞F )]-modules, where the direct sum is taken over all ε, χ such that ε is µ-admissible. Moreover,
(1) For every object Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ), we have a canonical isomorphism Ω(µ)K '

HomE(AK , Aµ)Q for every sufficiently small open compact subgroup K ⊆ G(A∞F ).
(2) The C[G(A∞F )]-modules in the direct sum in Theorem 4.18 are mutually non-isomorphic.
(3) For every given ε that is µ-admissible, the subspace

⊕
χ ω(µ, ε, χ) is stable under the action of

Gal(C/Mµ).

Proof. Take an arbitrary object Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ) and identify Ω(µ) with HomE(A∞, Aµ)Q
by Remark 4.17.

Take an embedding τ ′ : E → C in Φµ. It is clear that the maximal subspace of the complex vector
space H1

B,τ ′(Aµ,C) over which Mµ acts via the inclusion Mµ ↪→ C has dimension 1. We choose a
basis α of this subspace. Then we obtain a map Ω(µ) → H1

B,τ ′(A∞,C) by pulling back α, which is
C[G(A∞F )]-linear. It canonically extends to a map

Ω(µ)⊗Mµ C→ H1
B,τ ′(A∞,C).(4.2)

To compute this map, we choose a rational prime ` and an isomorphism ι` : C ∼−→ Qac
` . By the

comparison theorem, (4.2) induces the following map

Ω(µ)⊗Mµ,ι` Q
ac
` → H1

ét(A∞ ⊗E,τ ′ C,Qac
` )

by pulling back α, as a class in H1
ét(Aµ ⊗E,τ ′ C,Qac

` ). By Faltings’ isogeny theorem [Fal83], we have a
canonical isomorphism

Ω(µ)⊗Mµ,ι` Q
ac
` ' HomQac

`
[Gal(C/τ ′(E))]

(
Qac
` · α,H1

ét(Aµ ⊗E,τ ′ C,Qac
` )
)
.

However, by Definition 4.5(2), the action of Gal(C/τ ′(E)) on the line Qac
` · α spanned by α is given

by the automorphic character ι` ◦ µalg ◦ (τ ′)−1 : τ ′(E)×\A×τ ′(E) → (Qac
` )×. When n > 3 (resp. n = 2),

9Although [MR92, Proposition 6] only implies the existence of such V? with dim V? = 3, its proof actually shows the
existence of such V? with dim V? = 2 by only changing the term n− 2 to n− 1 in the proof of Lemma B. The authors of
[MR92] presented their argument for dim V? = 3 simply because the property they aimed to reduce does not hold when
dim V? = 2.
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by Proposition 4.13 (resp. Proposition D.4(1) with Remark D.5) and Theorem 4.15 (resp. Theorem
D.6(1)), we have an isomorphism

HomQac
`

[Gal(C/τ ′(E))]
(
Qac
` · α,H1

ét(Aµ ⊗E,τ ′ C,Qac
` )
)
'
⊕
ε

⊕
χ

ω(µ, ε, χ)⊗C,ι` Q
ac
`

of Qac
` [G(A∞F )]-modules induced by pulling back α, where the direct sum is taken over all ε, χ such

that ε is µ-admissible. Thus, we obtain an isomorphism as in the theorem, which depends only on α,
not on `, ι`, and τ ′.

The additional statement (1) follows from the above discussion as well. Statement (2) follows from
Lemma D.1.

Now we consider statement (3). Since Gal(C/Mµ) stabilizes µ and by (2), it suffices to show
that for every rational prime p, the image of Gal(C/Mµ) under the p-adic cyclotomic character
χp : Gal(C/Q) → Z×p is contained in Z×p ∩ NEp/Fp

E×p for every prime p of F above p. This only
becomes a problem if p is ramified in E. To ease notation, we suppress the subscript p. So we have
a ramified quadratic extension E/F , where F/Qp is a finite extension. Put UE/F := Z×p ∩ NE/F E

×,
which we may assume a subgroup of Z×p of index 2. Denote by ME/F ⊆ C the subfield corresponding
to the kernel of the composite homomorphism Gal(C/Q) χp−→ Z×p → Z×p /UE/F , which is a quadratic
field. Thus, our goal is to show that ME/F is contained in Mµ.

We first assume p odd. Then the residue extension degree f of F/Qp must be odd. Write E = F (
√
u)

for a uniformizer u of F . Then µ(
√
u)2 = µ(

√
u

2) = µ(−NE/F u) = µ(−1).
• If µ(−1) = 1, then −1 is a quadratic residue modulo p, hence ME/F = Q(√p). On the other
hand, since µ(

√
u) = ±1, we have µalg(

√
u) = ±pf/2. Thus, Mµ contains √p as f is odd.

• If µ(−1) = −1, then −1 is not a quadratic residue modulo p, hence ME/F = Q(
√
−p). On the

other hand, since µ(
√
u) = ±

√
−1, we have µalg(

√
u) = ±

√
−1pf/2. Thus, Mµ contains

√
−p

as f is odd.
We now assume p = 2. Write vF : F → Z ∪ {∞} for the valuation function on F . We choose an

Eisenstein polynomial X2 + aX + b for E/F with vF (a) > 1 and vF (b) = 1. Put d := min{2vF (a) −
1, vF (4)}, which is an invariant of E/F . There are three cases.

• Suppose that ME/F = Q(
√
−1). Then UE/F = 1 + 4Z2. If d = vF (4), then by [BH06,

Proposition 41.2(2)], 3 is contained in NE/F E
×, which is a contradiction. Thus, we have d <

vF (4). Then we can find u ∈ O×F such that E = F (
√
u). It follows that µ(

√
u)2 = µ(−1) = −1

since −1 6∈ UE/F . Thus, µalg(
√
u) = ±

√
−1 is contained in Mµ.

• Suppose that ME/F = Q(
√

2). Then UE/F = ±1 + 8Z2. In particular, UE/F does not contain
5, hence the residue extension degree f of F/Q2 must be odd. Moreover, by [BH06, Proposi-
tion 41.2(2)] again, we must have d = vF (4), hence vF (a) > vF (2)+1. Then we can find a uni-
formizer u of F such that E = F (

√
u). We have µ(

√
u)2 = µ(−1) = 1, and µalg(

√
u) = ±2f/2.

In particular,
√

2 is contained in Mµ.
• Suppose that ME/F = Q(

√
−2). Then UE/F = ±1 + 2 + 8Z2. In particular, UE/F does not

contain 5 or −1. The remaining discussion is same as the above case, which we omit.
Statement (3) is proved. �

Theorem 4.18(2,3) allows us to make the following definition.
Definition 4.19. For every collection ε that is µ-admissible, we denote by Ω(µ, ε) the unique
Mµ[G(A∞F )]-submodule of Ω(µ), such that Ω(µ, ε) ⊗Mµ C is isomorphic to

⊕
χ ω(µ, ε, χ) as a

C[G(A∞F )]-module.
Corollary 4.20. Take an arbitrary object Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ). For every sufficiently small
open compact subgroup K of G(A∞F ), there is an isogeny decomposition

AK ∼
∏
µ

Ad(µ,K)
µ , resp. Aend

K ∼
∏
µ

Ad(µ,K)
µ
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of abelian varieties over E when n > 3 (resp. n = 2), where the product is taken over representatives
of Gal(C/Q)-orbits of all conjugate symplectic automorphic characters of A×E of weight one. Here,
Aend
K is the endoscopic part of AK when n = 2, defined in (D.3), and

d(µ,K) :=
∑
ε

∑
χ

dimC ω(µ, ε, χ)K ,

where the sum is taken over all ε, χ such that ε is µ-admissible.

It is clear that the integer d(µ,K) depends only on the Gal(C/Q)-orbit of µ.

Proof. This is a direct consequence of Theorem 4.18. �

Remark 4.21. Corollary 4.20 has a very interesting implication. Namely, if n > 3 and XK has exotic
smooth reduction, that is, XK has proper smooth reduction at some nonarchimedean place of E that
is ramified over F , then H1

dR(XK/E) = {0} since Aµ cannot have good reduction at such a place.

At the end of this subsection, we will construct a canonical pairing
( , )µ : Ω(µ)× Ω(µc)→Mµ(4.3)

that is Mµ-bilinear, non-degenerate, and G(A∞F )-invariant.

Definition 4.22. We define
(1) the Hodge divisor DK on XK , as an element in CH1(XK)Q, to be

• the usual Hodge divisor on the Shimura variety Sh(V)K if Sh(V)K is proper (Compact
Case),
• the canonical extension of the usual Hodge divisor on Sh(V)K to XK if Sh(V)K is not
proper (Noncompact Case).

(2) the canonical volume of K to be

vol(K) := 1
degDn−1

K · |π0((XK)Eac)|
,

in which degDn−1
K is regarded as a constant positive integer by Lemma 4.23(4) below.

Lemma 4.23. We have
(1) The Hodge divisor DK is almost ample (Definition 2.8).
(2) For every transition morphism uK

′
K : XK′ → XK , (uK′K )∗DK is rationally equivalent to DK′.

(3) For every g ∈ G(A∞F ), T∗gDK is rationally equivalent to DgKg−1, where Tg : XgKg−1 → XK is
the Hecke translation.

(4) The degree function degDn−1
K is a constant positive integer on π0(XK).

Proof. Consider (1) first. If n = 2, then (for sufficiently small K) XK has genus at least 2. Since DK

has positive degree on every connected component, it is ample, hence almost ample. Now suppose that
n > 3. If we are in the Compact Case, then the usual Hodge divisor is already ample. If we are in the
Noncompact Case, then DK is the pullback of the Hodge divisor on the Baily–Borel compactification
of Sh(V)K . Since the latter is ample, DK is almost ample (and in fact, not ample).

For (2,3), since DK is the (canonical extension of the) usual Hodge divisor of Sh(V)K , it is functorial
under pullbacks and Hecke translations. For (4), the positivity follows from (1) and Remark 2.10; the
constancy is a consequence of (2,3). �

Thus, by Proposition 2.9, we obtain a polarization
θK := θXK ,DK : A∨K → AK .

Now we define the pairing (4.3). We choose an object Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ), which induces
the object D∨µ = (A∨µ , i∨µ , λ∨µ , r∨µ ) ∈ A(µc). Then we have Ω(µ) = HomE(A∞, Aµ)Q and Ω(µc) =
HomE(A∞, A∨µ)Q. It suffices to consider elements φ ∈ HomE(A∞, Aµ) and φc ∈ HomE(A∞, A∨µ).
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Since both Aµ and Aµc are of finite type, we may choose some K such that both φ and φc factor
through AK . The composite map

Aµ ' A∨∨µ = (Aµc)∨ φ∨c−−→ A∨K
θK−−→ AK

φ−→ Aµ

belongs to EndE(Aµ)Q = iµ(Mµ). Now we define

(φ, φc)Kµ := vol(K) · i−1
µ (φ ◦ θK ◦ φ∨c ) ∈Mµ.

For sufficiently small K and K ′ ⊆ K, the degree of the transition morphism uK
′

K equals vol(K) ·
vol(K ′)−1 by Lemma 4.23(2). Thus, by Lemma 4.23(2) and Proposition 2.7, we know that (φ, φc)Kµ
does not depend on the choice of K, which we define as (φ, φc)µ. It is clear from the construction that
(4.3) is bilinear, independent of the choice of Dµ, non-degenerate since θK is a polarization for every
K, and G(A∞F )-invariant since {DK}K is functorial under Hecke translations.

4.3. Construction of Fourier–Jacobi cycles. Let V be a totally definite incoherent hermitian
space over AE of rank n > 2, with G := U(V). From now on to the end of Section 5, we

• fix a conjugate symplectic automorphic character µ : E×\A×E → C× of weight one, and
• will only consider sufficiently small open compact subgroups K ⊆ G(A∞F ) that are decompos-
able, that is, K can be written as

∏
vKv when v runs over all nonarchimedean places of F ; we

call such K a level subgroup.
Let R be a ring containing Q. Let

HR := C∞c (G(A∞F ), R)

be the full Hecke algebra with coefficients in R, whose multiplication is given by the convolution with
respect to the canonical volume (Definition 4.22(3)). It is known that HR is an R[G(A∞F )×G(A∞F )]-
module via left and right translations. For g ∈ G(A∞F ), we denote by Lg and Rg the left and right
translations on HR, respectively.

For a level subgroup K ⊆ G(A∞F ), we have the Hecke (sub)algebra HK,R := C∞c (K\G(A∞F )/K,R),
which admits an R-linear map

TK : HK,R → Zn−1(XK ×XK)R

sending f to the Hecke correspondence TfK , normalized by vol(K). For example, if f = 1K , then
TfK = vol(K) ·∆XK ∈ Zn−1(XK ×XK)R. The induced map (with the same notation)

TK : HK,R → CHn−1(XK ×XK)R
is a homomorphism of R-algebras. It is clear that HR = lim−→K

HK,R.

Definition 4.24. Let Π be a relevant representation of GLn(AE) (Definition 1.2). We define ΦΠ to
be the set of isomorphism classes of pairs (V, π∞), where

• V is a totally positive definition incoherent hermitian space over AE of rank n,
• π∞ is an irreducible admissible representation of G(A∞F ) such that

– for a nonarchimedean place v of F either split in E or at which π∞v is unramified, we have
BC(π∞v ) ' Πv,

– π∞ appears in Hi
B,τ ′(S̃h(V),C) as a subquotient representation of G(A∞F ) for some i ∈ Z

and some place τ ′ : E → C.

Proposition 4.25. Let Π be a relevant representation of GLn(AE). For (V, π∞) ∈ ΦΠ, we have for
every τ ′ : E → C that

(1) π∞ appears in Hi
B,τ ′(S̃h(V),C) semisimply for every i,

(2) π∞ does not appear in Hi
B,τ ′(S̃h(V),C) if i 6= n− 1,

(3) Hi
B,τ ′(S̃h(V),C)[π∞] = IHi

B,τ ′(S̃h(V),C)[π∞] for every i.
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Proof. Put τ := τ ′ | F , and fix a hermitian space V that is τ -nearby to V (Definition C.4). Put
G := ResF/Q U(V), and identify S̃h(V)⊗E,τ ′τ ′(E) with the (compactified) Shimura variety S̃h(G, hV,τ ′)
under the notation in Subsection C.1.

We first note that π∞ is not a constituent of the quotient representation pHi
B(S̃h(G, hV,τ ′),C)/

IHi
B(S̃h(G, hV,τ ′),C), since otherwise Π will have two isomorphic cuspidal factors under Definition

1.2(1), which can not happen by Definition 1.2(2). Then (1) and (3) follow by the discussion in
Subsection D.2.

If π∞ appears in IHi
B(S̃h(G, hV,τ ′),C), then there is an automorphic representation π∞ ⊗ π∞ of

G(A) with mdisc(π∞ ⊗ π∞) > 1 such that Hi(g,KG;π∞) 6= {0}. By [Car12, Theorem 1.2], we know
that Π is everywhere tempered. By Arthur’s endoscopic classification [Art13], which has been worked
out in [Mok15] and [KMSW] for tempered representations for unitary groups, we know that the local
base change of π∞ must be Π∞, which implies that π∞ is a discrete series representation. In particular,
i has to be the middle degree n− 1. Thus, (2) follows.

�

Definition 4.26. Let Π and (V, π∞) be as in Proposition 4.25. Let K ⊆ G(A∞F ) be a level subgroup.
We say that a function f ∈ HK,L, where L is some subfield of C, is a test function for π∞, if the
element

clB,τ ′(TfK) ∈ H2n−2
B,τ ′ (S̃h(V)K × S̃h(V)K ,C)

belongs to the subspace Hn−1
B,τ ′(S̃h(V)K ,C)[(π∞)K ]⊗CHn−1

B,τ ′(S̃h(V)K ,C)[((π∞)∨)K ] under the Künneth
decomposition for every τ ′ : E → C.

Now we start to construct the Fourier–Jacobi cycles. We fix two relevant representations Π1 and Π2
of GLn(AE), and consider pairs (V, π∞i ) ∈ ΦΠi for i = 1, 2 with the same V. Let L ⊆ C be a subfield
containing Mµ over which Π∞1 and Π∞2 (hence π∞1 and π∞2 ) are both defined. In what follows, we will
regard π∞1 and π∞2 as irreducible L[G(A∞F )]-modules. Take a CM data Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ).

Let K ⊆ G(A∞F ) be a level subgroup; and we now write XK for S̃h(V)K as in Subsection 4.2.
Step 1: We start from the cycle

∆3XK ×Dn−1
K ∈ CH3(n−1)(XK ×XK ×XK ×XK)Q,

where we recall that DK is the Hodge divisor on XK (Definition 4.22(1)). Put

(∆3XK ×Dn−1
K )∇ := ∆3XK ×Dn−1

K ∩XK ×XK ×∇XK

as an element in CH3(n−1)(XK ×XK ×∇XK)Q (see Definition 2.1 for the meaning of ∇).
Step 2: Choose an element φ ∈ HomE(AK , Aµ). We push the above cycle along the morphism

idXK×XK × (φ ◦ αK) : XK ×XK ×∇XK → XK ×XK ×Aµ
to obtain a cycle

(idXK×XK × (φ ◦ αK))∗(∆3XK ×Dn−1
K )∇ ∈ CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)Q,

where we recall that αK is the Albanese morphism (4.1).
Step 3: To proceed, we need to homologically trivialize the cycle in Step 2. Moreover, heuristically,

the Chow group CHn−1+[Mµ:Q]/2(XK×XK×Aµ)0
Q should be encoded in the cohomology/motive

H2(n−1)+[Mµ:Q]−1(XK ×XK ×Aµ). The motive we study comes from the product Π1×Π2⊗µ,
which appears in the cohomology Hn−1(XK)⊗Hn−1(XK)⊗H[Mµ:Q]−1(Aµ) as a direct summand
of the previous cohomology by a suitable Künneth decomposition. To make sense of it, we need
to introduce certain correspondences serving as projectors to the correct piece of cohomology.
For the factor Aµ, we use the canonical projector Tcan

µ in Definition 4.9. For Shimura varieties,
we choose test functions f1 and f2 in HK,L for π∞1 and π∞2 (Definition 4.26), respectively. Put

FJ(f1, f2;φ)K := |π0((XK)Eac)| · (Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗(idXK×XK × (φ ◦ αK))∗(∆3XK ×Dn−1

K )∇
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as an element in CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)L.
For i ∈ Z, we denote by CHi(XK ×XK ×Aµ)\L[iµ] the subspace of CHi(XK ×XK ×Aµ)\L on which

iµ(Mµ) acts via the inclusion Mµ ↪→ L.

Proposition 4.27. Let the notation be as above.
(1) The cycle FJ(f1, f2;φ)K belongs to CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)0

L.
(2) The image of FJ(f1, f2;φ)K in CHn−1+[Mµ:Q]/2(XK × XK × Aµ)\L belongs to the subspace

CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)\L[iµ] and depends only on the homological equivalence class of
Tf1
K ⊗ Tf2

K .

Proof. Take an embedding τ ′ : E → C.
For (1), we realize that the image of cl∗B,τ ′(T

fi
K) for i = 1, 2 is contained in Hn−1

B,τ ′(XK ,C), while, by
Lemma 4.10, the image of cl∗B,τ ′(Tcan

µ ) is contained in
⊕

i6[Mµ:Q]−1 Hi
B,τ ′(Aµ,C). Thus, FJ(f1, f2;φ)K

is homologically trivial.
For (2), by construction, it is clear that the image of FJ(f1, f2;φ)K belongs to CHn−1+[Mµ:Q]/2(XK×

XK × Aµ)\L[iµ]. For the other part, we pick another pair of test functions (f ′1, f ′2) such that Tf
′
1
K ⊗ Tf

′
2
K

is homologically equivalent to Tf1
K ⊗ Tf2

K . By (1), it suffices to show that for every rational prime ` and
every isomorphism ι` : C ∼−→ Qac

` , the pullbacks (Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗ and (Tf

′
1
K ⊗ Tf

′
2
K ⊗ Tcan

µ )∗ induce the
same map from CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)L to

H1(E,H2(n−1)+[Mµ:Q]−1
ét ((XK ×XK ×Aµ)Eac ,Qac

` (n− 1 + [Mµ : Q]/2)))⊗Qac
`
,ι−1
`

C.(4.4)

We denote the difference by ζ`. Again, since Tf1
K ⊗ Tf2

K ⊗ Tcan
µ and Tf

′
1
K ⊗ Tf

′
2
K ⊗ Tcan

µ are homologically
equivalent, the kernel of ζ` contains CHn−1+[Mµ:Q]/2(XK × XK × Aµ)0

L. Thus, ζ` induces a complex
linear map from

CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)C/CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)0
C(4.5)

to (4.4). We now explain that such map must be zero.
In fact, let Σ be a finite set of places of F such that for v 6∈ Σ, Kv is hyperspecial maximal. Let

H Σ
K,C be the partial Hecke algebra away from Σ. Then H Σ

K,C ⊗C H Σ
K,C acts on both (4.4) and (4.5)

via the factor XK ×XK , under which ζ` is equivariant. In other words, ζ` is a map of H Σ
K,C⊗C H Σ

K,C-
modules. Since f1 and f2 are test functions for π∞1 and π∞2 , respectively, the image of ζ` is isomorphic
to a finite copy of (π∞,Σ1 )KΣ ⊗C (π∞,Σ2 )KΣ as an H Σ

K,C ⊗C H Σ
K,C-module. Therefore, by Proposition

4.25(2), ζ` must factor through the image of the cycle class map from (4.5) to(
H2(n−1)

ét ((XK ×XK)Eac ,Qac
` (n− 1))⊗H[Mµ:Q]

ét ((Aµ)Eac ,Qac
` ([Mµ : Q]/2))

)
⊗Qac

`
,ι−1
`

C.

However, ζ` also commutes with the action of Mµ through the factor Aµ by the functoriality of Tcan
µ .

As the actions of Qac
` [Mµ] on H[Mµ:Q]

ét ((Aµ)Eac ,Qac
` ) and H[Mµ:Q]−1

ét ((Aµ)Eac ,Qac
` ) have disjoint support,

we conclude that ζ` must be zero. �

Definition 4.28 (Fourier–Jacobi cycles). We call FJ(f1, f2;φ)K a Fourier–Jacobi cycle for Π1×Π2⊗µ.
We call the image of FJ(f1, f2;φ)K in CHn−1+[Mµ:Q]/2(XK×XK×Aµ)\L[iµ], denoted by FJ(f1, f2;φ)\K ,
a natural Fourier–Jacobi cycle for Π1 ×Π2 ⊗ µ.

The following lemma states that Fourier–Jacobi cycles are compatible with changing level subgroups.

Lemma 4.29. We have
(1) Let K ′ ⊆ K be a smaller level subgroup. Then we have

(uK′K × uK
′

K × idAµ)∗ FJ(f1, f2;φ)K = FJ(f1, f2;φ)K′ .
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(2) For g ∈ G(A∞F ), we have

(Tg × Tg × idAµ)∗ FJ(f1, f2;φ)K = FJ(RgLgf1,RgLgf2; gφ)gKg−1 ,

where Tg : XgKg−1 → XK is the Hecke translation.

Proof. For (1), put u := uK
′

K : XK′ → XK for short. Note that by definition, we have

(u× u)∗TfiK = vol(K)
vol(K ′) · T

fi
K′

for i = 1, 2. Thus, for every α ∈ CHn−1+[Mµ:Q]/2(XK′ ×XK′ ×Aµ)Q, we have

(Tf1
K′ ⊗ Tf2

K′ ⊗ Tcan
µ )∗α =

(vol(K ′)
vol(K)

)2
· (u× u× idAµ)∗(Tf1

K ⊗ Tf2
K ⊗ Tcan

µ )∗(u× u× idAµ)∗α

by a standard computation of correspondences. Therefore, it suffices to show that

(u× u× idAµ)∗(idXK′×XK′ × (φ ◦ αK′))∗(∆3XK′ ×Dn−1
K′ )∇

= vol(K)
vol(K ′) ·

degDn−1
K′

degDn−1
K

· (idXK×XK × (φ ◦ αK))∗(∆3XK ×Dn−1
K )∇.

This is an easy consequence of the equality αK ◦ ∇u = αK′ . Thus, (1) follows.
Part (2) follows from the same argument for (1), together with the relations T∗gfi = RgLgfi for

i = 1, 2, φ ◦AlbTg = gφ, and |π0((XK)Eac)| = |π0((XgKg−1)Eac)|. �

For i ∈ Z, put
CHi(X∞ ×X∞ ×Aµ)?

L := lim−→
K

CHi(XK ×XK ×Aµ)?
L

for ? = 0, \. The above lemma implies that we have well-defined elements

FJ(f1, f2;φ) ∈ CHn−1+[Mµ:Q]/2(X∞ ×X∞ ×Aµ)0
L,

FJ(f1, f2;φ)\ ∈ CHn−1+[Mµ:Q]/2(X∞ ×X∞ ×Aµ)\L[iµ].

Lemma 4.30. For every elements g, g1, g2 ∈ G(A∞F ), we have

FJ(Rg1f1,Rg2f2;φ) = (Tg1 × Tg2 × idAµ)∗ FJ(f1, f2;φ),
FJ(Lgf1,Lgf2; gφ) = FJ(f1, f2;φ),

where Tg : X∞ → X∞ denotes the Hecke translation by g.

Proof. The first equality is obvious. For the second one, we have

FJ(RgLgf1,RgLgf2; gφ) = (Tg × Tg × idAµ)∗ FJ(Lgf1,Lgf2; gφ)

from the first one. Thus,

FJ(Lgf1,Lgf2; gφ) = (Tg−1 × Tg−1 × idAµ)∗ FJ(RgLgf1,RgLgf2; gφ)
= (Tg−1 × Tg−1 × idAµ)∗(Tg × Tg × idAµ)∗ FJ(f1, f2;φ)
= FJ(f1, f2;φ),

in which the second equality is due to Lemma 4.29(2). �
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4.4. Arithmetic Gan–Gross–Prasad conjecture. We first summarize the construction of the nat-
ural Fourier–Jacobi cycles in a more functorial way. Let Π1, Π2, (V, π∞1 ), (V, π∞2 ), and L be as in the
previous subsection.

Similar to Definition 4.16, for i ∈ Z, we put

CHi
µ(X∞ ×X∞)\L := lim−→

Dµ=(Aµ,iµ,λµ,rµ)∈A(µ)
CHi(X∞ ×X∞ ×Aµ)\L[iµ](4.6)

in the category of L[G(A∞F )×G(A∞F )]-modules. It follows from Proposition 4.6(1) that the canonical
map CHi(X∞ × X∞ × Aµ)\L[iµ] → CHi

µ(X∞ × X∞)\L from (4.6) is an isomorphism for every object
Dµ ∈ A(µ), similar to Remark 4.17.

Then it is clear that the assignment (f1, f2, φ) 7→ FJ(f1, f2, φ)\ defines an L-linear map

FJ\ : HL ⊗L HL ⊗Mµ Ω(µ)→ CHn−1+[Mµ:Q]/2
µ (X∞ ×X∞)\L,

which is independent of the choice of Dµ ∈ A(µ).
The Hecke actions induce canonical surjective maps

HL → π∞i ⊗L (π∞i )∨(4.7)

of L[G(A∞F )×G(A∞F )]-modules for i = 1, 2. Proposition 4.27(2) implies that FJ\ factors through the
quotient (

π∞1 ⊗L (π∞1 )∨
)
⊗L

(
π∞2 ⊗L (π∞2 )∨

)
⊗Mµ Ω(µ).

Together with Lemma 4.30, we conclude that FJ\ is actually an L-linear map

FJ\ : π∞1 ⊗L π
∞
2 ⊗Mµ Ω(µ)→ HomL[G(A∞F )×G(A∞F )]

(
(π∞1 )∨ ⊗L (π∞2 )∨,CHn−1+[Mµ:Q]/2

µ (X∞ ×X∞)\L
)
,

which is invariant under the diagonal action of G(A∞F ) on the left-hand side. For every µ-admissible
collection ε (Definition 4.12), we denote by

FJ\ε : π∞1 ⊗L π
∞
2 ⊗Mµ Ω(µ, ε)→ HomL[G(A∞F )×G(A∞F )]

(
(π∞1 )∨ ⊗L (π∞2 )∨,CHn−1+[Mµ:Q]/2

µ (X∞ ×X∞)\L
)

the restriction of FJ\ to π∞1 ⊗L π
∞
2 ⊗Mµ Ω(µ, ε) (Definition 4.19).

Conjecture 4.31 (Unrefined arithmetic Gan–Gross–Prasad conjecture for U(n) × U(n)). Let Π1
and Π2 be two relevant representations of GLn(AE) (Definition 1.2). Let µ : E×\A×E → C× be a
conjugate symplectic automorphic character of weight one, and ε a µ-admissible collection. Let L ⊆ C
be a subfield containing Mµ over which both Π∞1 and Π∞2 are defined. For pairs (V, π∞1 ) ∈ ΦΠ1 and
(V, π∞2 ) ∈ ΦΠ2, the following three statements are equivalent:

(a) We have FJ\ε 6= 0.
(b) We have FJ\ε 6= 0, and

dimL HomL[G(A∞F )×G(A∞F )]
(
(π∞1 )∨ ⊗L (π∞2 )∨,CHn−1+[Mµ:Q]/2

µ (X∞ ×X∞)\L
)

= 1.

(c) We have L′(1
2 ,Π1 ×Π2 ⊗ µ) 6= 0, and

HomL[G(A∞F )](π∞1 ⊗L π
∞
2 ⊗Mµ Ω(µ, ε),L) 6= {0}.

Remark 4.32. We have the following remarks concerning Conjecture 4.31.
(1) The equivalence between (a) and (b) can be regarded as a generalization of Kolyvagin’s theorem

for Heegner points.
(2) The assertion FJ\ε 6= 0 immediately implies HomL[G(A∞F )](π∞1 ⊗L π

∞
2 ⊗Mµ Ω(µ, ε),L) 6= {0}.

(3) By the multiplicity one part of the local Gan–Gross–Prasad conjecture, which is proved in
[Sun12] for our particular Fourier–Jacobi model, we know that

dimL HomL[G(A∞F )](π∞1 ⊗L π
∞
2 ⊗Mµ Ω(µ, ε),L) 6 1.
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(4) By the (refined) local Gan–Gross–Prasad conjecture, which is proved in [GI16] for our partic-
ular Fourier–Jacobi model, we know that if

dimL HomL[G(A∞F )](π∞1 ⊗L π
∞
2 ⊗Mµ Ω(µ, ε),L) = 1(4.8)

from some µ-admissible collection ε, then the global root number of Π1 × Π2 ⊗ µ is −1, that
is, L(s,Π1 ×Π2 ⊗ µ) has odd vanishing order at the center s = 1

2 . Moreover, we have
• If n is even, then the triple (V, π∞1 , π∞2 ) is uniquely determined; but ε could be an arbitrary
µ-admissible collection.
• If n is odd, then V could be arbitrary; but once V is chosen, π∞1 , π∞2 , and ε are uniquely
determined.

In other words, in both cases, once ε is given, the triple (V, π∞1 , π∞2 ) is uniquely determined.

Now we state a refined version of the arithmetic Gan–Gross–Prasad conjecture for U(n) × U(n).
We assume that all height pairings are defined. Take a level subgroup K ⊆ G(A∞F ). For every object
Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ) and every µ-admissible collection ε, put

HomE(AK , Aµ, ε) := HomE(AK , Aµ) ∩ Ω(µ, ε);
HomE(AK , A∨µ ,−ε) := HomE(AK , A∨µ) ∩ Ω(µc,−ε).

Conjecture 4.33 (Refined arithmetic Gan–Gross–Prasad conjecture for U(n)×U(n)). Let the setup be
as in Conjecture 4.31. Moreover, let K ⊆ G(A∞F ) be a level subgroup, and Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ)
a CM data for µ (Definition 4.5). For every test functions f1, f

∨
1 , f2, f

∨
2 ∈HK,L for π∞1 , (π∞1 )∨, π∞2 ,

(π∞2 )∨, respectively, and every elements φ ∈ HomE(AK , Aµ, ε) and φc ∈ HomE(AK , A∨µ ,−ε), the
equality

vol(K)2 · 〈FJ(f1, f2;φ)K ,FJ(f∨1 , f∨2 ;φc)K〉BBP
XK×XK ,Aµ(4.9)

=
∏n
i=1 L(i, µiE/F )
2s(Π1)+s(Π2) ·

L′(1
2 ,Π1 ×Π2 ⊗ µ)

L(1,Π1,As(−1)n) · L(1,Π2,As(−1)n)
· β(f1, f

∨
1 , f2, f

∨
2 , φ, φc)

holds. Here, s(Πi) has appeared in Definition 1.2; As± stand for the two Asai representations (see,
for example, [GGP12a, Section 7]); and β is a certain normalized matrix coefficient integral defined
immediately below.

For i = 1, 2, we have L-linear maps
HL → π∞i ⊗L (π∞i )∨ → L(⊆ C),

in which the first is (4.7) and the second is the evaluation map. For every f ∈ HL and g ∈ G(A∞F ),
we denote by ev(π∞i (g), f) the image of Lgf under the above composite map. In particular, the
assignment g 7→ ev(π∞i (g), f) is a matrix coefficient of π∞i .

Consider a finite set Σ of nonarchimedean places of F such that Kv is hyperspecial maximal for
v 6∈ Σ. Let dΣ be the unique Haar measure on G(FΣ) under which the volume of KΣ equals 2 vol(K).
For f1, f

∨
1 , f2, f

∨
2 ∈HL, φ ∈ Ω(µ, ε) and φc ∈ Ω(µc,−ε), we define

βΣ(f1, f
∨
1 , f2, f

∨
2 , φ, φc) :=

 ∏
v∈Σ∪ΦF

∏n
i=1 L(i, µiE/F,v) · L(1

2 ,Π1,v ×Π2,v ⊗ µv)
L(1,Π1,v,As(−1)n) · L(1,Π2,v,As(−1)n)

−1

∫
G(FΣ)

ev(π∞1 (g), f t
1 ∗ f∨1 ) · ev(π∞2 (g), f t

2 ∗ f∨2 ) · (gφ, φc)µ · dΣg,

in which
• f t

i is the transpose of fi, that is, f t
i (g) = fi(g−1).

• f t
i ∗ f∨i denotes the convolution product in HK,L,

• ( , )µ is the pairing (4.3).
By [Xue16, Proposition 1.1.1(1,3)], the value of βΣ(f1, f

∨
1 , f2, f

∨
2 , φ, φc) is finite and stabilizes when Σ

is large enough; and we denote the stable value by β(f1, f
∨
1 , f2, f

∨
2 , φ, φc).
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Remark 4.34. We have the following remarks concerning Conjecture 4.31.
(1) The left-hand side of (4.9) is independent of K. More precisely, if we take a smaller level

subgroup K ′ contained in K, then the left-hand side of (4.9) is equal to

vol(K ′)2 · 〈FJ(f1, f2;φ)K′ ,FJ(f∨1 , f∨2 ;φc)K′〉BBP
XK′×XK′ ,Aµ

by the projection formula.
(2) The refined Gan–Gross–Prasad conjecture for the central value formula in this case is formu-

lated by Hang Xue [Xue16, Conjecture 1.1.2].
(3) It is known by [Xue16, Proposition 1.1.1(2)] that (4.8) holds if and only if β is nonvanishing

as a functional.

At the end of this subsection, we state a variant of Conjecture 4.33. The following definition (with
slightly different terminology) is taken from [RSZ20].

Definition 4.35. We say that a collection of correspondences z = (zK ∈ CHn−1(XK ×XK)Q)K is a
Hecke system of projectors if

(1) zK is an odd projector (Definition 3.10) for every K,
(2) we have (idXK′ × uK

′
K )∗zK′ = (uK′K × idXK )∗zK ∈ CHn−1(XK′ × XK)Q for every transition

morphism uK
′

K : XK′ → XK ,
(3) for every g ∈ G(A∞F ), we have T∗gzK = zgKg−1 where Tg : XgKg−1 → XK is the Hecke transla-

tion.

Remark 4.36. We have the following remarks concerning the existence of Hecke system of projectors.
(1) If n = 2, then z = (zXK ,DK )K constructed in Lemma 3.11(1) is a Hecke system of projectors

by Lemma 4.23.
(2) If n = 3, then z = (zXK ,DK )K constructed in Lemma 3.11(2) is a Hecke system of projectors

by Lemma 4.23 and Proposition 2.12(2).
(3) If n > 4 and F 6= Q, then odd projectors exist by [MS19, Theorem 1.3]. Note that since we

consider trivial coefficients, there is no need to require the Shimura data to be of PEL type in
that theorem; see [MS19, Remark 2.7].

(4) If n > 4 and F = Q, then one probably needs to use projectors for intersection cohomology;
see [MS19, Theorem 1.4].

Now take a Hecke system of projectors z = (zK)K . We will use z to modify Step 1 in the construction
of FJ(f1, f2;φ)K . Namely, we consider

∆3
zXK := pr[3]

zK
∆3XK ∈ CH2(n−1)(XK ×XK ×XK)0

Q,

where pr[3]
zK is defined in Definition 3.13. Then we replace ∆3XK by ∆3

zXK in every later step, and
denote the final outcome by

FJ(f1, f2;φ)zK ∈ CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)0
L.

Conjecture 4.37 (Refined arithmetic Gan–Gross–Prasad conjecture for U(n) × U(n), variant). Let
the setup be as in Conjecture 4.33. Take a Hecke system of projectors z = (zK)K . Then the equality

vol(K)2 · 〈FJ(f1, f2;φ)zK ,FJ(f∨1 , f∨2 ;φc)zK〉BBP
XK×XK ,Aµ(4.10)

=
∏n
i=1 L(i, µiE/F )
2s(Π1)+s(Π2) ·

L′(1
2 ,Π1 ×Π2 ⊗ µ)

L(1,Π1,As(−1)n) · L(1,Π2,As(−1)n)
· β(f1, f

∨
1 , f2, f

∨
2 , φ, φc)

holds.

Remark 4.38. We have the following remarks concerning Conjecture 4.37.
(1) We have a similar statement for FJ(f1, f2;φ)zK as in Lemma 4.29. In particular, the left-hand

side of (4.10) is independent of K.
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(2) By a similar argument for Proposition 4.27(2), one can show that the image of FJ(f1, f2;φ)zK
in CHn−1+[Mµ:Q]/2(XK ×XK ×Aµ)\L equals FJ(f1, f2;φ)\K . This is why we expect the variant
conjecture to hold as well, in view of Remark 3.2.

(3) One of the advantages of introducing the auxiliary projector z is that one can show that the
left-hand side of (4.10), regarded as a functional in (φ, φc), factors through the map

HomE(AK , Aµ, ε)×HomE(AK , A∨µ ,−ε)→ Ω(µ, ε)⊗Mµ Ω(µc,−ε)
and becomes Mµ-linear. See Remark 5.11.

5. Arithmetic relative trace formula

In this section, we discuss a relative trace formula approach toward the arithmetic GGP conjecture
for U(n) × U(n). In Subsection 5.1, we prove the doubling formula for CM data. In Subsection 5.2,
we introduce the global arithmetic invariant functional and its local version at good inert primes for
which we perform some preliminary computation. In Subsection 5.3, we prove the formula for the
orbital decomposition of the local arithmetic invariant functional.

We keep the notation from Section 4. We fix a conjugate symplectic automorphic character
µ : E×\A×E → C× of weight one, and a µ-admissible collection ε (Definition 4.12).

From now on, we will restrict ourselves to the Compact Case. We will identify E as a subfield of C
via a fixed complex embedding τ ′ ∈ Φµ. Put τ := τ ′ | F , and fix a hermitian space V that is τ -nearby
to V (Definition C.4). In particular, V is anisotropic. Put G := ResF/Q U(V), and identify XK with
the (proper) Shimura variety Sh(G, hV,τ ′)K under the notation in Remark C.2.

5.1. A doubling formula for CM data. We start by performing some preliminary computation of
the Beilinson–Bloch–Poincaré height pairing

vol(K)2 · 〈FJ(f1, f2;φ)zK ,FJ(f∨1 , f∨2 ;φc)zK〉BBP
XK×XK ,Aµ(5.1)

for a level subgroup K ⊆ G(A∞) and a CM data Dµ = (Aµ, iµ, λµ, rµ) ∈ A(µ), as in Conjecture 4.37.
Consider an intermediate number field E ⊆ E′ ⊆ C such that E′ splits XK (Definition 2.1). Put

X ′K := (XK)E′ , A′K := (AK)E′ , A′µ := (Aµ)E′ , φ′ := φE′ , and φ′c := (φc)E′ . We will suppress
E′ in the fiber product X ×E′ Y of schemes if X and Y are obviously over E′. For every element
P ∈ XK(π0(X ′K)), we have the induced morphism

αP := (αK)P : X ′K → A′K

from Definition 2.3 and Definition 2.1. We put
∆φ,P
z XK := (idX′K×X′K × (φ′ ◦ αP ))∗∆3

zXK ∈ CHn−1+[Mµ:Q]/2(X ′K ×X ′K ×A′µ)0
Q,

∆φc,P
z XK := (idX′K×X′K × (φ′c ◦ αP ))∗∆3

zXK ∈ CHn−1+[Mµ:Q]/2(X ′K ×X ′K ×A′∨µ )0
Q.

Lemma 5.1. Suppose that E′ is sufficiently large such that Dn−1
K can be represented by a finite sum∑

i ciPi with ci ∈ Q and Pi ∈ XK(π0(X ′K)). Then we have

(5.1) = 1
[E′ : E](degDn−1

K )2∑
i,j

cicj · 〈(Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗∆φ,Pi

z XK , (T
f∨1
K ⊗ Tf

∨
2
K ⊗ Tcan

µc )∗∆φc,Pj
z XK〉BBP

X′K×X
′
K ,A

′
µ
.

Proof. This follows immediately from the definition of FJ(f∨1 , f∨2 ;φc)zK and Definition 4.22(2). �

Let Pµ ∈ CH1(Aµ ×A∨µ) be the Poincaré class on Aµ ×A∨µ . Put

Qµ := (Tcan,t
µ ⊗ Tcan

µc )∗Pµ ∈ CH1(Aµ ×A∨µ)Mµ ,

and for P,Q ∈ XK(π0(X ′K)), put

Qφ,φc,P,Q
µ,K := (φ′ ◦ αP × φ′c ◦ αQ)∗Qµ ∈ CH1(X ′K ×X ′K)Mµ .
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Lemma 5.2. For P,Q ∈ XK(π0(X ′K)), we have

〈(Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗∆φ,P

z XK , (T
f∨1
K ⊗ Tf

∨
2
K ⊗ Tcan

µc )∗∆φc,Q
z XK〉BBP

X′K×X
′
K ,A

′
µ

= 〈p∗123∆3
zXK , (X ′K ×X ′K ×Q

φ,φc,P,Q
µ,K ).p∗124∆3

z,f t
1∗f
∨
1 ,f

t
2∗f
∨
2
XK〉BB

X′K×X
′
K×X

′
K×X

′
K

where ∆3
z,f1,f2

XK := (Tf1
K ⊗ Tf2

K ⊗ idXK )∗∆3
zXK ∈ CH2(n−1)(XK ×XK ×XK)0

L for f1,f2 ∈HK,L.

Proof. Consider the following commutative diagram of in the category Sch/E′

X ′K ×X ′K ×X ′K ×X ′K
γ2

tt

γ1

**
δ

��

X ′K ×X ′K ×X ′K ×A′∨µ
r1

uu

β1

**

X ′K ×X ′K ×A′µ ×X ′K
β2

tt

r2

))
X ′K ×X ′K ×X ′K

α1

))

X ′K ×X ′K ×A′µ ×A′∨µ
q1

tt

q2

**

X ′K ×X ′K ×X ′K
α2

uu
X ′K ×X ′K ×A′µ X ′K ×X ′K ×A′∨µ

in which all diamonds are Cartesian, and α1 := idX′K×X′K × (φ′ ◦ αP ), α2 := idX′K×X′K × (φ′c ◦ αQ),
q1 := p123, q2 := p124.

Put P ′µ := (X ′K ×X ′K)×Pµ and Q′µ := (X ′K ×X ′K)×Qµ. By the definition of the Beilinson–Bloch–
Poincaré height pairing, we have

〈(Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗∆φ,P

z XK , (T
f∨1
K ⊗ Tf

∨
2
K ⊗ Tcan

µc )∗∆φc,Q
z XK〉BBP

X′K×X
′
K ,A

′
µ

= 〈(Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗∆φ,P

z XK , q1∗(P ′µ.q∗2(Tf
∨
1
K ⊗ Tf

∨
2
K ⊗ Tcan

µc )∗∆φc,Q
z XK)〉BB

X′K×X
′
K×A′µ

= 〈q∗1(Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗∆φ,P

z XK ,P ′µ.q∗2(Tf
∨
1
K ⊗ Tf

∨
2
K ⊗ Tcan

µc )∗∆φc,Q
z XK〉BB

X′K×X
′
K×A′µ×A′∨µ

(5.2)

where we have used [Bĕı87, 4.0.3] for the last equality. Note that we have

q∗1(Tf1
K ⊗ Tf2

K ⊗ Tcan
µ )∗∆φ,P

z XK = (Tf1
K ⊗ Tf2

K ⊗ Tcan
µ ⊗ idA′∨µ )∗q∗1∆φ,P

z XK

= (Tf1
K ⊗ Tf2

K ⊗ Tcan
µ ⊗ idA′∨µ )∗q∗1α1∗∆3

zXK

= (Tf1
K ⊗ Tf2

K ⊗ Tcan
µ ⊗ idA′∨µ )∗β1∗r

∗
1∆3

zXK ,

and similarly

q∗2(Tf
∨
1
K ⊗ Tf

∨
2
K ⊗ Tcan

µc )∗∆φc,Q
z XK = (Tf

∨
1
K ⊗ Tf

∨
2
K ⊗ idA′µ ⊗ Tcan

µc )∗β2∗r
∗
2∆3

zXK .

Then it follows that

(5.2) = 〈(Tcan
µ )∗β1∗r

∗
1∆3

z,f1,f2XK ,P ′µ.(Tcan
µc )∗β2∗r

∗
2∆3

z,f∨1 ,f
∨
2
XK〉BB

X′K×X
′
K×A′µ×A′∨µ

(5.3)

where we have suppressed the expression id? in the notation of correspondences as it is clear which
factor the correspondence acts on. Using [Bĕı87, 4.0.3] again, we further have

(5.3) = 〈β1∗r
∗
1∆3

z,f1,f2XK ,Q′µ.β2∗r
∗
2∆3

z,f∨1 ,f
∨
2
XK〉BB

X′K×X
′
K×A′µ×A′∨µ

= 〈γ∗2r∗1∆3
z,f1,f2XK , δ

∗Q′µ.γ∗1r∗2∆3
z,f∨1 ,f

∨
2
XK〉BB

X′K×X
′
K×X

′
K×X

′
K

= 〈γ∗2r∗1∆3
zXK , δ

∗Q′µ.γ∗1r∗2∆3
z,f t

1∗f
∨
1 ,f

t
2∗f
∨
2
XK〉BB

X′K×X
′
K×X

′
K×X

′
K

= 〈p∗123∆3
zXK , δ

∗Q′µ.p∗124∆3
z,f t

1∗f
∨
1 ,f

t
2∗f
∨
2
XK〉BB

X′K×X
′
K×X

′
K×X

′
K
.

The lemma follows by noting that δ = β2 ◦ γ1 = β1 ◦ γ2 = idX′K×X′K × (φ′ ◦ αP )× (φ′c ◦ αQ). �
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Lemma 5.2 suggests us to compute the class Qφ,φc,P,Q
µ,K ∈ CH1(X ′K×X ′K)Mµ , or rather its homological

equivalence class by Lemma 3.5. To do this, we first review some doubling construction and Kudla’s
generating series of special divisors which was introduced by Kudla [Kud97] in the context of orthogonal
Shimura varieties.

Definition 5.3. Let V(E)+ ⊆ V(E) be the subset consisting of x such that (x, x)V is totally positive.
Take x ∈ V(E)+, and denote its orthogonal complement in V by Vx. For g ∈ G(A∞), we have the
composite morphism

sx,g : Sh(Gx, hVx,τ ′)gKg−1∩Gx(A∞) → Sh(G, hV,τ ′)gKg−1 = XgKg−1
Tg−→ XK ,

where Gx := ResF/Q U(Vx), and the first arrow is induced by the inclusion Vx ⊆ V of hermitian
subspaces. The morphism sx,g is finite and unramified. We define

Z(x, g)K := (sx,g)∗ Sh(Gx, hVx,τ ′)gKg−1∩Gx(A∞)

as an element in Z1(XK).
We denote by S (V(A∞E )) the space of complex valued Schwartz functions on V(A∞E ), which admits

an action by G(A∞) via the variable. For every φ ∈ S (V(A∞E )), we define the generating series of
special divisors attached to φ (of level K) to be

Z(φ)K := −φ(0)DK +
∑

x∈U(V)(F )\V(E)+

e−2π·TrF/Q(x,x)V
∑

g∈Gx(A∞)\G(A∞)/K
φ(g−1x)Z(x, g)K

as a formal series in Z1(XK)C, where DK is (some representative of) the Hodge divisor (Definition
4.22).

Lemma 5.4. The generating series of special divisors Z(φ)K is Chow convergent, that is, an element
in CZ1(XK) (Definition 3.3).

Proof. This is [Liu11a, Theorem 3.5(2)] (with g = 1), together with the fact that CH1(XK)C is of
finite dimension. �

We study the relation between generating series of special divisors and the spaces Ω(µ, ε) and
Ω(µc,−ε). Choose a nonzero element α (resp. αc) in H0(Aµ(C),Ω1) (resp. H0(A∨µ(C),Ω1)) on which
Mµ acts via the inclusionMµ ↪→ C, such that under the canonical pairing H1

B(Aµ,C)×H1
B(A∨µ ,C)→ C,

α and αc pair to one. It is clear that for φ ∈ Ω(µ, ε) and φc ∈ Ω(µc,−ε), the (1, 1)-form
φ � φc := φ∗α ∧ φ∗cαc

on XK(C) does not depend on the choice of the pair (α, αc), which is moreover in H2
B(XK ,Mµ(1)).

By [BMM16, Proposition 5.19] and [Liu14, Lemma 5.3], φ � φc is a Kudla–Milson form which, in the
notation of [BMM16, (8.8)], equals θψF ,µ,φ̃(−, 1), where

φ̃ = ϕ1,1 ⊗

 ⊗
ΦF \{τ}

ϕ0

⊗ φ
for a unique φ ∈ S (V(A∞E )) as in [BMM16, (8.9)]. The assignment (φ, φc) 7→ φ gives rise to a map

d : Ω(µ, ε)⊗Mµ Ω(µc,−ε)⊗Mµ C→ S (V(A∞E )).(5.4)

Lemma 5.5. The map d (5.4) is an isomorphism of C[G(A∞)]-modules.

Proof. For g ∈ G(A∞), we have gφ � gφc = T∗g(φ � φc) = T∗gθψF ,µ,φ̃(−, 1) = θψF ,µ,T∗gφ̃
(−, 1). On the

other hand, we have T∗gφ̃ = ϕ1,1 ⊗
(⊗

ΦF \{τ} ϕ0
)
⊗ (g.φ). Thus, d is G(A∞)-equivariant. The map d

is apparently injective, so is surjective by [Liu14, Lemma 5.3]. The lemma follows. �

Lemma 5.6. We have
(1) The cohomology class clB(Qφ,φc,P,Q

µ,K ) ∈ H2
B(XK ×XK ,C) depends only on d(φ⊗ φc).
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(2) There is a unique C-linear map

cQµ,K : S (V(A∞E ))K → H2
B(XK ×XK ,C)

φ 7→ cQφµ,K

such that
(a) cQd(φ⊗φc)

µ,K = clB(Qφ,φc,P,Q
µ,K ) for every pair (φ, φc) ∈ HomE(AK , Aµ, ε)×HomE(AK , A∨µ ,−ε)

and every P,Q ∈ XK(π0(X ′K));
(b) ∆∗cQφµ,K = clB(Z(φ)K) ∈ H2

B(XK ,C) for every φ ∈ S (V(A∞E ))K .

Proof. The class clB(Qφ,φc,P,Q
µ,K ) ∈ H2

B(XK × XK ,C) is given by the (1, 1)-form p∗1φ
∗α ∧ p∗2φ

∗
cαc on

XK(C)×XK(C). Part (1) follows immediately.
For (2), by (1) and Lemma 5.5, there is a unique C-linear map cQµ,K satisfying (a). However, it

also satisfies (b) due to [BMM16, Proposition 8.3]. �

Remark 5.7. The maps {cQµ,K}K in Lemma 5.6 are clearly compatible under pullbacks, hence induce
a C-linear map cQµ : S (V(A∞E ))→ H2

B(X∞ ×X∞,C) := lim−→K
H2

B(XK ×XK ,C).

Definition 5.8. We say that an element ZK ∈ Z1(XK ×XK)C is a doubling divisor (of level K) for
an element φ ∈ S (V(A∞E ))K if clB(ZK) = cQφµ,K , and ZK has proper intersection with ∆XK .

Lemma 5.9. For every element φ ∈ S (V(A∞E ))K , there exists a doubling divisor of level K.

Proof. By linearity, it suffices to consider the case φ = d(φ ⊗ φc) for (φ, φc) ∈ HomE(AK , Aµ, ε) ×
HomE(AK , A∨µ ,−ε). Take an intermediate number field E ⊆ E′ ⊆ C such that E′ is Galois over E,
splits XK , and satisfies XK(π0(X ′E)) 6= ∅. We choose an element P ∈ XK(π0(X ′E)). Then

ZK := 1
[E′ : E]

∑
σ∈Gal(E′/E)

Qφ,φc,σP,σP
µ,K

is an element in Z1(XK ×XK)Mµ such that clB(ZK) = cQφµ,K by Lemma 5.6(2). By Chow’s moving
lemma, we may replace ZK by another rationally equivalent cycle that has proper intersection with
∆XK . The lemma follows. �

Now we can state and prove our doubling formula for CM data.

Proposition 5.10. Put f i := f t
i ∗ f∨i for i = 1, 2. If we write f1 =

∑
s ds1g−1

s K∩Kg−1
s

as a finite sum
with ds ∈ L and gs ∈ U(V)(A∞F ),10 then

(5.1) =
∑
s

ds · 〈p∗135∆3
zXKs , (∆XKs × TLgsf2

Ks
× ZsKs).p

∗
246∆3

zXKs〉BB
X6
Ks

holds, where Ks := K ∩ gsKg−1
s , and ZsKs ∈ Z1(XK × XK)C is an arbitrary doubling divisor for

d(φ⊗ gsφc) (which exists by Lemma 5.9).

Proof. To shorten notation, we put δK := (degDn−1
K )−1.

By Lemma 5.1, Lemma 5.2, we have

(5.1) = δ2
K

[E′ : E]
∑
i,j

cicj〈p∗123∆3
zXK , (X ′K ×X ′K ×Q

φ,φc,Pi,Pj
µ,K ).p∗124∆3

z,f1,f2
XK〉BB

(X′K)4 .(5.5)

10It is elementary to see that every element in HK,L can be written in this way.
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By Remark 4.38(1), we may replace K by K ′ :=
⋂
s(g−1

s Kgs ∩Ks) and possibly enlarge E′ to obtain

(5.5) = δ2
K′

[E′ : E]
∑
i,j

cicj〈p∗123∆3
zXK′ , (X ′K′ ×X ′K′ ×Q

φ,φc,Pi,Pj
µ,K′ ).p∗124∆3

z,f1,f2
XK′〉BB

(X′
K′ )

4

= d2
K′

[E′ : E]
∑
i,j,s

cicjds〈p∗123∆3
zXK′ , (X ′K′ ×X ′K′ ×Q

φ,φc,Pi,Pj
µ,K′ ).p∗124∆3

z,1
g−1
s K∩Kg−1

s
,f2
XK′〉BB

(X′
K′ )

4 .(5.6)

Since Lgs1g−1
s K∩Kg−1

s
= 1K∩gsKg−1

s
= 1Ks , by Lemma 4.30, we have

(5.6) = δ2
K′

[E′ : E]
∑
i,j,s

cicjds〈p∗123∆3
zXK′ , (X ′K′ ×X ′K′ ×Q

φ,gsφc,P si ,P
s
j

µ,K′ ).p∗124∆3
z,1Ks ,Lgsf2

XK′〉BB
(X′

K′ )
4

=
∑
s

ds · δ2
K′

[E′ : E]
∑
i,j

cicj〈p∗123∆3
zXK′ , (X ′K′ ×X ′K′ ×Q

φ,gsφc,P si ,P
s
j

µ,K′ ).p∗124∆3
z,1Ks ,Lgsf2

XK′〉BB
(X′

K′ )
4 .(5.7)

For each individual s, we may descend the corresponding term down to X ′Ks again by Remark 4.38(1).
Choose a representative

∑
i c
s
iP

s
i of Dn−1

Ks
with csi ∈ Q and P si ∈ XKs(π0(X ′Ks)). Moreover, by Lemma

3.5 and Lemma 5.6, we may replace Q
φ,gsφc,P si ,P

s
j

µ,Ks
by ZsKs ⊗E E

′. Then we have

(5.7) =
∑
s

ds · δ2
Ks ·

∑
i,j

csi c
s
j〈p∗123∆3

zXKs , (XKs ×XKs × ZsKs).p
∗
124∆3

z,1Ks ,Lgsf2
XKs〉BB

(XKs )4

=
∑
s

ds〈p∗123∆3
zXKs , (XKs ×XKs × ZsKs).p

∗
124∆3

z,1Ks ,Lgsf2
XKs〉BB

(XKs )4 ,

where in the second equality, we use the fact that
∑
i c
s
i = degDn−1

Ks
= δ−1

Ks
. The proposition then

follows by [Bĕı87, 4.0.3]. �

Remark 5.11. Proposition 5.10 implies that, for given data f1, f2, f
∨
1 , f

∨
2 , z, the assignment

HomE(AK , Aµ, ε)×HomE(AK , A∨µ ,−ε)→ C

(φ, φc) 7→ vol(K)2 · 〈FJ(f1, f2;φ)zK ,FJ(f∨1 , f∨2 ;φc)zK〉BBP
XK×XK ,Aµ

factors through Ω(µ, ε)⊗Mµ Ω(µc,−ε) and extends uniquely to an Mµ-linear map

Ω(µ, ε)⊗Mµ Ω(µc,−ε)→ C

by considering all level subgroups K.

5.2. Arithmetic invariant functionals. In view of Proposition 5.10, we need to study global arith-
metic invariant functionals defined as follows.

Definition 5.12 (Global arithmetic invariant functional). Let K ⊆ G(A∞) be a level subgroup. For
test functions f ∈ HK,C and φ ∈ S (V(A∞E ))K , we define the global arithmetic invariant functional
to be

IzK(f ,φ) := 〈p∗135∆3
zXK , (∆XK × TfK × ZK).p∗246∆3

zXK〉BB
X6
K
,

where ZK ∈ Z1(XK ×XK)C is an arbitrary doubling divisor for φ (Definition 5.8, linearly extended
to coefficients in C).

We introduce two important conventions, which will be adopted from now on.
(1) We will regard TfK as an algebraic cycle, rather than a Chow cycle, on XK ×XK .
(2) Whenever we have two cycles A and B in a regular schemeX that have proper intersection, A.B

will be regarded as the cycle
∑
C mC(A,B) ·C (rather than the associated Chow cycle), where

the sum is taken over all irreducible components C in A ∩ B with mC(A,B) the intersection
multiplicity.
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Definition 5.13. Let K ⊆ G(A∞) be a level subgroup. For a doubling divisor ZK ∈ Z1(XK ×XK)C
for φ ∈ S (V(A∞E ))K , we put

Z♥K := ZK − p∗2(∆XK .ZK − Z(φ)K),

where we regard ∆XK .ZK as in Z1(XK)C and recall that p2 : XK × XK → XK is the projection to
the second factor.

It is clear that Z♥K ∈ CZ1(XK ×XK) (Definition 3.3), ∆XK .Z
♥
K = Z(φ)K , clB(Z♥K) = clB(ZK) by

Lemma 5.6(2), and

IzK(f ,φ) = 〈p∗135∆3
zXK , (∆XK × TfK × Z

♥
K).p∗246∆3

zXK〉BB
X6
K

(5.8)

by Lemma 3.5.
To proceed, we introduce the notation of (relative) regular semisimple elements.

Definition 5.14. Consider a field extension F ′/F and put E′ := E ⊗F F ′.
(1) We say that a pair of elements (ξ, x) ∈ U(V)(F ′) × V(E′) is regular semisimple if the vectors
{ξix | i = 0, . . . , n− 1} span the E′-module V(E′).

(2) The group U(V)(F ′) acts on U(V)(F ′)×V(E′) via the formula (ξ, x)g = (g−1ξg, g−1x), which
preserves regular semisimple pairs. Denote by [U(V)(F ′)×V(E′)] the orbits of U(V)(F ′)×V(E′)
under the above action, and by [U(V)(F ′)×V(E′)]rs the subset of regular semisimple orbits.

(3) We say that a function on U(V)(F ′) × V(E′) is regularly supported if its support consists of
only regular semisimple pairs.

(4) We say that a function F on U(V)(A∞F ) × V(A∞E ) is regularly supported at some nonar-
chimedean place v of F if we can write F = F v ⊗ F v in which F v, as a function on
U(V)(Fv)×V(Ev), is regularly supported in the sense of (3).

Proposition 5.15. Let K,f ,φ, ZK be as in Definition 5.12.
(1) The cycles ∆XK × TfK × Z

♥
K and p∗246∆3XK intersect properly in X6

K .
(2) If f ⊗ φ is regularly supported at some nonarchimedean place v of F , then p∗135∆3XK and

(∆XK × TfK × Z
♥
K).p∗246∆3XK have empty intersection on X6

K .

Proof. For (1), we have to show that every irreducible component C of the intersection of ∆XK ×
TfK ×Z

♥
K and p∗246∆3XK has dimension 2n−3. However, it is easy to see that C is a closed subscheme

of the fiber product
∆3XK ×(XK×XK×XK) (XK × Y × Z) ' Y ×XK Z,

where Y (resp. Z) is an irreducible component in the support of TfK (resp. Z♥K). But then the
morphism Y → XK is finite étale, and Z has dimension 2n−3. Thus, C has dimension at most 2n−3.
On the other hand, since p∗246∆3XK is a regular subscheme, the dimension of C is at least 2n− 3.

For (2), it is clear that the statement is equivalent to that ∆XK∩TfK∩Z
♥
K is empty in XK×XK . As

∆XK∩Z♥K = Z(φ)K , we have to show that TfK∩Z(φ)K = ∅, which can be checked on XK(C)×XK(C).
By complex uniformization, we have

XK(C) = U(V)(F )\ (D ×U(V)(A∞F )/K) ,

where D is the corresponding hermitian domain of dimension n− 1.
If f ≡ 0, then there is nothing to prove. Otherwise, we have φ(0) = 0. Thus, we need to show

that for every x ∈ V(E)+ and g, h ∈ U(V)(A∞F ), if f(h)φ(g−1x) 6= 0, then TKhK ∩ Z(x, g) = ∅ in
XK(C) × XK(C). We prove by contradiction. Let Dx ⊆ D be the subdomain that is perpendicular
to x. If TKhK ∩ Z(x, g) 6= ∅, then we may find z1 ∈ D, g1 ∈ U(V)(A∞F ), h ∈ KhK, zx ∈ Dx,
gx ∈ U(Vx)(A∞F ), and ξ ∈ U(V)(F ), such that (zx, gxg) = (z1, g1) and (zx, gxg) = ξ(z1, g1h). These
relations imply that zx = ξzx and gxg = ξgxgh. The second equality implies that hig−1x = g−1g−1

x ξ−ix
for i > 0. Now since zx = ξzx, the vectors {x, ξ−1x, . . . , ξ−(n−1)x} ⊆ V(E) are linearly dependent. In
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particular, the pair (hv, g−1
v x) ∈ U(V)(Fv)×V(Ev) is not regular semisimple, which is a contradiction.

Thus, (2) follows. �

We would also like to know whether one can choose a cycle representative of zK such that pp∗135∆3
zXK

and (∆XK × TfK ×Z
♥
K).p∗246∆3

zXK have empty intersection as well. At this moment, we do not find a
uniform answer to this question. On the other hand, the contribution of the difference ∆3XK−∆3

zXK

in the height pairing should be negligible in the comparison of relative trace formulae. In what follows,
we will only consider ∆3XK in the decomposition into local heights, suggested by Proposition 5.15.
Moreover, in this article, we only consider the local heights at good inert primes, which we now explain.

Definition 5.16. We say that a prime p of F is a good inert prime (with respect to K,f ,φ) if
• p is inert in E,
• the underlying rational prime p is odd and unramified in E,
• if we denote by p the set of all primes of F above p that are inert in E, then there exists a
self-dual lattice Λq ⊆ V(Fq) for every q ∈ p such that
– K = Kp ×

∏
q∈pKq in which Kq is the stabilizer of Λq for every q ∈ p,

– f = f p ⊗
⊗

q∈p f q in which f q = 1Kq ,
– φ = φp ⊗

⊗
q∈pφq in which φq = 1Λq .

We fix a good inert prime p. From now on, we work in the category Sch/OEp
.

Let XK be the canonical integral model of XK over OEp (Definition C.21), which is a proper smooth
scheme in Sch/OEp

of relative dimension n− 1. Then the Zariski closure of TfK in XK ×XK is an étale
correspondence, which will be denoted by the same notation. Let ZK (resp. Z(φ)K) be the Zariski
closure of ZK (resp. Z(φ)K) in XK ×XK (resp. XK). Similar to Z♥K , we put

Z♥K := ZK − p∗2(∆XK .ZK −Z(φ)K),(5.9)

which is a formal series of divisors on XK , whose generic fiber is Z♥K .
From now on, we work in the category Sch/OEp

.

Definition 5.17 (Local arithmetic invariant functional). Let K,f ,φ, ZK be as in Definition 5.12 such
that f⊗φ is regularly supported at some nonarchimedean place v of F ,11 we define the local arithmetic
invariant functional at (a good inert prime) p to be

IK(f ,φ)p := 2 log |OF /p| · χ
(
O(p∗135∆3XK)⊗L

OX6
K

O((∆XK × TfK ×Z
♥
K).p∗246∆3XK)

)
,

where χ denotes the Euler–Poincaré characteristic (see Remark 5.18 below), and for a formal series∑
j cjZj of cycles on X 6

K , we put O(
∑
j cjZj) :=

∑
j cjOZj as a formal series of OX 6

K
-modules.12

Remark 5.18. For a Noetherian scheme X, we denote by Db
coh(X) the bounded derived category of

OX -modules with coherent cohomology. By Proposition 5.15(2),

O(p∗135∆3XK)⊗L
OX6

K

O((∆XK × TfK ×Z
♥
K).p∗246∆3XK)

is a formal series in Db
coh(X 6

K ⊗Z Fp), which implies that its Euler–Poincaré characteristic is a formal
series in C.

Proposition 5.19. In the situation of Definition 5.17, we have

IK(f ,φ)p = 2 log |OF /p| · χ
(
O(TfK)⊗L

OX2
K

O(∆Z(φ)K)
)
.

11It is clear that v can not be in p.
12The reason we add the factor 2 in front of log |OF /p| is the following: IK(f ,φ)p is supposed to “approximate” the

local term of IzK(f ,φ) at the unique place u of E above p, hence the factor c(u) in (3.1) is log |OE/pOE | = 2 log |OF /p|.
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Proof. First, by the same argument for Proposition 5.15(1), we know that ∆XK × TfK × Z
♥
K and

p∗246∆3XK have proper intersection on X 6
K . Since ∆XK , every component of TfK , and Z♥K are all

Cohen–Macaulay schemes, we have

O((∆XK × TfK ×Z
♥
K).p∗246∆3XK) = O(∆XK × TfK ×Z

♥
K)⊗OX6

K

O(p∗246∆3XK)

= O(∆XK × TfK ×Z
♥
K)⊗L

OX6
K

O(p∗246∆3XK).

Thus, we have

O(p∗135∆3XK)⊗L
OX6

K

O((∆XK × TfK ×Z
♥
K).p∗246∆3XK)

= O(p∗135∆3XK)⊗L
OX6

K

O(∆XK × TfK ×Z
♥
K)⊗L

OX6
K

O(p∗246∆3XK)

=
(
O(p∗135∆3XK)⊗L

OX6
K

O(p∗246∆3XK)
)
⊗L
OX6

K

O(∆XK × TfK ×Z
♥
K)

= O(∆3(XK ×XK))⊗L
O(XK×XK )3

O(∆XK × TfK ×Z
♥
K).

Restricting to X 2
K , we have

IK(f ,φ)p = 2 log |OF /p| · χ
(
O(∆XK)⊗L

OX2
K

O(TfK)⊗L
OX2

K

O(Z♥K)
)
.

By (5.9), ∆XK and Z♥K have proper intersection. Since both have Cohen–Macaulay components, we
have

O(∆XK)⊗L
OX2

K

O(Z♥K) ' O(∆XK)⊗OX2
K

O(Z♥K) = O(∆XK ∩ Z♥K) = O(∆Z(φ)K).

The proposition then follows. �

5.3. Orbital decomposition of local arithmetic invariant functionals. To further study the
intersection number in Proposition 5.19, we need a certain moduli interpretation of the integral model
XK and Z(φ)K . We will follow the discussion and notation in Subsection C.4. In particular, we denote
by Splp the set of primes of F above p that are split in E.

Definition 5.20. A frame for the (good inert) prime p (with the underlying rational prime p) contains
the following

• an isomorphism between the two E-extensions C and Eac
p ,

• a CM type Φ of E containing the fixed embedding τ ′, such that elements in Φ inducing the
same prime in Splp induce the same prime of E,
• a rational skew-hermitian space W∞

0 over A∞E of rank 1 such that W(W∞
0 ,Φc) is nonempty

and that W∞
0 ⊗A∞ Qp admits a self-dual lattice,

• a sufficiently small open compact subgroup L0 = Lp0× (L0)p of H∞0 (A∞) in which (L0)p is the
stabilizer of a self-dual lattice in W∞

0 ⊗A∞ Qp, where H∞0 is the group of similitude of W∞
0 ,

• a point P : SpecOEnr
p
→M(V,W∞

0 ,Φ)nr
Kp,L0

as in (C.8), whose reduction is in the supersin-
gular locus, where Enr

p is the maximal unramified extension of Ep contained in Eac
p .

Now we take a frame. Put k := OEnr
p
⊗Z Fp and X nr

K := XK ⊗OEp
OEnr

p
. By Remark C.22, the point

P provides us with a Cartesian diagram

X nr
K

//

��

SpecOEnr
p

q0◦P
��

M(V,W∞
0 ,Φ)nr

K,L0

q0 //M(W∞
0 ,Φc)L0 ⊗OEΦ,(p)

OEnr
p

(5.10)
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of schemes over OEnr
p
. In particular, for every locally Noetherian scheme S over OEnr

p
, the set X nr

K (S)
consists of equivalence classes of nonuples (A0, i0, λ0, η

p
0 ;A, i, λ, ηp, ηspl

p ) in which (A0, i0, λ0, η
p
0) is the

base change of (A0, i0,λ0,η
p
0) to S.

We introduce the moduli interpretation of integral special divisors.

Definition 5.21. For x ∈ V(E)+ and gp = (gp, gq | q ∈ Splp) ∈ U(V)(A∞F
,p), we define a relative

functor
sx,gp : Z(x, gp)nr

K → X nr
K

in the way that the fiber over a point (A0, i0, λ0, η
p
0 ;A, i, λ, ηp, ηspl

p ) ∈ X nr
K (S) consists of

ρ ∈ HomS((A0, i0), (A, iA))⊗OF OF,(p)

such that for every geometric point s of S,
• the element ρ∗ ∈ HomE⊗QA∞,p(Hét

1 (A0s,A∞,p),Hét
1 (As,A∞,p)) belongs to ηp((gp)−1x),

• the element ρ∗ ∈
∏

q∈Splp HomOE
q−

(A0s[(q−)∞], As[(q−)∞]) ⊗OE
q−

Eq− belongs to
ηspl
p ((g−1

q x)q∈Splp).

Proposition 5.22. For x ∈ V(E)+ and gp ∈ U(V)(A∞F
,p), we have

(1) The relative morphism sx,gp is representable, finite, and unramified.
(2) There is an isomorphism

sx,gp ⊗OEnr
p
Enr

p '
∐

(gq|q∈p),gq∈U(Vx)(Fq)\U(V)(Fq)/Kq,g
−1
q x∈Λq

sx,(gp,gq|q∈p) ⊗E E
nr
p

of relative functors over XK ⊗E Enr
p , where sx,(gp,gq|q∈p) is defined in Definition 5.3.

(3) For every point z ∈ Z(x, g)nr
K (k), the induced ring homomorphism Ry → Rz is surjective whose

kernel is a principal ideal that is not contained in pRy. Here Rz (resp. Ry) denotes completed
local ring of X nr

K (resp. Z(x, g)nr
K ) at z (resp. y := sx,gp(z)).

Proof. Part (1) follows from the same argument in the proof of [KR14, Proposition 2.9].
For (2), put Xnr

K := XK ⊗Ep E
nr
p . For every point P = (A0, i0, λ0, η

p
0 ;A, i, λ, ηp, ηspl

p ) ∈ Xnr
K (S), we

will construct a functorial bijection s−1
x,gp

P
∼−→
∐
g s−1

x,gP between the fibers.
For the forward direction, take an element ρ as in Definition 5.21. Let (Aρ, iρ) be the quotient abelian

scheme (A/ρ(A0), i), which is naturally an (E, sigV,Φ −Φc)-abelian scheme (Definition C.10). Denote
by % : A→ Aρ the quotient homomorphism, and define a homomorphism ρ0 := cλ−1

0 ◦ ρ∨ ◦ λ : A→ A0
for some c ∈ Z×(p). Then we obtain a prime-to-p isogeny (%, ρ0) : A→ Aρ ×A0. Let λρ be the induced
p-principal polarization of (Aρ, iρ). Choose a representative ηp in itsKp-class such that %∗◦ηp((gp)−1x)
is the zero map. We define ηpρ to be the composition

Vx(A∞,pF ) ↪→ V(A∞,pF ) ηp−→ HomE⊗QA∞,p(Hét
1 (A0s,A∞,p),Hét

1 (As,A∞,p))
%∗◦−−→ HomE⊗QA∞,p(Hét

1 (A0s,A∞,p),Hét
1 (Aρs,A∞,p)).

Let ηpx : A∞,pE x → HomE⊗QA∞,p(Hét
1 (A0s,A∞,p),Hét

1 (A0s,A∞,p)) be the homomorphism sending x to
c · (x, x)V. Then we have (ηpρ ⊕ ηpx) ◦ (gp)−1 = (%, ρ0)∗ ◦ ηp. We have a similar construction for
ηspl
pρ , whose details we omit. Finally, we obtain (A0, i0, λ0, η

p
0 ;Aρ, iρ, λρ, ηpρ, ηspl

pρ ) together with the OE-
linear prime-to-p isogeny (%, ρ0) : A → Aρ × A0, which provides an element in the fiber s−1

x,gP where
g = (gp, gq | q ∈ p) is (a representative in) the unique double coset in the disjoint union satisfying
g−1
q x = ρ∗ under any isomorphism Λq ' HomOEq

(TqA0s,TqAs) of hermitian lattices over OEq , where
Tq denotes the q-adic Tate module.

For the backward direction, take an element in the fiber s−1
x,gP for g in the disjoint union, given by

data
(A0, i0, λ0, η

p
0 ;A′, i′, λ′, ηp′, ηspl′

p ) ∈ Sh(Gx, hVx,τ ′)gKg−1∩Gx(A∞)(S)
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together with an OE-linear prime-to-p isogeny ρ′ : A→ A′×A0 satisfying relevant properties. We just
take ρ as the composite homomorphism

A0
λ0−→ A∨0

ρ′∨|A∨0−−−−→ A∨
cλ−1
−−−→ A

for some c ∈ O×F,(p). It is straightforward to check that the above constructions are inverse to each
other, hence (2) is proved.

For (3), let I be the kernel of Ry → Rz. To show that I is principal, we follow the strategy in the
proof of [How15, Proposition 3.2.3] for the case F = Q.13 Let (A0, i0, λ0, η

p
0 ;A, i, λ, ηp, ηspl

p ) be the
universal object over Ry, which is equipped with the universal OE-linear homomorphism ρ : (A0)Rz →
ARz . It suffices to study the obstruction to lifting ρ to a homomorphism A0S → AS where S := Ry/mI
with m the maximal ideal of Ry. Note that the Hodge exact sequence

0→ Fil HdR
1 (A0)→ HdR

1 (A0)→ Lie(A0)→ 0

splits into a direct sum of

0→ Fil HdR
1 (A0)q → HdR

1 (A0)q → Lie(A0)q → 0

indexed by primes q of F above p, in which HdR
1 (A0)q is the direct summand of HdR

1 (A0) on which
OF,(p) acts via the prime q. We have a similar splitting for A. Moreover HdR

1 (A0)q (resp. HdR
1 (A)q) is

a free OEq ⊗Zp Ry-module of rank 1 (resp. n). By the signature condition, the obstruction to lifting ρ
coincides with the obstruction for the canonical lifting ρ̃∗ : HdR

1 (A0S)p → HdR
1 (AS)p to respect Hodge

filtration. The remaining argument is then same as [How15, p.668] by taking j := π ⊗ 1S − 1⊗ πS for
some π ∈ O×Ep

∩ E−p . Note that, j.Lie(Ak) is always nonzero in our case.
Finally, we show that I is not contained in pRy. If it is, then by (1) the image of sx,gp contains the

entire connected component of (X nr
K )k at y. Thus, for every k point (A0, i0, λ0, η

p
0 ;A, i, λ, ηp, ηspl

p ) in
this connected component, there exists a nonzero homomorphism from (A0, i0) to (A, i). In particular,
(A, i) is not µ-ordinary, which contradicts to the main theorem of [Wed99] saying that µ-ordinary locus
is dense. Here, we apply [Wed99] to the PEL type moduli scheme in Remark C.13 parameterizing
(A, i, λ, η̃p) where η̃p is an away-from-p level structure induced from λp0 and ηp. Thus, (3) is proved. �

By the above proposition, (sx,gp)∗Z(x, gp)nr
K is a relative divisor on X nr

K . In what follows, by abuse
of notation, we denote the cycle (sx,gp)∗Z(x, gp)nr

K again by Z(x, gp)nr
K . The following corollary is

immediate.

Corollary 5.23. Let p be a good inert prime. If φ(0) = 0, then we have

Z(φ)K⊗OEp
OEnr

p
=

∑
x∈U(V)(F )\V(E)+

e−2π·TrF/Q(x,x)V
∑

gp∈U(Vx)(A∞F
,p)\U(V)(A∞F

,p)/Kp

φp((gp)−1x)Z(x, gp)nr
K

as a formal series in Z1(X nr
K )C.

Proof. By Proposition 5.22, the relative divisor Z(x, gp)nr
K is the Zariski closure of∑

(gq|q∈p),gq∈U(Vx)(Fq)\U(V)(Fq)/Kq

∏
q∈p

1Λq(g−1
q x) · Z(x, (gp, gq | q ∈ p))K

in X nr
K . The corollary follows since φ = φp ⊗

⊗
q∈pφq in which φq = 1Λq . �

Lemma 5.24. Let K,f ,φ be as in Definition 5.12 such that f ⊗ φ is regularly supported at some
nonarchimedean place v of F . For a point y ∈ X nr

K (k), if (y, y) belongs to both TfK and the support of
∆Z(φ)K , then y is supersingular (Definition C.24).

13Note that [How15] considers all residue characteristics; while we only consider p that is unramified in E.
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Proof. By Corollary 5.23, it suffices to consider TKhK ∩ Z(x, g)nr
K for some g, h ∈ U(V)(A∞F

,p) and
x ∈ V(E)+ such that (hv, g−1

v x) is regular semisimple for some nonarchimedean place v 6∈ p. We only
consider the case where v is not above p, and leave the similar case where v ∈ Splp to the reader.

Let (y, y) be a k-point in TKhK ∩ Z(x, g)nr
K , with y as in the lemma represented by the object

(A0, i0, λ0, η
p
0 ;A, i, λ, ηp, ηspl

p ) ∈ X nr
K (k). By the moduli interpretation, there is a coprime-to-p isogeny

ξ : A → A such that ξ∗ηp = ηp ◦ hp, and an element ρ ∈ Homk((A0, i0), (A, i)) ⊗OF OF,(p) such that
ρ∗ ∈ HomE⊗QA∞,p(Hét

1 (A0,A∞,p),Hét
1 (A,A∞,p)) belongs to ηp((gp)−1x). Consider the situation at v.

We may choose a representation κv in the Kv-class of ηpv such that ρ∗v = ηpv(g−1
v x). Possibly replacing

hv by some element in KvhvKv, we have (ξi ◦ ρ)∗v = ηpv(hivg−1
v x) for every integer i > 0. Since

(hv, g−1
v x) is regular semisimple, {(ξi ◦ ρ)∗v, i > 0} generates HomOEv

(TvA0,TvA)Q as an Ev-module
where Tv denotes the v-adic Tate module. In particular, Homk((A0, i0), (A, i))Q has dimension n over
E. Thus, A[p∞] is isogenous to A0[p∞]⊕n, hence is supersingular. �

In Subsection C.4, we define the supersingular locus M(V,W∞
0 ,Φ)ss

Kp,L0
. For K as above, we

defineM(V,W∞
0 ,Φ)ss

K,L0
to be the image ofM(V,W∞

0 ,Φ)ss
Kp,L0

under the natural quotient morphism
M(V,W∞

0 ,Φ)Kp,L0 →M(V,W∞
0 ,Φ)K,L0 . Define X ss

K to be the preimage ofM(V,W∞
0 ,Φ)ss

K,L0
under

the left vertical morphism in the diagram (5.10), which is a Zariski closed subset of X nr
K ⊗OEnr

p
k.

Finally, let X ss,∧
K be the completion of X nr

K along X ss
K . Proposition C.26 provides us with the following

uniformization isomorphism

X ss,∧
K ' U(V̄)(F )\

(
N ×U(V̄)(A∞F ,p)/K̄p

)
(5.11)

depending on the frame we chose,14 in particular, the point P . Here, K̄p = K̄p ×
∏

q∈p\{p} K̄q,
where K̄p = Kp under the isomorphism ιPp and K̄q is the stabilizer of Λ̄q in Lemma C.25(6). The
uniformization isomorphism is functorial in Kp and under Hecke translations. We recall the new
hermitian space

V̄ := Homk((A0k, i0k), (Ak, ik))Q
equipped with the hermitian form (C.11), satisfying Lemma C.25, which is “p-nearby to V”. In
particular, we have an isomorphism

V̄⊗F Fp ' Homk((X0k, i0k), (Xk, ik))Q.

Applying the constructions from Subsection 1.3,15 we have for every nonzero x̄ ∈ V̄(Ep), a sub-
formal scheme Z(x̄) of N ; and for every ḡ ∈ U(V̄)(Fp), an isomorphism ḡ : N → N with its graph
Γḡ ⊆ N 2 := N ×O∧

Enr
p

N . Now we arrive at the theorem on the orbital decomposition.

Theorem 5.25. Let K,f ,φ be as in Definition 5.12 such that f ⊗ φ is regularly supported at some
nonarchimedean place v of F . For a good inert prime p, we have

IK(f ,φ)p = 2 log |OF /p| ·
∑

(ξ̄,x̄)∈[U(V̄)(F )×V̄(E))]rs

e−2π·TrFQ(x̄,x̄)V̄ Orb(f̄ p
, φ̄

p; ξ̄, x̄) · χ
(
OΓξ̄ ⊗

L
ON2 O∆Z(x̄)

)
after choosing a frame (Definition 5.20). Here, we define the orbital integral as

Orb(f̄ p
, φ̄

p; ξ̄, x̄) :=
∫

U(V̄)(A∞F
,p)
f̄
p(ḡ−1ξ̄ḡ)φ̄p(ḡ−1x̄) dḡ,

where
• f̄ p = f̄

p ⊗
⊗

q∈p\{p} f̄ q in which f̄ p = f p under the isomorphism ιP (C.13), and f̄ q = 1K̄q
,

14However, one can show that the supersingular locus X ss
K itself is intrinsic, which does not depend on the choice of

the frame.
15Comparing the notations with those in Subsection 1.3, we have (Xk, ik,λk) = (Xn, in,λn), N = Nn, and V̄⊗F Fp =

V−n .
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• φ̄p = φ̄
p ⊗

⊗
q∈p\{p} φ̄q in which φ̄p = φp under the isomorphism ιP , and φ̄q = 1Λ̄q

,
• dḡ is the Haar measure on U(V̄)(A∞F ,p) such that K̄p has volume vol(K).

In particular, the Euler–Poincaré characteristic appearing in the formula is finite for every regular
semisimple pair (ξ̄, x̄).
Proof. We choose a representative x ∈ V(E)+ in the coset U(V)(F )\V(E)+. We first compute∑

gp=(gp,gq|q∈Splp)∈U(Vx)(A∞F
,p)\U(V)(A∞F

,p)/Kp

φp((gp)−1x)Z(x, gp)ss,∧
K ,(5.12)

where Z(x, gp)ss,∧
K is the formal completion of Z(x, gp)nr

K along the supersingular locus. Let
S be a connected scheme in Sch′/Onr

Ep
on which p is locally nilpotent, and take a point

(A0, i0, λ0, η
p
0 ;A, i, λ, ηp, ηspl

p ) ∈ Z(x, gp)ss,∧
K (S). Then we can choose an element x̄ ∈ V̄ and an

E-linear quasi-isogeny ρ : A→ Ak ×k S over S such that
• the image of ρ−1

∗ ◦ x̄∗ in HomE⊗QA∞,p(Hét
1 (A0s,A∞,p),Hét

1 (As,A∞,p)) belongs to ηp((gp)−1x),
• the image of ρ−1

∗ ◦ x̄∗ in
∏

q∈Splp HomOE
q−

(A0s[(q−)∞], As[(q−)∞]) ⊗OE
q−

Eq− belongs to
ηspl
p ((g−1

q x)q∈Splp),
• ρ−1 ◦ x̄ lifts to an OE-linear homomorphism A0[q∞]→ A[q∞] for every q ∈ p.

Here, we note that (A0, i0, λ0, η
p
0) is identified with the base change of (A0, i0,λ0,η

p
0) to S. By Propo-

sition C.26, ρ is given by an element ḡp ∈ U(V̄)(A∞F ,p) on S. In particular, we have (x̄, x̄)V̄ = (x, x)V.
Choose a representative x̄ in the coset U(V̄)(F )\V̄(E) of this norm. Then under the isomorphism
(5.11), we have

(5.12) =
∑

ḡp∈U(V̄x̄)(A∞F
,p)\U(V̄)(A∞F

,p)/K̄p

φ̄
p((ḡp)−1x̄) · [Z(x̄), ḡp],

where [Z(x̄), ḡp] denotes the corresponding double coset in the right-hand side of (5.11).
By linearity, we may assume f = 1KhK for some h ∈ U(V)(A∞F ) with hp = 1. In particular,

TfK = vol(K)TKhK . By Proposition C.26, the formal completion of TKhK in (X ss,∧
K )2 is simply the set-

theoretical Hecke correspondence TK̄ph̄pK̄p under the isomorphism (5.11) by Proposition C.26, where
h̄pq = 1 for q ∈ p \ {p}. We first analyze the intersection TK̄ph̄pK̄p ∩ ∆[Z(x̄), ḡp]. If the intersection
is nonempty, then [Z(x̄), ḡph̄p] and [Z(x̄), ḡp] are in the same connected component. By (5.11), there
exists ξ̄ ∈ U(V̄)(F ) such that ξ̄ḡpK̄p = ḡph̄pK̄p, that is, 1KhK((ḡp)−1ξ̄ḡp) = 1. Moreover, if we
fix a set of representatives of the orbits of U(V̄)(F ) under conjugation, then one can always choose
ξ̄ to be one of the representatives. Now we think conversely, for any such representative ξ̄, the
cosets ḡpK̄p satisfying ξ̄ḡpK̄p = ḡph̄pK̄p are those satisfying 1KhK((ḡp)−1ξ̄ḡp) = 1. In this case,
the intersection TK̄ph̄pK̄p ∩∆[Z(x̄), ḡp] is isomorphic to the image of Γξ̄ ∩∆Z(x̄) under the quotient
morphism N 2 → (C\N )2 for some subgroup C ⊆ U(V̄)(Fp) acting on N discretely.

Now we claim that Γξ̄∩∆Z(x̄) is a proper scheme in Sch/k. By definition, we have ξ̄Z(x̄) = Z(ξ̄x̄). It
follows that Γξ̄∩∆Z(x̄) is isomorphic to a closed sub-formal scheme of

⋂n−1
i=0 Z(ξ̄ix̄), whose underlying

reduced scheme is a proper scheme in Sch/k by [KR11, Theorem 4.12] for Fp = Qp and [Cho] in
general. Thus, the underlying reduced scheme of Γξ̄ ∩∆Z(x̄) is of finite type over k. By the previous
discussion, it suffices to show that TK̄ph̄pK̄p ∩∆[Z(x̄), ḡp] is a scheme of finite type over k. However,
this follows from Lemma 5.24. As a consequence, χ

(
OΓξ̄ ⊗

L
ON2
O∆Z(x̄)

)
is finite. Moreover, it is equal

to χ
(
OTK̄ph̄pK̄p ⊗L

ON2
O∆[Z(x̄),ḡp]

)
. Therefore, the theorem follows from (5.12) and Lemma 5.24. �

Remark 5.26. We believe that a more general notion of good inert prime, for which a result similar to
Theorem 5.25 holds, should just be a prime p of F that is inert in E, and such that there is a self-dual
lattice Λp ⊆ V(Fp) satisfying

• K = Kp ×Kp in which Kp is the stabilizer of Λp,
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• f = f p ⊗ f p in which f p = 1Kp ,
• φ = φp ⊗ φp in which φp = 1Λp .

In the formula for IK(f ,φ)p in Theorem 5.25, the orbital integral has the decomposition

Orb(f̄ p
, φ̄

p; ξ̄, x̄) = Orb(f̄ p
, φ̄

p; ξ̄, x̄) ·
∏

q∈p\{p}
Orb(1K̄q

,1Λ̄q
; ξ̄, x̄),

in which we decompose the Haar measure on U(V̄)(A∞F ,p) such that K̄q has volume 1 for every
q ∈ p \ {p}.

We now compare the term

2 log |OF /p| ·
∏

q∈p\{p}
Orb(1K̄q

,1Λ̄q
; ξ̄, x̄) · χ

(
OΓξ̄ ⊗

L
ON2 O∆Z(x̄)

)
with the orbital integrals on the general linear side. Recall the notations Matr,s and Mn from Subsec-
tion 1.7, and denote by Sn the OF -subscheme of ResOE/OF Matn,n consisting of matrices g satisfying
g · gc = In.

Definition 5.27 ([Liu14, Section 5.3]16). Consider a field extension F ′/F and put E′ := E ⊗F F ′.
(1) We say that a pair of elements (ζ, y) ∈ Sn(F ′) ×Mn(F ′) is regular semisimple if the matrix

(y2ζ
i+j−2y1)ni,j=1 is invertible in E′, where we write y = (y1, y2) for y1 ∈ Matn,1(F ′) and

y2 ∈ Mat1,n(F ′).
(2) The group GLn(F ′) acts on Sn(F ′)×Mn(F ′) via the formula (ζ, y1, y2).g = (g−1ζg, g−1y1, y2g),

which preserves regular semisimple pairs. Denote by [Sn(F ′)×Mn(F ′)] the orbits of Sn(F ′)×
Mn(F ′) under the above action, and by [Sn(F ′) ×Mn(F ′)]rs the subset of regular semisimple
orbits.

(3) Suppose that F ′ = Fv for some place v of F . For a regular semisimple pair (ζ, y) ∈ Sn(F ′) ×
Mn(F ′), we define its local transfer factor to be ωv(ζ, y) := µE/F (det(y1, ζy1, . . . , ζ

n−1y1)).
We denote by [Sn(F ′)×Mn(F ′)]±rs the subset of [Sn(F ′)×Mn(F ′)]rs of orbits (ζ, y) such that
µE/F (det(y2ζ

i+j−2y1)ni,j=1) = ±1.
(4) We say that two regular semisimple orbits (ζ, y) ∈ [Sn(F ′)×Mn(F ′)]rs and (ξ̄, x̄) ∈ [U(V̄)(F ′)×

V̄(E′)]rs (Definition 5.14) match if
• ζ and ξ̄ have the same characteristic polynomial as elements in Matn,n(E′),
• y2ζ

iy1 = (ξ̄ix̄, x̄)V̄ for 0 6 i 6 n− 1.

Corollary 5.28. In the situation of Theorem 5.25, suppose that for every orbit (ξ̄, x̄) ∈ [U(V̄)(F ) ×
V̄(E))]rs, Conjecture 1.9(2) for Eq/Fq for every q ∈ p\{p} and Conjecture 1.12 for Ep/Fp hold. Then
we have

IK(f ,φ)p = −
∑

(ξ̄,x̄)∈[U(V̄)(F )×V̄(E))]rs

e−2π·TrF/Q(x̄,x̄)V̄

Orb(f̄ p
, φ̄

p; ξ̄, x̄) · d
ds

∣∣∣∣
s=0

∏
q∈p

ωq(ζ, y) Orb(s;1Sn(OFq ),1Mn(OFq ); ζ, y)

 ,
where (ζ, y) ∈ [Sn(F )×Mn(F )]rs is the unique orbit that matches (ξ̄, x̄).

Proof. It suffices to note that Orb(0;1Sn(OFp ),1Mn(OFp ); ζ, y) = 0, which is Conjecture 1.9(1) and is
known (see Remark 1.10). �

Remark 5.29. To obtain a global result, we would like to find test functions f̃ p, φ̃p on the general
linear side, in order to obtain some matching relation with the local intersection number IK(f ,φ)v at

16Note that we have changed the roles of rows and columns from [Liu14], in order to match the convention of generating
series.
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every place v of F . If v is split in E, then it is expected that IK(f ,φ)v vanishes, and the matching
test functions f̃v, φ̃v are obtained from fv, φv by an elementary way as in [Liu14, Proposition 5.11].
If v is neither split nor a good inert prime, then we do not know what to do at this moment.

Appendix A. Proof of the arithmetic fundamental lemma in the minuscule case (by
Chao Li and Yihang Zhu)

The purpose of this appendix is to prove the arithmetic fundamental lemma for U(n)×U(n), namely,
Conjecture 1.12, in the minuscule case. We follow the setup and notation in Subsection 1.3.

A.1. Derivatives of orbital integrals via lattice counting. We take a regular semisimple orbit
(ζ, y) ∈ [Sn(F ) ×Mn(F )]−rs, where y = (y1, y2) ∈ Matn,1(F ) ×Mat1,n(F ). Let (ξ, x) ∈ [U(V−n )(F ) ×
V−n (E)]rs be the unique orbit that matches (ζ, y). By definition, ζ and ξ have the same characteristic
polynomial; and we have

y2ζ
iy1 = (ξix, x), i = 0, . . . , n− 1.(A.1)

Recall that we denote v(ζ, y) := val(det(y1, ζy1, . . . , ζ
n−1y1)), and define the transfer factor to be

ω(ζ, y) := (−1)v(ζ,y). We also put ∆(ζ, y) := det(y2ζ
i+j−2y1)ni,j=1 and δ(ζ, y) := val(∆(ζ, y)). As

(ζ, y) ∈ [Sn(F )×Mn(F )]−rs, we know that δ(ζ, y) is odd.
Define two OE-lattices

L1 = Lζ,y1 := OEy1 ⊕OEζy1 ⊕ · · · ⊕OEζn−1y1 ⊆ Matn,1(E),
L2 = Lζ,y2 := OEy2 ⊕OEy2ζ ⊕ · · · ⊕OEy2ζ

n−1 ⊆ Mat1,n(E).
For every integer i > 0, we define the set
Mi(ζ, y) := {OE-lattice Λ ⊆ Matn,1(E) | L1 ⊆ Λ, L2 ⊆ Λ∨,Λc = Λ, ζΛ = Λ, lengthOE (Λ/L1) = i},

where ∨ denotes dual lattice under the standard sesquilinear form
Matn,1(E)×Mat1,n(E)→ E, (x1, x2) 7→ xc

2 · x1.(A.2)
Lemma A.1. We have

d
ds

∣∣∣∣
s=0

Orb(s;1Sn(OF ),1Mn(OF ); ζ, y) = −2 log q · ω(ζ, y)
∑
i>0

(−1)i(v(ζ, y)− i) ·#Mi(ζ, y).

Proof. By definition, we have

Orb(s;1Sn(OF ),1Mn(OF ); ζ, y) =
∫

GLn(F )
1Sn(OF )(g−1ζg)1Mn(OF )(g−1y1, y2g)µE/F (det g)| det g|sEdg.

Notice that (g−1y1, y2g) belongs to Mn(OF ) if and only if y1 ∈ gMatn,1(OF ) and y2 ∈ Mat1,n(OF )g−1

hold. We also notice that g−1ζg belongs to Sn(OF ) if and only if ζgMatn,1(OE) = gMatn,1(OE) and
Mat1,n(OE)g−1ζ = Mat1,n(OE)g−1 hold. Moreover, the OE-lattice gMatn,1(OE) is invariant under
the involution c, and is dual to Mat1,n(OE)g−1 under the pairing (A.1). It follows that the assignment

g 7→ Λ = Λ(g) := gMatn,1(OE)
induces a bijection between the set

{g ∈ GLn(F )/GLn(OF ) | (g−1y1, y2g) ∈ Mn(OF ), g−1ζg ∈ Sn(OF )},
and the set

{OE-lattice Λ ⊆ Matn,1(E) | y1 ∈ Λ, y2 ∈ Λ∨,Λc = Λ, ζΛ = Λ},
in which the latter is equal to

{OE-lattice Λ ⊆ Matn,1(E) | L1 ⊆ Λ, L2 ⊆ Λ∨,Λc = Λ, ζΛ = Λ}.
Clearly it further induces a bijection between such elements g with val(det g) = i and such OE-lattices
Λ with lengthOE (Λ/L1) = i, namely, the set Mi(ζ, y). Now notice that we have

val(det g) = lengthOE (Matn,1(OE)/L1)− lengthOE (Λ/L1)
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and
lengthOE (Matn,1(OE)/L1) = val(det(y1, ζy1, . . . , ζ

n−1y1)) = v(ζ, y).

It follows that if lengthOE (Λ/L1) = i, then we have

µE/F (det g) = (−1)v(ζ,y)−i = (−1)i · ω(ζ, y)

and
d
ds

∣∣∣∣
s=0
| det(g)|sE = −2 log q · (v(ζ, y)− i).

The lemma is proved. �

Define two isomorphisms of E-vector spaces

φ1 : Matn,1(E)→ V−n (E), ζiy1 7→ ξix, i = 0, . . . , n− 1,

and
φ2 : Mat1,n(E)→ V−n (E), y2ζ

i 7→ ξix, i = 0, . . . , n− 1.

By (A.1), the standard sesquilinear form (A.2) transfers to the hermitian form on V−n (E) under φ1×φ2.
It is clear that under φ1, the unique F -linear involution Matn,1(E) → Matn,1(E) sending a · ζiy1 to
ac · (ζi)cy1 = ac · ζ−iy1 for every a ∈ E and i = 0, . . . , n− 1 transfers to the unique F -linear involution
τ : V−n (E)→ V−n (E) satisfying τ(a · ξix) = ac · ξ−ix for every a ∈ E and i = 0, . . . , n− 1.

Define the OE-lattice

L = Lξ,x := OEx⊕OEξx⊕ · · · ⊕OEξn−1x ⊆ V−n (E).

Then we have φi(L(ζ, yi)) = L for i = 1, 2. For every integer i ≥ 0, we define the set

Ni(ζ, y) := {OE-lattice Λ ⊆ V−n (E) | L ⊆ Λ ⊆ L∗, ξΛ = Λ,Λτ = Λ, lengthOE (Λ/L) = i},

where ∗ denotes dual lattice under the hermitian form on V−n (E).

Proposition A.2. We have

d
ds

∣∣∣∣
s=0

Orb(s;1Sn(OF ),1Mn(OF ); ζ, y) = −2 log q · ω(ζ, y)
δ(ζ,y)∑
i=0

(−1)i(−i) ·#Ni(ζ, y).

Proof. Notice that the isomorphisms φ1 and φ2 induce a bijection between the sets Mi(ζ, y) and
Ni(ζ, y) for every i. As lengthOE (L∗/L) = δ(ζ, y), we know that Ni is empty unless 0 ≤ i ≤ δ(ζ, y).
Moreover, the assignment Λ 7→ Λ∗ induces an isomorphism between Ni(ζ, y) and Nδ(ζ,y)−i(ζ, y). Since
δ(ζ, y) is odd, we have

δ(ζ,y)∑
i=0

(−1)iv(ζ, y) = 0.

Thus, we have
δ(ζ,y)∑
i=0

(−1)i(v(ζ, y)− i) ·#Mi(ζ, y) =
δ(ζ,y)∑
i=0

(−1)i(−i) ·#Ni(ζ, y).

The proposition then follows from Lemma A.1. �

Remark A.3. There seems to be a sign error in [RTZ13, Corollary 7.3(2)], which is corrected in the
more general Proposition A.2.
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A.2. The minuscule case. Choose a uniformizer $ of F . From now on we assume that (ξ, x) is
minuscule, namely, we assume

$L∗ ⊆ L ⊆ L∗,
where L = Lξ,x as we recall. In this case, L∗/L is a vector space over the residue field κE ∼= Fq2 of
E, which is equipped with an hermitian form induced from V−n . Since ξ ∈ U(V−n )(F ) stabilizes L and
L∗, we know that ξ induces an action ξ̄ on L∗/L, which is an element in U(L∗/L). We denote by
P (T ) the characteristic polynomial of ξ̄ on L∗/L. Since ξ̄ belongs to U(L∗/L), we know that P (T ) is
self-reciprocal. Here we recall that for a polynomial

R(T ) = akT
k + · · ·+ a1T + a0 ∈ κE [T ]

with a0ak 6= 0, we define its reciprocal polynomial as
R∗(T ) := (ac

0)−1 · T k ·R(1/T )c;
and we say that R(T ) is self-reciprocal if R(T ) = R∗(T ).

Now for any irreducible factor R(T ) of P (T ), for P (T ) defined above, we denote the multiplicity
of R(T ) in P (T ) by m(R(T )). Since P (T ) is self-reciprocal, if R(T ) is an irreducible factor of P (T ),
then R∗(T ) is also an irreducible factor of P (T ). Thus, taking reciprocal R(T ) 7→ R∗(T ) induces
an involution on the set of irreducible factors of P (T ). We denote by NSR the set of all orbits of
non-self-reciprocal monic irreducible factors of P (T ) under this involution.

Lemma A.4. If P (T ) has a unique self-reciprocal monic irreducible factor Q(T ) such that m(Q(T ))
is odd, then

δ(ζ,y)∑
i=0

(−1)i(−i) ·#Ni(ζ, y) = degQ(T ) · m(Q(T )) + 1
2 ·

∏
{R(T ),R∗(T )}∈NSR

(1 +m(R(T ))).

Otherwise, we have
δ(ζ,y)∑
i=0

(−1)i(−i) ·#Ni(ζ, y) = 0.

Proof. This follows from the same proof as [RTZ13, Proposition 8.2]. �

Put Λ := L∗. Since (ξ, x) is minuscule, we know that Λ is a vertex lattice, namely, it satisfies
$Λ ⊆ Λ∗ ⊆ Λ. Let V(Λ) be the Deligne–Lusztig variety associated to the vertex lattice Λ as in
[LZ17, Section 2.5] and [RTZ13, Section 3], which is a smooth projective variety over k, where k is the
residue field of Ĕ as in Subsection 1.3.

Lemma A.5. We have a canonical isomorphism

Γξ ∩∆Zn(x) ∼= V(Λ)ξ̄

of k-schemes.

Proof. Notice that we have a canonical isomorphism Γξ ∩ ∆Zn(x) ∼= Zn(x) ∩ N ξ
n . Let NΛ ⊆ Nn be

the closed Bruhat–Tits stratum associated to the vertex lattice Λ as in [LZ17, Section 2.6]. Then by
definition, we have

Zn(x) ∩N ξ
n
∼= N ξ

Λ.

By [LZ17, Corollary 3.2.3 & Section 2.6], we have NΛ ∼= V(Λ). The lemma then follows. �

Lemma A.6. We have that V(Λ)ξ̄ is empty unless P (T ) has a unique self-reciprocal monic irreducible
factor Q(T ) such that m(Q(T )) is odd. Assume that V(Λ)ξ̄ is non-empty. Then V(Λ)ξ̄ is an Artinian
k-scheme, and

χ(OΓξ ⊗
L
ON2

n

O∆Zn(x)) = lengthk V(Λ)ξ̄ = degQ(T ) · m(Q(T )) + 1
2 ·

∏
{R(T ),R∗(T )}∈NSR

(1 +m(R(T ))).
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Proof. The result follows directly from Lemma A.5, [LZ17, Corollary 3.2.3], [RTZ13, Proposition 8.1],
and [HLZ19, Lemma 5.1.1 & Theorem 4.6.3]. Strictly speaking, these references assume F = Qp,
but the same proof works for general F as long as one replaces results related to the Bruhat–Tits
stratification and special cycles by more general ones in [Cho]. �

Theorem A.7. Conjecture 1.12 holds when (ξ, x) is minuscule.

Proof. This follows immediately from Proposition A.2, Lemma A.4, and Lemma A.6. �

Appendix B. Poles of Eisenstein series and theta lifting for unitary groups

In this appendix, we prove some results about global theta lifting for unitary groups, namely,
Theorem B.4 and its two corollaries. These results are only used in the proof of Proposition 4.13.
Thus, if the readers are willing to admit these results from the theory of automorphic forms, they
are welcome to skip the entire section except the very short Subsection B.1 where we introduce some
notation for the discrete automorphic spectrum.

B.1. Discrete automorphic spectrum. We recall some setup about the discrete automorphic
spectrum. Let G be a reductive group over a number field F . Let ZG be the center of G.
For an automorphic character χ : ZG(F )\ZG(AF ) → C×, we denote by L2(G(F )\G(AF ), χ) the
space of measurable complex valued functions f on G(F )\G(AF ) satisfying f(gz) = χ(z)f(g) for
z ∈ ZG(AF ) such that |f(g)χ′(g)|2 is integrable on G(F )\G(AF )/ZG(AF ) for some (hence every)
character χ′ : G(F )\G(AF ) → C× such that χ · (χ′ | ZG(AF )) is unitary. The group G(AF ) acts on
L2(G(F )\G(AF ), χ) by the right translation. Denote by L2

disc(G(F )\G(AF ), χ) the maximal closed
subspace of L2(G(F )\G(AF ), χ) that is a direct sum of irreducible (closed) subrepresentations of
G(AF ). We put

L2
disc(G) :=

⊕
χ

L2
disc(G(F )\G(AF ), χ)

where χ runs through all automorphic characters of ZG(AF ). Finally, denote by L2
cusp(G) the subspace

of L2
disc(G) consisting of cuspidal functions. Both L2

disc(G) and L2
cusp(G) are representations of G(AF )

via the right translation.

Definition B.1. Let π be an irreducible admissible representation of G(AF ).
(1) We define the discrete (resp. cuspidal) multiplicity mdisc(π) (resp. mcusp(π)) of π to be the

dimension of HomG(AF )(π,L2
disc(G)) (resp. HomG(AF )(π,L2

cusp(G))).
(2) We define a discrete (resp. cuspidal) realization of π to be an irreducible subrepresentation Vπ

contained in L2
disc(G) (resp. L2

cusp(G)) that is isomorphic to π.

It is known that 0 6 mcusp(π) 6 mdisc(π) <∞.

B.2. Main theorem and consequences. Now we let F be a totally real number field, and E/F a
totally imaginary quadratic extension. Denote by c the nontrivial involution of E over F .

Definition B.2. We say that an automorphic character µ : E×\A×E → C× is strictly unitary if µ∞
takes value 1 on the diagonal ∆[F :Q]R×>0 ⊆ (R×>0)[F :Q] as a subgroup of E×∞ ⊆ A∞E .

Remark B.3. It is clear that a strictly unitary automorphic character is unitary. For every automorphic
character µ of A×E , there exists a unique complex number s such that µ| |sE is strictly unitary.

Let V, ( , )V be a (non-degenerate) hermitian space over E (with respect to c) of rank n and let
W, 〈 , 〉W be a (non-degenerate) skew-hermitian space over E (with respect to c) of rank m. Let G :=
U(V) and H := U(W) be the unitary groups of V and W, respectively. We form the symplectic space
ResE/F V ⊗E W, and let Mp(ResE/F V ⊗E W) be the metaplectic cover of Sp(ResE/F V ⊗E W)(AF )
with center C1. Then we have the oscillator representation ω of Mp(ResE/F V ⊗E W) with respect
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to the standard additive character ψF .17 Let µ = (µV, µW) be a pair of splitting characters for
(V,W), that is, (µV, µW) is a pair of automorphic characters of A×E satisfying µV |A×F = µmE/F and
µW |A×F = µnE/F . Then it induces an embedding ιµ : G(AF ) × H(AF ) ↪→ Mp(ResE/F V ⊗E W). By
restriction, we obtain the Weil representation

ωV,W
µ := ω ◦ ιµ(B.1)

of G(AF )×H(AF ). It induces the global theta lifting map ΘW
µ,V: For an irreducible smooth subrepre-

sentation V ⊆ L2
cusp(G) of G(AF ), we obtain a subrepresentation ΘW

µ,V(V ) ⊆ C∞(H(F )\H(AF ),C) of
H(AF ). More precisely, there is a space of theta functions θµ(g, h) on G(F )\G(AF )× H(F )\H(AF ),
which is an automorphic realization of ωV,W

µ . Then ΘW
µ,V(V ) is spanned by functions

h 7→
∫

G(F )\G(AF )
θµ(g, h)f(g)dg

on H(F )\H(AF ) for f ∈ V . Similarly, we have the reverse global theta lifting map ΘV
µ,W.

We consider an automorphic representation π of G(AF ) and a strictly unitary automorphic character
µ : E×\A×E → C×. We study three objects associated to π and µ as follows.

• Let S be a finite set of places of F containing all archimedean ones and such that for v 6∈ S,
both πv and µv are unramified. We then have the partial standard L-function LS(s, π × µ).
• Let G1 be the unitary group of the hermitian space V1 := V ⊕ D, where D is the hyperbolic
hermitian plane, let Q be a parabolic subgroup of G1 stabilizing an isotropic line in D, and let
K ⊆ G1(AF ) be a maximal compact subgroup such that the Cartan decomposition G1(AF ) =
Q(AF )K holds. Let Vπ be a cuspidal realization of π (Definition B.1). Let I(Vπ � µc) be the
space of functions f on G1(AF ) such that for every k ∈ K the function p 7→ f(pk) is a K ∩
Q(AF )-finite vector in Vπ�(µc·| |(n+1)/2

E ).18 For every f ∈ I(Vπ�µc), we can form an Eisenstein
series EQ(g; fs) normalized such that Re(s) = 0 is the unitary line (see [Sha88, Section 2] for
details). By Langlands theory of Eisenstein series [Lan71, MW95], EQ(g; fs) is absolutely
convergent for Re(s) > n+1

2 and has a meromorphic continuation to the entire complex plane.
• Let Vπ be a cuspidal realization of π (Definition B.1). Then we have the global theta lifting

ΘW
(µ,ν),V(Vπ). We will adopt the convention that if µ |A×F 6= µmE/F with m := dimE W, then

ΘW
(µ,ν),V(Vπ) = 0.

We have the following theorem, which is the unitary version of a weaker form of [GJS09, Theo-
rem 1.1].

Theorem B.4. Let π be an irreducible admissible representation of G(AF ), let Vπ be a cuspidal
realization of π (Definition B.1), and let µ : E×\A×E → C× be a strictly unitary automorphic character.
We have

(1) For s0 ∈ C with Re(s0) > 0, consider the following statements:
(a) LS(s, π × µ) · LS(2s, µ,As(−1)n) has a pole at s0, where As± stand for the two Asai rep-

resentations (see, for example, [GGP12a, Section 7]).
(b) {EQ(g; fs) | f ∈ I(Vπ � µc)} has a pole at s0 + j for some integer j > 0.
(c) ΘW

(µ,ν),V(Vπ) 6= 0 for some skew-hermitian space W of dimension n+ 1− 2s0 and some ν
with ν |A×F = µnE/F .

19

Then (a) ⇒ (b) ⇒ (c).
(2) The skew-hermitian space W in (1c) is unique up to isomorphism.

17In this article, we will always use ψF to form oscillator representations. Thus, in the sequel, we will no longer
mention the dependence of ψF when discussing oscillator representations.

18Here, we regard vectors in Vπ � (µc · | |(n+1)/2
E ) as functions on Q(AF ) via the Levi quotient map.

19This property is independent of the choice of such ν since changing ν results in a twist of ΘW
(µ,ν),V(Vπ) by a character.
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We will prove the theorem in Subsection B.3.

Corollary B.5. Denote the set of poles of LS(s, π×µ) ·LS(2s, µ,As(−1)n) in the region Re(s) > 0 by
PolSπ,µ. Then

(1) If µ is not conjugate self-dual, then PolSπ,µ is empty.
(2) If µ is conjugate orthogonal (Definition 4.1), then PolSπ,µ is contained in the set
{n+1

2 , n−1
2 , . . . , n+1

2 − b
n
2 c}.

(3) If µ is conjugate symplectic (Definition 4.1), then PolSπ,µ is contained in the set {n2 ,
n−2

2 , . . . , n2−
bn−1

2 c}.

Proof. This is a direct consequence of Theorem B.4. �

Let Vπ be a cuspidal realization of π, and suppose that {EQ(g; fs) | f ∈ I(Vπ � µc)} has the largest
pole at smax. By Theorem B.4, there is a skew-hermitian space W of dimension n+ 1− 2smax, unique
up to isomorphism, such that ΘW

(µ,ν),V(Vπ) is nonzero.

Corollary B.6. Let the notation be as above. Suppose that ΘW
(µ,ν),V(Vπ) is cuspidal. Then

(1) The space ΘW
(µ,ν),V(Vπ) is an irreducible representation of U(W)(AF ); and

Vπ = ΘV
(µ−1,ν−1),−W(ΘW

(µ,ν),V(Vπ)),(B.2)

where −W, 〈 , 〉−W denotes the skew-hermitian space W,−〈 , 〉W, and we naturally identify
U(W) with U(−W).

(2) The space Rsmax(Vπ � µc) generated by residues of {EQ(g; fs) | f ∈ I(Vπ � µc)} at s = smax is
an irreducible representation of G1(AF ); and

Rsmax(Vπ � µc) = ΘV1
(µ−1,ν−1),−W(ΘW

(µ,ν),V(Vπ)).(B.3)

(3) In the situation of (1) (resp. (2)), let πW (resp. π1) be the underlying (irreducible) represen-
tation of ΘW

(µ,ν),V(Vπ) (resp. Rsmax(Vπ � µc)). If πW has a unique realization as a subquotient
in the space of automorphic forms on U(W), then mcusp(π) = 1 (resp. mcusp(π1) = 0).

Proof. Put m := n+ 1− 2smax for simplicity.
For (1), the irreducibility follows from [Wu13, Theorem 5.3], and (B.2) follows from [Wu13, Theo-

rem 5.1].
For (2), since the space generated by the constant terms of forms in Rsmax(Vπ�µc) is an irreducible

representation of MQ(AF ), where MQ is the Levi quotient of Q, the space Rsmax(Vπ � µc) is an
irreducible representation of G1(A). Then (B.3) follows from [Wu13, Proposition 5.9].

For (3), we first study mcusp(π). Let V ′π be an arbitrary cuspidal realization of π. By Theorem
B.4, there exists a skew-hermitian space W′ of the same dimension m such that ΘW′

(µ,ν),V(V ′π) 6= 0.
As m 6 n, by the local theta dichotomy [SZ15, Theorem 1.10],20 we have W′ ' W. By the Howe
duality [GT16, Theorem 1.2], the underlying representation of ΘW′

(µ,ν),V(V ′π) must be isomorphic to a
finite sum of πW. Then the assumption of πW implies ΘW

(µ,ν),V(Vπ) = ΘW′
(µ,ν),V(V ′π). Thus, Vπ = V ′π by

[Wu13, Theorem 5.1]. In particular, mcusp(π) = 1.
Then we study mcusp(π1). Let Vπ1 be a cuspidal realization of π1. By the identity LS(s, π1) =

LS(s, π) ·LS(s− smax, µ
c), we know that LS(s, π1×µ) has a pole at smax + 1. By Theorem B.4, there

exists a skew-hermitian space W1 of dimension (n+2)+1−2(smax +1) = m such that ΘW1
(µ,ν),V1

(Vπ1) 6=
0. Again by the local theta dichotomy and the Howe correspondence, we have W1 ' W and that
the underlying representation of ΘW1

(µ,ν),V(Vπ1) must be isomorphic to a finite sum of πW. Then the
assumption of πW implies ΘW1

(µ,ν),V1
(Vπ1) = ΘW

(µ,ν),V(Vπ). Thus, Vπ1 = ΘV1
(µ−1,ν−1),−W(ΘW

(µ,ν),V(Vπ)) by

20At a nonarchimedean place, the local theta dichotomy is also proved in [GG11].
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[Wu13, Theorem 5.1], which is simply Rsmax(Vπ � µ) by (B.3). This is a contradiction. Therefore,
mcusp(π1) = 0. �

Remark B.7. In fact, in Corollary B.6, the space ΘW
(µ,ν),V(Vπ) is always cuspidal, which follows from

an analogous statement of [GJS09, Theorem 5.1], whose proof can be adopted to the unitary case as
well. Since we do not need this fact, we will leave the details to interested readers as an exercise.

B.3. Proof of Theorem B.4. We follow the strategy in [GJS09]. We first prove the following
proposition, which is a part of Theorem B.4.

Proposition B.8. Suppose that µc = µ−1. Let s1 be the maximal positive real pole of {EQ(g; fs) | f ∈
I(Vπ � µc)}. Then

(1) There is some skew-hermitian space W of dimension n+ 1− 2s1 such that ΘW
(µ,ν),V(Vπ) 6= 0.

(2) All other positive real poles of EQ(g; fs) have the form s1 − j for some integer j > 0.

Part (1) of this proposition is the unitary version of [GJS09, Theorem 3.1]. The proof is very similar
to the argument in [Mœg97, Section 2.1] and [GJS09, Section 3], which are for orthogonal groups. We
will only sketch the proof with necessary modification for the unitary case.

We first introduce some notation. Fix a polarization D = δ+ ⊕ δ− of the hyperbolic hermitian
plane D. For an integer a > 0, put δ±a := (δ±)⊕a and Va := V ⊕ (δ+

a ⊕ δ−a ). Put Ga := U(Va) and
let Qa ⊆ Ga be the parabolic subgroup stabilizing the subspace δ+

a . In particular, we may identify
Q1 with Q. Note that the Levi quotient of Qa is isomorphic to G × ResE/F GLa. In particular, we
have the space of functions Vπ � (µc · | |(n+a)/2

E ) ◦ deta on Qa(AF ), where deta : GLa → Gm is the
determinant map. Similar to I(Vπ � µc), we have the space Ia(Vπ � µc) of functions on Ga(AF ); and
for fa ∈ Ia(Vπ � µc), one can form the Eisenstein series EQa( ; fa,s) on Ga(AF ), which is absolutely
convergent for Re(s) > n+a

2 . In particular, I1(Vπ � µc) = I(Vπ � µc). Let Pola(Vπ � µc) be the set of
positive real poles of EQa( ; fa,s). Then s1 is the largest number in Pol1(Vπ �µc) by our assumption.

Lemma B.9. Let s0 be an element in Pol1(Vπ�µc) such that s0 + j 6∈ Pol1(Vπ�µc) for every integer
j > 0. Then s0 + a−1

2 lies in Pola(Vπ � µc).

Proof. This is the unitary analogue of [Mœg97, Remarque 1.1] and [GJS09, Proposition 1.1]. The
argument for [Mœg97, Remarque 1.1] works in the unitary case as well. However, we would like
to remark that in [Mœg97, Remarque 1.1], the author assumes that s0 is the maximal element of
Pol1(Vπ � µc). This is unnecessary since the argument only uses the fact that s0 + j 6∈ Pol1(Vπ � µc)
for every integer j > 0. �

Now we recall the generalized doubling method for unitary groups. Again let −V be the hermitian
space with the negative hermitian form on V. Let V� be the doubling space V⊕ (−V). For an integer
a > 0, put

V�a := V� ⊕ (δ+
a ⊕ δ−a ) = Va ⊕ (−V).

Via this decomposition, we have a canonical embedding
ι : Ga ×G→ U(V�a),

where we have identified G with U(−V). Put V± := {(v,±v) ∈ V� | v ∈ V} and V±a := V± ⊕ δ±a .
Let Pa be the parabolic subgroup of U(V�a) stabilizing the maximal totally isotropic subspace V+

a of
V�a. Then the Levi quotient of Pa is isomorphic to ResE/F GLn+a. We have the space of degenerate
series Ja(s, µc) as the normalized induced representation IndU(V�a)(AF )

Pa(AF ) (µc · | |s) ◦ detn+a. Let f�a,s be a
standard section in Ja(s, µc). Then we can form the Siegel–hermitian Eisenstein series EPa( ; f�a,s) on
U(V�a)(AF ), which is absolutely convergent for Re(s) > n+a

2 . See [Tan99, Section 1] for more details.
Now for a standard section f�a,s ∈ Ja(s, µc) and a cusp form φ ∈ Vπ, we have the function

f�,φa,s (g′) :=
∫

G(AF )
f�a,s(ι(g−1g′, 1))φ(g)dg(B.4)
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on Ga(AF ). The following lemma is analogous to [GJS09, Proposition 3.2].

Lemma B.10. Suppose that µ |A×F = µiE/F for i ∈ {0, 1}. We have

(1) The poles of the Siegel–hermitian Eisenstein series EPa( ; f�a,s) in the region Re(s) > 0 are
all simple, and are contained in the set {n+a−i

2 , n+a−i
2 − 1, . . . }.

(2) The integral (B.4) is absolutely convergent for Re(s) > n+a
2 .

(3) The function f�,φa,s has a meromorphic continuation to the entire complex plane, whose possible
poles in the region Re(s) > 0 are contained in the set {n−i2 , n−i2 − 1, . . . }.

(4) If s is not a pole of f�,φa,s , then f�,φa,s is a section in the normalized induced representation
IndGa(AF )

Qa(AF ) Vπ � (µc · | |sE) ◦ deta.

Proof. Part (1) follows from Main Theorem of [Tan99]. The proof of (2–4) is same as in [Mœg97,
Section 2.1]. In particular, the poles of f�,φa,s are contained in the set of poles of the Eisenstein series
EP0(g; fs |G(AF )). Thus, (3) follows from Main Theorem of [Tan99]. �

The following lemma is analogous to [Mœg97, Proposition 2.1] and [GJS09, Proposition 3.3].

Lemma B.11. For a standard section f�a,s ∈ Ja(s, µc) and a cusp form φ ∈ Vπ, we have the identity

∫
G(F )\G(AF )

EPa(ι(g′, g); f�a,s)φ(g)µ(det g)dg = EQa(g′; f�,φa,s )

for g′ ∈ Ga(AF ), as meromorphic functions in s away from the poles of f�,φa,s .

Proof. The proof is almost same to the argument on [Mœg97, p.214–215]. We will sketch the process.
To ease notation, we identify Ga ×G as a subgroup of U(V�a) via ι. We consider the double coset

Pa(F )\U(V�a)(F )/Ga(F )×G(F ).(B.5)

We identify Pa(F )\U(V�a)(F ) with the set of maximal isotropic subspaces of V�a. Let L be such a
subspace. Put dL := dimE(L∩ (−V)). Then L and L′ are in the same double coset of (B.5) if and only
if dL = dL′ . In other words, we have a canonical bijection between (B.5) and {0, 1, . . . , r} where r is
the Witt index of V. Moreover, the identity double coset corresponds to 0. For every d = 0, 1, . . . , r,
we fix a representative γd of the corresponding double coset (we take γ0 to be the identity matrix).
Then for g′ ∈ Ga(AF ), we have

∫
G(F )\G(AF )

EPa(ι(g′, g); f�a,s)φ(g)µ(det g)dg

=
r∑

d=0

∫
G(F )\G(AF )

∑
(γ′,γ)∈γ−1

d
Pa(F )γd∩(Ga×G)(F )\(Ga×G)(F )

f�a,s(γd(γ′g′, γg))φ(g)µ(det g)dg

=
∑

γ′∈γ−1
d

Pa(F )γdG(F )∩Ga(F )\Ga(F )

∫
G(F )∩γ−1

d
Pa(F )γd\G(AF )

f�a,s(γd(γ′g′, g))φ(g)µ(det g)dg.
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It is easy to see that, since φ is cuspidal, the integration vanishes unless d = 0. Thus, we have∫
G(F )\G(AF )

EPa(ι(g′, g); f�a,s)φ(g)µ(det g)dg

=
∑

γ′∈Pa(F )G(F )∩Ga(F )\Ga(F )

∫
G(AF )

f�a,s(γd(γ′g′, g))φ(g)µ(det g)dg

=
∑

γ′∈Pa(F )G(F )∩Ga(F )\Ga(F )

∫
G(AF )

f�a,s((g−1γ′g′, 1))φ(g)dg

=
∑

γ′∈Pa(F )G(F )∩Ga(F )\Ga(F )

∫
G(AF )

f�,φa,s (γ′g′)

= EQa(g′; f�,φa,s ).

Here, the last equality is due to the fact that Pa(F )G(F ) ∩Ga(F ) = Qa(F ). The lemma follows. �

The following lemma suggests that sections of the form f�,φa,s detect poles of EQa when a is sufficiently
large.

Lemma B.12. There exists an integer a0 depending only on Vπ and µ such that for every integer
a > a0, if s is not a pole of {f�,φa,s }, then the functions {f�,φa,s } for all standard sections f�a,s ∈ Ja(s, µc)
and φ ∈ Vπ span the whole space IndGa(AF )

Qa(AF ) Vπ � (µc · | |sE) ◦ deta.

Proof. This follows from the same discussion after [GJS09, Proposition 3.3]. �

Proof of Proposition B.8. Let s0 be an element in Pol1(Vπ � µc) such that s0 + j 6∈ Pol1(Vπ � µc) for
every integer j > 0. Put sa := s0 + a−1

2 . Let a be an integer such that sa > n
2 and a > a0, where a0 is

as in Lemma B.12. By Lemma B.10, f�,φa,s is holomorphic at s = sa. By Lemma B.9 and Lemma B.12,
we may find some standard section f�a,s ∈ Ja(s, µc) and φ ∈ Vπ such that EQa( ; f�,φa,s ) has a pole at
s = sa. By Lemma B.11, we know that EPa( ; f�a,s) has a pole at s = sa for such f�a,s. Therefore, s0
has to be the maximal element in Pol1(Vπ � µc), that is, s0 = s1. In particular, (2) follows.

We continue for (1). By Lemma B.10(1), the pole must be simple, that is, Ress=saEPa( ; f�a,s) 6= 0.
Putm := n+1−2s1 andma := 2(n+a)−m. Let Wa be a skew-hermitian space over E of rankma. We
have a Weil representation of U(V�a)(AF )×U(Wa)(AF ) on the Schwartz space S ((V+

a ⊗E Wa)(AF )),
and a U(V�a)(AF )-equivariant map

f (sa) : S ((V+
a ⊗E Wa)(AF ))→ IndU(V�a)(AF )

Pa(AF ) (µc · | |sa) ◦ detn+a

sending Φ to f (sa)
Φ , which is known as taking Siegel–Weil sections. For more details, see, for example,

[Ich04]. Since ma > n + a, by [KS97, Theorem 1.2 & Theorem 1.3] and [Lee94, Theorem 6.10], the
map

f (sa) :
⊕
Wa

S ((V+
a ⊗E Wa)(AF ))→ IndU(V�a)(AF )

Pa(AF ) (µc · | |sa) ◦ detn+a,

by considering all possible skew-hermitian spaces Wa of rank ma up to isomorphism, is surjective.
Thus, there exist some Wa in the above direct sum and an element Φ ∈ S ((V+

a ⊗E Wa)(AF )) such
that f (sa)

Φ = f�a,s, hence Ress=saEPa( ; f (sa)
Φ ) 6= 0. In particular, the Witt index of Wa is at least

ma − (n+ a). Now by the main theorem on [Ich04, p.243], we have the identity

Ress=saEPa( ; f (sa)
Φ ) = c ·

∫
U(W)(F )\U(W)(AF )

θ(µc,1)( , h)dh

as functions on U(V�a)(AF ). Here, c is a nonzero constant; W is a certain skew-hermitian space of rank
2(n+a)−ma = m determined by Wa; and θ(µc,1) is a certain theta series on U(V�a)(AF )×U(W)(AF )



64 YIFENG LIU

with respect to the pair of splitting characters (µc,1) in which 1 denotes the trivial character. By
Lemma B.11 and our choices of f�a,s and φ, the integral∫

G(F )\G(AF )

∫
U(W)(F )\U(W)(AF )

θ(µc,1)(ι(g′, g), h)φ(g)µ(det g)dhdg(B.6)

is nonzero for some g′ ∈ Ga(AF ). Now we need to separate the variables g′ and g in the above theta
series. Choose an arbitrary automorphic character ν of A×E such that ν |A×F = µnE/F . We have two
embeddings

ι′ := ι× idU(W) : Ga ×G×U(W) ↪→ U(V�a)×U(W),
ι′′ : Ga ×G×U(W) ↪→ (Ga ×U(W))× (G×U(W)),

in which the second one is induced by the diagonal embedding of U(W). It follows from [HKS96,
Lemma 1.1] that

ω
V�a,W
(µc,1) ◦ ι

′ '
(
ωVa,W

(µc,νc)⊗̂ω
V,W
(µc,ν)

)
◦ ι′′

for the restriction of Weil representations (B.1). Therefore, without lost of generality, we may assume
that there exist finitely many pairs (θ(i)

(µc,νc), θ
[i]
(µc,ν)) in which θ(i)

(µc,νc) (resp. θ[i]
(µc,ν)) is a theta series on

Ga(AF )×U(W)(AF ) (resp. G(AF )×U(W)(AF )) with respect to (µc, νc) (resp. (µc, ν)) such that

θ(µc,1)(ι(g′, g), h) =
∑
i

θ
(i)
(µc,νc)(g

′, h)θ[i]
(µc,ν)(g, h),

and that (B.6) is nonzero for some g′ ∈ Ga(AF ). Then we have

(B.6) =
∫

G(F )\G(AF )

∫
U(W)(F )\U(W)(AF )

θµ(ι(g′, g), h)φ(g)µ(det g)dhdg

=
∫

G(F )\G(AF )

∫
U(W)(F )\U(W)(AF )

∑
i

θ
(i)
(µc,νc)(g

′, h)θ[i]
(µc,ν)(g, h)φ(g)µ(det g)dhdg

=
∑
i

∫
U(W)(F )\U(W)(AF )

θ
(i)
(µc,νc)(g

′, h)
(∫

G(F )\G(AF )
θ

[i]
(µc,ν)(g, h)φ(g)µ(det g)dg

)
dh

=
∑
i

∫
U(W)(F )\U(W)(AF )

θ
(i)
(µc,νc)(g

′, h)
(∫

G(F )\G(AF )
θ

[i]
(µ,ν)(g, h)φ(g)dg

)
dh.

In particular, there exists some i such that∫
G(F )\G(AF )

θ
[i]
(µ,ν)(g, h)φ(g)dg 6≡ 0.

In other words, ΘW
(µ,ν),V(Vπ) 6= 0, and (1) follows. �

Proof of Theorem B.4. By the Langlands–Shahidi theory, the poles of the Eisenstein series EQ( ; fs)
are controlled by its constant term, which in term are control by the intertwining operator attached to
the longest Weyl element in Q\G1/Q. By the Gindikin–Karpelevich formula, we know that the poles
of the L-function

LS(s, π × µ) · LS(2s, µ,As(−1)n)
LS(s+ 1, π × µ) · LS(2s+ 1, µ,As(−1)n)

(B.7)

in the region Re(s) > 0 are contained in the set Pol1(Vπ�µc). See the proof of [GJS09, Proposition 2.2]
for a similar discussion in the orthogonal case.

We first consider the case where µc 6= µ−1. Then LS(s, µ,As(−1)n) has no pole for Re(s) > 0. On
the other hand, by [Kim99, Corollary 2.2], the set Pol1(Vπ � µc) is empty. Thus, it follows easily that
LS(s, π � µ) has no pole for Re(s) > 0 as well. Theorem B.4 is proved in this case.

Now we assume that µc = µ−1. In other words, µ |A×F = µiE/F for a unique i ∈ {0, 1}. Part (2) is
a consequence of the local theta dichotomy [SZ15, Theorem 1.10]. It remains to consider (1). Let s0
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be a pole of LS(s, π × µ) · LS(2s, µ,As(−1)n) as in (a). Let j > 0 be the largest nonnegative integer
such that s0 + j is a pole of LS(s, π × µ) ·LS(2s, µ,As(−1)n). Then the L-function (B.7) has a pole at
s0 + j. Thus, we have s0 + j ∈ Pol1(Vπ � µc), and (b) holds. For the implication (b) ⇒ (c), by Rallis’
tower property for the global theta lifting, we may assume that j = 0 in (b) and s0 + j 6∈ Pol1(Vπ�µc)
for every integer j > 0. Then by Proposition B.8(2), s0 = s1. Then (c) follows from Proposition
B.8(1). �

Appendix C. Shimura varieties for hermitian spaces

In this appendix, we summarize different versions of unitary Shimura varieties. In Subsection C.1,
we recall Shimura varieties associated to isometry groups of hermitian spaces, which are of abelian
type; we also introduce the Shimura varieties associated to incoherent hermitian spaces. In Subsection
C.2, we recall the well-known PEL type Shimura varieties associated to groups of rational similitude
of skew-hermitian spaces, and their integral models at good primes, after Kottwitz. These Shimura
varieties are only for the preparation of the next subsection, which are not logically needed in the
main part of the article. In Subsection C.3, we summarize the connection of these two kinds of unitary
Shimura varieties via the third one which possesses a moduli interpretation but is not of PEL type in
the sense of Kottwitz, after [BHK+20,RSZ20]. In Subsection C.4, we discuss integral models of the
third unitary Shimura varieties at good inert primes and their uniformization along the basic locus.

Let F be a totally real number field of degree d > 1, and E/F a totally imaginary quadratic
extension. Denote by c the nontrivial involution of E over F . Denote by ΦF the set of real embeddings
of F and by ΦE the set of complex embeddings of E. Let N[ΦE ] be the commutative monoid freely
generated by ΦE . The Galois group Gal(C/Q) acts on ΦE , hence on N[ΦE ]. We have the projection
map π : ΦE → ΦF given by restriction. Recall that a CM type (of E) is a subset Φ of ΦE such that π
induces a bijection from Φ to ΦF . For a CM type Φ, put Φc := ΦE \ Φ, which is again a CM type.

C.1. Case of isometry. Let V be a (non-degenerate) hermitian space over E (with respect to c) of
rank n > 1, with the hermitian form ( , )V : V × V → E that is E-linear in the first variable. For
every τ ∈ ΦF , let (pτ , qτ ) be the signature of V ⊗F,τ R. We take a CM type Φ ⊆ ΦE . Then we have
two elements

sigV,Φ :=
∑
τ∈ΦF

pττ
+ +

∑
τ∈ΦF

qττ
−, sig[V,Φ :=

∑
τ∈ΦF

qττ
−(C.1)

in N[ΦE ]. Here, τ− (resp. τ+) is the unique element in Φ (resp. Φc) whose image under π is τ .

Definition C.1. We define the reflex field (resp. reduced reflex field) of the pair (V,Φ) to be the fixed
field of the stabilizer in Gal(C/Q) of the element sigV,Φ (resp. sig[V,Φ), denoted by EV,Φ (resp. E[V,Φ).

Let U(V) be the unitary group (of isometry) of V, that is, the reductive group over F such that for
every F -algebra R, we have

U(V)(R) = {g ∈ GLR(V⊗F R) | (gx, gy)V = (x, y)V for all x, y ∈ V⊗F R}.
For every τ ∈ ΦF , we may identify V ⊗E,τ− C with C⊕n, hence U(V) ⊗F,τ R is identified with the
subgroup of ResC/R GLn of elements preserving the hermitian form given by the matrix

(
Ipτ
−Iqτ

)
.

Put G := ResF/Q U(V). We define the Hodge map

h[V,Φ : ResC/RGm → GR

to be the one sending z ∈ C× = (ResC/RGm)(R) to((
Ipτ1

(z/z)Iqτ1

)
, · · · ,

(
Ipτd

(z/z)Iqτd

))
∈ GR(R),

where we identify GR(R) as a subgroup of GLn(C)d via {τ−1 , . . . , τ
−
d }. Then we obtain a Shimura

data (G, h[V,Φ). It is of abelian type but not Hodge type; and its reflex field coincides with E[V,Φ. The
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theory of Shimura varieties provides us with a projective system of schemes {Sh(G, h[V,Φ)K}K , quasi-
projective and smooth over E[V,Φ of dimension

∑
τ∈ΦF pτqτ , indexed by neat open compact subgroups

K of G(A∞) = U(V)(A∞F ).

Remark C.2. Suppose that there is an element τ ∈ ΦF such that V has signature (n− 1, 1) at τ and
(n, 0) at other places. Then the Hodge map h[V,Φ hence the Shimura variety Sh(G, h[V,Φ)K depend
only on Φ ∩ π−1τ , that is, the unique element contained in Φ above τ . Thus, for an element τ ′ ∈ ΦE

above τ , we may write hV,τ ′ and Sh(G, hV,τ ′)K for those Φ containing τ ′. In particular, the reflex
field of hV,τ ′ is τ ′(E). The Galois group Gal(C/τ ′(E)) acts on the set of connected components of
Sh(G, hV,τ ′)K ⊗ι′(E) C via the composite homomorphism

Gal(C/τ ′(E)) rec−−→ τ ′(E)×\(A∞τ ′(E))
× (τ ′)−1
−−−−→ E×\(A∞E )× e7→e/ec

−−−−→ E1\(A∞E )1,

where rec is the global reciprocity map for the number field τ ′(E).

Now we would like to attach Shimura varieties to an incoherent hermitian space, a concept originated
from [KR94] in the orthogonal case and explored in [Zha19]. This observation generalizes the case of
Shimura curves in [YZZ13], and has already appeared in some old work [Liu11a, Liu11b], with more
details explained by Gross [Gro21] recently.

Definition C.3. An incoherent hermitian space over AE is a free AE-module V of some rank n > 1,
equipped with a non-degenerate hermitian form ( , )V : V ×V → AE with respect to the (induced)
involution c on AE such that its determinant belongs to A×F \ F×NAE/AF

A×E . We say that V is
totally positive definite if for every τ ∈ ΦF , V⊗AF ,τ R is positive definite.

Let V be a totally positive definite incoherent hermitian space over AE of rank n > 1, and let
G := U(V) be its group of isometry, which is a reductive group over AF .

Definition C.4. For τ ∈ ΦF , we say that a hermitian space V over E is τ -nearby to V if V⊗F Aτ
F '

V⊗AF Aτ
F , and V⊗F,τ R has signature (n− 1, 1).

It is clear that for every τ ∈ ΦF , there exists a hermitian space that is τ -nearby to V, unique up
to isomorphism. We fix such a space V(τ). Put G(τ) := ResF/Q U(V(τ)). We fix an isomorphism
V⊗AF A∞F ' V(τ)⊗F A∞F , hence an isomorphism G(A∞F ) ' G(τ)(A∞).

Proposition C.5. There is a projective system of schemes {Sh(V)K}K over E indexed by sufficiently
small open compact subgroups K of G(A∞F ), such that for every τ ∈ ΦF and every τ ′ ∈ ΦE above it,
we have an isomorphism

{Sh(V)K ⊗E,τ ′ τ ′(E)}K ' {Sh(G(τ ), hV(τ),τ ′)K}K
of projective systems of schemes over τ ′(E). Here, we use the fixed isomorphism G(A∞F ) ' G(τ)(A∞)
to regard K as a subgroup of G(τ)(A∞).

Proof. See [Gro21, Section 10]. �

Definition C.6. We call the projective system of schemes {Sh(V)K}K over E in Proposition C.5 the
Shimura varieties associated to V.

Remark C.7. One can also interpret Proposition C.5 in the following way: The scheme∏
τ∈ΦF

∏
τ ′∈π−1τ

Sh(G(τ ), hV(τ),τ ′)K

over ∏
τ∈ΦF

∏
τ ′∈π−1τ

Spec τ ′(E) =
∏

τ ′∈ΦE

Spec τ ′(E)

descends to a scheme Sh(V)K over SpecE, where the above fiber products are taken over SpecQ.
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The scheme Sh(V)K (for K sufficiently small) is quasi-projective and smooth over E of dimension
n − 1. It is projective if d > 1 or n = 1. In all cases, we denote by Sh(V)K the Baily–Borel
compactification of Sh(V)K over E. Then Sh(V)K \ Sh(V)K is either empty or consists of isolated
singular points. Let S̃h(V)K be the blow-up of Sh(V)K along Sh(V)K \Sh(V)K . If Sh(V)K is proper,
then S̃h(V)K = Sh(V)K . Otherwise, we must have d = 1, that is, F = Q. In this case, there is only
one choice for τ ∈ ΦF , for which we will suppress from various notation like V(τ), G(τ), etc. However,
there are still two choices of Φ, say, {τ+} and {τ−}. We have isomorphisms

S̃h(V)K ⊗E,τ± τ±(E) ' S̃h(G, hV,τ±)K(C.2)

extending those in Proposition C.5. Here, S̃h(G, hV,τ±)K is the unique toroidal compactification of
Sh(G, hV,τ±)K over E [AMRT10,Pin90].

Definition C.8. We call the projective system of schemes {S̃h(V)K}K over E the compactified
Shimura varieties associated to V (even when Sh(V)K is already proper).

Remark C.9. The boundary S̃h(V)K \ Sh(V)K is a smooth divisor.

C.2. Case of similitude. In this subsection, we recall the notion of Shimura varieties attached to
the group of similitude of a hermitian space, which are of PEL type. They will not be used in the
main part of the article, but it is instructional to introduce them for the later discussion.

Let
Ψ =

∑
τ∈ΦF

pττ
+ +

∑
τ∈ΦF

qττ
−

be an element of N[ΦE ] such that pτ + qτ = n for every τ ∈ ΦF . Let EΨ be the fixed field of the
stabilizer of Ψ in Gal(C/Q).

Definition C.10. Let S be an EΨ-scheme.
(1) An (E,Ψ)-abelian scheme over S is a pair (A, i), where A is an abelian scheme over S, and

i : E → EndS(A)Q is a homomorphism of Q-algebras such that for every e ∈ E, the character-
istic polynomial of i(e) on the locally free sheaf LieS(A) on S is equal to∏

τ∈ΦF

(T − τ+(e))pτ (T − τ−(e))qτ ∈ OS [T ].

(2) A polarization of an (E,Ψ)-abelian scheme (A, i) is a polarization λ : A → A∨ satisfying
λ ◦ i(e) = i(ec)∨ ◦ λ for every e ∈ E.

Definition C.11. For a ring R containing Q, a rational skew-hermitian space over E ⊗Q R of rank
n is a free E ⊗Q R-module W of rank n together with a R-bilinear skew-symmetric non-degenerate
pairing

〈 , 〉W : W ×W→ R

satisfying 〈ex, y〉W = 〈x, ecy〉W for every e ∈ E and x, y ∈W. We say that two rational skew-hermitian
spaces W and W′ over E⊗QR is similar if there exists an isomorphism f : W→W′ of E⊗QR-modules
such that there exists some ν(f) ∈ R× satisfying 〈f(x), f(y)〉W′ = ν(f)〈x, y〉W for every x, y ∈W.

We take a rational skew-hermitian space W∞ over A∞E = E ⊗Q A∞ of rank n. Let H∞ be the
group of similitude of W∞, which is a reductive group over A∞. We denote by W(W∞,Ψ) the set of
similarity classes of rational skew-hermitian spaces W over E of rank n such that

• W⊗E A∞E is similar to W∞ as a rational skew-hermitian space over A∞E = E⊗Q A∞ (and we
fix a similarity isomorphism),
• the signature of the hermitian form 〈 , i· 〉W on the C-vector space W⊗E,τ− C is (pτ , qτ ).
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It is a finite set; and its cardinality is at most one if n is even.
For every W ∈ W(W∞,Ψ), let H be its group of similitude, that is, the reductive group over Q

such that for every ring R containing Q, we have
H(R) = {h ∈ GLE⊗QR(W⊗Q R) | 〈hx, hy〉W = ν(h)〈x, y〉W for some ν(h) ∈ R×}.

We define the Hodge map
hW,Ψ : ResC/RGm → HR

to be the one sending z ∈ C× = (ResC/RGm)(R) to((
zIpτ1

zIqτ1

)
, · · · ,

(
zIpτd

zIqτd

)
; zz

)
∈ HR(R),

where we identify HR(R) as a subgroup of GLn(C)d ×C× via {τ−1 , . . . , τ
−
d }. Then we have a Shimura

data (H, hW,Ψ) with the reflex field EΨ. We obtain a projective system of schemes {Sh(H, hW,Ψ)L}L,
quasi-projective and smooth over EΨ of dimension

∑
τ∈ΦF pτqτ , indexed by neat open compact sub-

groups L of H∞(A∞) ' H(A∞).
The Shimura data (H, hW,Ψ) is of PEL type. In particular, it has a moduli interpretation which we

roughly recall in the following definition.

Definition C.12 ([Kot92]). For an open compact subgroup L ⊆ H∞(A∞), we define a presheaf
M(W∞,Ψ)L on Sch′/EΨ

as follows: For every object S ∈ Sch′/EΨ
, we let M(W∞,Ψ)L(S) be the set of

equivalence classes of quadruples (A, i, λ, η), where
• (A, i) is an (E,Ψ)-abelian scheme over S (Definition C.10),
• λ is a polarization of (A, i) (Definition C.10),
• η is an L-level structure (see [Kot92, Section 5] for more details).

Two quadruples (A, i, λ, η) and (A′, i′, λ′, η′)) are equivalent if there is an isogeny ϕ : A → A′ taking
i, λ, η to i′, cλ′, η′ for some c ∈ Q×.

From [Kot92], it is known that M(W∞,Ψ)L is a scheme if L is sufficiently small, and we have a
canonical isomorphism

M(W∞,Ψ)L '
∐

W∈W(W∞,Ψ)
Sh(H, hW,Ψ)L

functorial in L.

Remark C.13. Let p be a rational prime unramified in E such that we may write L = Lp×Lp in which
Lp is the stabilizer of a self-dual lattice in W∞ ⊗A∞ Qp. Then the presheaf M(W∞,Ψ)L admits an
extension M(W∞,Ψ)L to a presheaf on Sch′/OEΨ,(p)

as follows: For every object S ∈ Sch′/OEΨ,(p)
, we

letM(W∞,Ψ)L(S) be the set of equivalence classes of quadruples (A, i, λ, ηp), where
• (A, i) is an (E,Ψ)-abelian scheme over S in the sense similar to Definition C.10 but with
i : OE,(p) → EndS(A)⊗Z Z(p) being a homomorphism of Z(p)-algebras,
• λ is a p-principal polarization of (A, i),
• ηp is an Lp-level structure.

The equivalence relation is defined in a similar way as in Definition C.12 except that we require the
isogenies to be coprime to p and c ∈ Z×(p). The functorM(W∞,Ψ)L is a smooth separated scheme in
Sch/OEΨ,(p)

if L is sufficiently small; and is functorial in L.

C.3. Their connection. In this subsection, we study the connection between Shimura varieties in
the case of isometry and those in the case of similitude. Consider

• a hermitian space V, ( , )V over E of rank n,
• a rational skew-hermitian space W∞

0 , 〈 , 〉0 over A∞E = E ⊗Q A∞ of rank 1 with the group of
similitude H∞0 ,
• a CM type Φ of E such that W(W∞

0 ,Φc) is nonempty.
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We now equip W∞ := V ⊗E W∞
0 with a rational skew-hermitian form over A∞E = E ⊗Q A∞. For

x, y ∈ W∞
0 , let 〈x, y〉†0 ∈ A∞E be the unique element such that TrE/Q(e · 〈x, y〉†0) = 〈ex, y〉0 for every

e ∈ A∞E . Thus, we obtain a non-degenerate pairing 〈 , 〉†0 : W∞
0 ×W∞

0 → A∞E that is A∞E -linear in the
first variable. We equip W∞ with the pairing TrE/Q( , )V ⊗E 〈 , 〉†0, which becomes a rational skew-
hermitian space over E⊗QA∞. By a similar construction, we obtain a mapW(W∞

0 ,Φc)→W(W∞,Ψ)
sending W0 to W, where Ψ = sigV,Φ (C.1). Take an element W0 ∈ W(W∞

0 ,Φc) with H0 its group
of similitude. We obtain three Shimura data: (G, h[V,Φ), (H0, hW0,Φc), and (H, hW,Ψ) with reflex fields
E[V,Φ, EΦ, and EΨ = EV,Φ, respectively.

Lemma C.14. Let E]V,Φ be the subfield of C generated by E[V,Φ and EΦ. Then E]V,Φ contains EV,Φ.

Proof. By definition, the subgroup of Gal(C/Q) fixing E]V,Φ stabilizes both sig[V,Φ and Φ. Thus, it
stabilizes sigV,Φ. The lemma follows. �

Remark C.15. In the main part of the article, the hermitian space V we encounter will have signature
(n − 1, 1) at one place τ ∈ ΦF and (n, 0) elsewhere for some n > 2. Then for whatever Φ, we have
E[V,Φ = τ ′(E), where τ ′ ∈ ΦE is either place above τ . However, it is possible that

⋂
ΦE

]
V,Φ strictly

contains τ ′(E), where Φ runs over all CM types of E.

Now we consider the reductive group G] := G × H0 over Q. Put h]Φ := (h[V,Φ, hW0,Φc). Then
we have a product Shimura data (G], h]Φ), whose reflex field is E]V,Φ. On the other hand, there
is a homomorphism qW : G] = G × H0 → H induced by taking tensor product. It is clear that
qW ◦ h]Φ = hW,Ψ. To summarize, we have the following diagram of Shimura data

(G, h[V,Φ)

(G], h]Φ)

qV
ff

qW0xx

qW // (H, hW,Ψ).

(H0, hW0,Φc)

(C.3)

For neat open compact subgroups K ⊆ G(A∞), L0 ⊆ H0(A∞), and L ⊆ H(A∞) satisfying qW(K ×
L0) ⊆ L, we have the following diagram of Shimura varieties induced from (C.3)

Sh(G, h[V,Φ)K ⊗E[V,Φ E
]
V,Φ

Sh(G], h]Φ)K×L0

qV
ii

qW0uu

qW // Sh(H, hW,Ψ)L ⊗EV,Φ E
]
V,Φ

Sh(H0, hW0,Φc)L0 ⊗EΦ E
]
V,Φ

(C.4)

in view of Lemma C.14, in which (qV, qW0) induces an isomorphism

Sh(G], h]Φ)K×L0 '
(

Sh(G, h[V,Φ)K ⊗E[V,Φ E
]
V,Φ

)
×
E]V,Φ

(
Sh(H0, hW0,Φc)L0 ⊗EΦ E

]
V,Φ

)
(C.5)

in Sch
/E]V,Φ

, functorial in K, L0, and under Hecke translations.

The Shimura variety Sh(G], h]Φ)K×L0 has a moduli interpretation as well.
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Definition C.16. For open compact subgroups K ⊆ G(A∞) and L ⊆ H∞1 (A∞), we define a presheaf
M(V,W∞

1 ,Φ)K,L1 on Sch′
/E]V,Φ

as follows: For every object S ∈ Sch′
/E]V,Φ

, we let M(V,W∞
1 ,Φ)K,L1(S)

be the set of equivalence classes of octuples (A0, i0, λ0, η0;A, i, λ, η), where
• (A0, i0) is an (E,Φc)-abelian scheme over S,
• λ0 is a polarization of (A0, i0),
• η0 is an L0-level structure for (A0, i0, λ0),
• (A, i) is an (E, sigV,Φ)-abelian scheme over S,
• λ is a polarization of (A, i),
• for chosen geometric point s on every connected component of S, η is a π1(S, s)-invariant
K-orbit of isometries

V⊗Q A∞ ∼−→ HomE⊗QA∞(Hét
1 (A0s,A∞),Hét

1 (As,A∞))

of hermitian spaces over A∞E . Here, the hermitian pairing on the latter space is given by the
formula

(x, y) 7→ i−1
0

(
(λ0∗)−1 ◦ y∨ ◦ λ∗ ◦ x

)
∈ i−1

0 EndE⊗QA∞(Hét
1 (A0s,A∞)) = A∞E .

Two octuples (A0, i0, λ0, η0;A, i, λ, η) and (A′0, i′0, λ′0, η′0;A′, i′, λ′, η′) are equivalent if there are isogenies
ϕ0 : A0 → A′0 and ϕ : A→ A′ such that

• there exists c ∈ Q× such that ϕ∨0 ◦ λ′0 ◦ ϕ0 = cλ0 and ϕ∨ ◦ λ′ ◦ ϕ = cλ,
• for every e ∈ E, we have ϕ0 ◦ i0(e) = i′0(e) ◦ ϕ0 and ϕ ◦ i(e) = i′(e) ◦ ϕ,
• the K-orbit of maps x 7→ ϕ∗ ◦ η(x) ◦ (ϕ0∗)−1 for x ∈ V⊗Q A∞ coincides with η′.

Remark C.17. The Shimura variety Sh(G], h]Φ)K×L1 and its moduli interpretation were first introduced
in [BHK+20] when F = Q, and in [RSZ20] for more general CM extension E/F .

Lemma C.18. Let the notation be as above. We have a canonical isomorphism

M(V,W∞
0 ,Φ)K,L0 '

(
Sh(G, h[V,Φ)K ⊗E[V,Φ E

]
V,Φ

)
×
E]V,Φ

(
M(W∞

0 ,Φc)L0 ⊗EΦ E
]
V,Φ

)
in Sch

/E]V,Φ
, functorial in K, L0, and under Hecke translations.

Proof. We have canonical morphisms

q : M(V,W∞
0 ,Φ)K,L0 → M(W∞,Ψ)L ⊗EV,Φ E

]
V,Φ

q0 : M(V,W∞
0 ,Φ)K,L0 → M(W∞

0 ,Φc)L0 ⊗EΦ E
]
V,Φ

of functors obtained from the moduli interpretation. Since (q, q0) induces a closed embedding, the
functor M(V,W∞

0 ,Φ)K,L0 is representable. Moreover, we have a canonical isomorphism

M(V,W∞
0 ,Φ)K,L0 '

∐
W0∈W(W∞

0 ,Φc)
Sh(G], h]Φ)K×L0(C.6)

functorial in K, L0, and under Hecke translations. The morphisms q and q0 are compatible with qW
and qW0 in (C.4), respectively. Combining with (C.5), we have

(C.6) '
(

Sh(G, h[V,Φ)K ⊗E[V,Φ E
]
V,Φ

)
×
E]V,Φ

 ∐
W0∈W(W∞

0 ,Φ)
Sh(H0, hW0,Φc)L0 ⊗EΦ E

]
V,Φ


'
(

Sh(G, h[V,Φ)K ⊗E[V,Φ E
]
V,Φ

)
×
E]V,Φ

(
M(W∞

0 ,Φc)L0 ⊗EΦ E
]
V,Φ

)
.

The lemma follows. �
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C.4. Integral models and uniformization. In this subsection, we study integral models and uni-
formization of the Shimura varieties introduced previously, which are only used in Subsection 5.2 and
Subsection 5.3 for the main part of the article. We identify E as a subfield of C via an element τ ′ ∈ ΦE .
We fix a hermitian space V over E that has signature (n−1, 1) at τ := τ ′ |F and (n, 0) at other places.

We first review the integral models of M(V,W∞
0 ,Φ)K,L0 in Definition C.16 at good primes, where

we assume τ ′ ∈ Φ. Let p be a prime of F such that

• p is inert E,
• the underlying rational prime p is odd and unramified in E,
• we may choose a self-dual lattice Λq in V⊗F Fq for every q ∈ p, where p denotes the set of all
primes of F above p that are inert in E,
• L0 = Lp0 × (L0)p in which (L0)p is the stabilizer of a self-dual lattice in W∞

0 ⊗A∞ Qp, and Lp0
is sufficiently small.

Fix an isomorphism between E-extensions C and Eac
p . We denote by Splp the set of primes of F above

p that are split in E. We also assume that elements in Φ inducing the same prime in Splp induce the
same prime of E (under the fixed isomorphism between C and Eac

p ).
Denote by E]V,Φ,p the completion of E]V,Φ in Eac

p . We now consider subgroups K of the form
K = Kp ×Kp

p ×Kp, where Kp =
∏

q∈pKq in which Kq is the stabilizer of Λq, and Kp is sufficiently
small. For q ∈ Splp, we denote by q− the unique prime of E that is in Φ and regard Kp

p a subgroup
of
∏

q∈Splp GLEq−
(V⊗E Eq−).

The following definition is a special case of the discussion in [RSZ20, Section 4.1] (but with a slightly
finer level structure at Splp).

Definition C.19. We define a presheaf M(V,W∞
0 ,Φ)K,L0 on Sch′/O

E
]
V,Φ,p

as follows: For every

object S ∈ Sch′/O
E
]
V,Φ,p

, we let M(V,W∞
0 ,Φ)K,L0(S) be the set of equivalence classes of nonuples

(A0, i0, λ0, η
p
0 ;A, i, λ, ηp, ηspl

p ), where

• (A0, i0) is an (E,Φc)-abelian scheme over S (in the sense of Remark C.13),
• λ0 is a p-principal polarization of (A0, i0),
• ηp0 is an Lp0-level structure for (A0, i0, λ0),
• (A, i) is an (E, sigV,Φ)-abelian scheme over S (in the sense of Remark C.13),
• λ is a p-principal polarization of (A, i),
• for chosen geometric point s on every connected component of S,

– ηp is a π1(S, s)-invariant Kp-orbit of isometries

V⊗Q A∞,p ∼−→ HomE⊗QA∞,p(Hét
1 (A0s,A∞,p),Hét

1 (As,A∞,p))

of hermitian spaces over E ⊗Q A∞,p. Here, the hermitian pairing is defined similarly as
in Definition C.16,

– ηspl
p is a π1(S, s)-invariant Kp

p-orbit of isomorphisms
∏

q∈Splp

V⊗E Eq−
∼−→

∏
q∈Splp

HomOE
q−

(
A0s[(q−)∞], As[(q−)∞]

)
⊗OE

q−
Eq−

of
∏

q∈pEq−-modules. Note that due to the signature condition in Definition C.12, both
A0s[(q−)∞] and As[(q−)∞] are étale OEq−

-modules.

The equivalence relation is defined in a similar way as in Definition C.16 except that we require the
isogeny ϕ0 (resp. ϕ) to be coprime to p (resp. p), and c ∈ Z×(p).
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The presheaf M(V,W∞
0 ,Φ)K,L0 is a separated scheme in Sch′/O

E
]
V,Φ,p

, which is proper if and only

if V is anisotropic. By Definition C.19 and Remark C.13, we have a canonical morphism

q0 : M(V,W∞
0 ,Φ)K,L0 →M(W∞

0 ,Φc)L0 ⊗OEΦ,(p)
O
E]V,Φ,p

(C.7)

extending the projection to the second factor in Lemma C.18.

Proposition C.20. Let V be as in the beginning of this subsection. Let p be a prime of F inert in
E such that its underlying rational prime is unramified in E. Denote by p the set of all primes of F
with the same residue characteristic of p that are inert in E. We fix a subgroup Kq ⊆ U(V)(Fq) that
is the stabilizer of a self-dual lattice in V ⊗F Fq for every q ∈ p, and put Kp :=

∏
q∈pKq. Then the

Shimura variety
Sh(G, hV,τ ′)Kp

:= lim←−
Kp

Sh(G, hV,τ ′)KpKp

(see Remark C.2 for the notation) over E has a (smooth) integral canonical model over OEp in the
sense of [Mil92, Definition 2.9].

Proof. Let p be the underlying rational prime of p. Choose auxiliary data Φ, W∞
0 and L0 as in the

previous discussion, such that L0 = Lp0 × (L0)p in which (L0)p is the stabilizer of a self-dual lattice in
W∞

0 ⊗A∞ Qp and Lp0 is sufficiently small. Write K for Kp ×Kp. It suffices to consider those Kp that
are of the form Kp ×Kp

p with Kp sufficiently small.
PutM :=M(W∞

0 ,Φc)L0 ⊗OEΦ,(p)
O
E]V,Φ,p

as in (C.7), which is a finite étale scheme over OEp . Put
M :=M⊗Zp Qp. Then we have canonical isomorphisms

M(V,W∞
0 ,Φ)K,L0 ×MM 'M(V,W∞

0 ,Φ)K,L0 ⊗O
E
]
V,Φ,p

E]V,Φ,p

' Sh(G, hV,τ ′)K ×E
(
M(W∞

0 ,Φc)L0 ⊗EΦ E
]
V,Φ,p

)
' Sh(G, hV,τ ′)K ×E M

by Lemma C.18. Take a connected component M0 of M, which is isomorphic to SpecOE′ for some
unramified finite extension E′/Ep, with the generic fiberM0 :=M0⊗ZpQp. PutM(V,W∞

0 ,Φ)0
K,L0

:=
q−1

0 M0. Then we have a canonical isomorphism

M(V,W∞
0 ,Φ)0

K,L0 ×M0 M0 ' Sh(G, hV,τ ′)K ×E M0.

Thus, it suffices to show that lim←−KpM(V,W∞
0 ,Φ)0

KpKp,L0
is an integral canonical model over M0.

We now modify the proof of [Mil92, Theorem 2.10]. Take an integral regular scheme Y overM0 such
that U := Y ×M0 M0 is dense in Y , with a morphism α : U → lim←−KpM(V,W∞

0 ,Φ)0
KpKp,L0

×M0 M0.

This is equivalent to giving data (A0, i0, λ0, η
p
0 ;A, i, λ, ηp, ηspl

p ) as in Definition C.19, but with

ηp : V⊗Q A∞,p ∼−→ HomE⊗QA∞,p(Hét
1 (A0η,A∞,p),Hét

1 (Aη,A∞,p))

being a π1(U, η)-invariant isometry, and

ηspl
p :

∏
q∈p

V⊗E Eq−
∼−→
∏
q∈p

HomOE
q−

(
A0η[(q−)∞], Aη[(q−)∞]

)
⊗OE

q−
Eq−

being a π1(U, η)-invariant isomorphism, where η is a geometric generic point of Y ; and with the partial
data (A0, i0, λ0, η

p
0) extending uniquely to Y . In particular, the action of π1(U, η) on Hét

1 (A0η,A∞,p)
factors through π1(Y, η), and that on HomE⊗QA∞,p(Hét

1 (A0η,A∞,p),Hét
1 (Aη,A∞,p)) is trivial. Thus,

the action of π1(U, η) on Hét
1 (Aη,A∞,p) factors through π1(Y, η). By [Mil92, Propositions 2.11, 2.13,

2.14], the triple (A, iA, θA) extends uniquely to Y . Then it is clear that (ηp, ηspl
p ) extends uniquely as

well.
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We then conclude that lim←−KpM(V,W∞
0 ,Φ)0

KpKp,L0
is an integral canonical model over M0. The

proposition follows. �

Definition C.21. We denote by S(G, hV,τ ′)Kp the integral canonical model of Sh(G, hV,τ ′)Kp over OEp

in Proposition C.20, on which the action of U(V)(A∞F
,p) extends uniquely by the extension property.

For an open compact subgroup K ⊆ G(A∞) = U(V)(A∞F ) of the form K = Kp ×Kp, we put

S(G, hV,τ ′)K := S(G, hV,τ ′)Kp/K
p

which we refer as the canonical integral model of Sh(G, hV,τ ′)K over OEp . It is proper/smooth if
Sh(G, hV,τ ′)K is.

Remark C.22. The extension property of integral canonical models together with Lemma C.18 implies
that we have a canonical isomorphism

M(V,W∞
0 ,Φ)K,L0 ' S(G, hV,τ ′)K ×OEp

(
M(W∞

0 ,Φc)L0 ⊗OEΦ,(p) OE]V,Φ,p

)
under which q0 (C.7) corresponds to the projection to the second factor.

Remark C.23. Proposition C.20 is slightly stronger than the main result in [Kis10], as the latter has
to assume that Kp is hyperspecial maximal.

At last, we review the uniformization ofM(V,W∞
0 ,Φ)K,L0 along the basic locus, which is only used

in Subsection 5.3. Let Enr
p be the maximal unramified extension of Ep inside Eac

p . Let k := OEnr
p
⊗ZFp

be the residue field of Enr
p . Put
M(V,W∞

0 ,Φ)nr
K,L0

:=M(V,W∞
0 ,Φ)K,L0 ⊗O

E
]
V,Φ,p

OEnr
p

and
M(V,W∞

0 ,Φ)nr
Kp,L0

:= lim←−
Kp

lim←−
K

p
p

M(V,W∞
0 ,Φ)nr

KpK
p
pKp,L0

.

Definition C.24. For an algebraically closed field k′ containing k, we say that a k′-point
(A0, i0, λ0, η

p
0 ;A, i, λ, ηp, ηspl

p ) ∈M(V,W∞
0 ,Φ)nr

Kp,L0(k′)

is supersingular if the p-divisible group A[p∞] is supersingular.

Denote by M(V,W∞
0 ,Φ)ss

Kp,L0
the supersingular locus of M(V,W∞

0 ,Φ)nr
Kp,L0

⊗OEnr
p
k, which is

a Zariski closed subset. Denote by M(V,W∞
0 ,Φ)ss,∧

Kp,L0
the completion of M(V,W∞

0 ,Φ)nr
K,L0

along
M(V,W∞

0 ,Φ)ss
Kp,L0

, which is a formal scheme over O∧Enr
p
, where O∧Enr

p
is the completion of OEnr

p
. The

description of the uniformization ofM(V,W∞
0 ,Φ)ss,∧

Kp,L0
depends on the choice of a point

P = (A0, i0,λ0,η
p
0;A, i,λ,ηp,ηspl

p ) ∈M(V,W∞
0 ,Φ)nr

Kp,L0(OEnr
p

)(C.8)

such that P k is supersingular. In particular, we have the induced section
P ∧ : Spf O∧Enr

p
→M(V,W∞

0 ,Φ)ss,∧
Kp,L0

.(C.9)

We denote the base change of (A0, i0,λ0;A, i,λ) to k by (A0k, i0k,λ0k;Ak, ik,λk). Moreover, we use
Spec k as the reference point in the level structures (ηp0;ηp,ηspl

p ). We now attach to P two objects: a
formal scheme N over O∧Enr

p
, and a new hermitian space V̄ over E.

• By a slight abuse of notation, let (X, i,λ) be the supersingular unitary OFp-module induced
from (A[p∞], i[p∞],λ[p∞]) via [Mih, Theorem 3.3]. Similarly, we have (X0, i0,λ0) obtained
from (A0, i0,λ0). Let N be the relative Rapoport–Zink space parameterizing quasi-isogenies
of the supersingular unitary OFp-module (Xk, ik,λk) of signature (n − 1, 1) as introduced in
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Subsection 1.3, which is a formal scheme over O∧Enr
p
. In particular, the point P induces a

section
P ∧loc : Spf O∧Enr

p
→ N .(C.10)

• Now we define the new hermitian space. Put
V̄ := Homk((A0k, i0k), (Ak, ik))Q,

which is an E-vector space through i0k. We define a map
( , )V̄ : V̄× V̄→ E

given by the formula
(x, y)V̄ = i−1

0k
(
λ∨0k ◦ y∨ ◦ λk ◦ x

)
∈ i−1

0k Endk((A0k, i0k)) = E,(C.11)

which is a hermitian form on V̄.

Lemma C.25. The hermitian space V̄, ( , )V̄ has the following properties:
(1) V̄ is of dimension n over E.
(2) V̄ is totally positive definite.
(3) The composite map

V̄⊗Q A∞,p → HomE⊗QA∞,p(Hét
1 (A0k,A∞,p),Hét

1 (Ak,A∞,p))
(ηp)−1
−−−−→ V⊗Q A∞,p

is an isomorphism of hermitian spaces over F ⊗Q A∞,p.
(4) The composite map∏

q∈Splp

V̄⊗E Eq− →
∏

q∈Splp

HomOE
q−

(
A0k[(q−)∞],Ak[(q−)∞]

)
⊗OE

q−
Eq−

(ηspl
p )−1

−−−−−→
∏

q∈Splp

V⊗E Eq−

is an isomorphism of
∏

q∈Splp Eq−-modules.
(5) For every q ∈ p, the canonical map

V̄⊗F Fq → Homk((A0k[q∞], i0k[q∞]), (Ak[q∞], ik[q∞]))⊗OFq Fq

is an isomorphism of Eq-vector spaces.
(6) For every q ∈ p \ {p}, Λ̄q := Homk((A0k[q∞], i0k[q∞]), (Ak[q∞], ik[q∞])) is a self-dual lattice

in V̄⊗F Fq.
(7) V̄⊗F Fp does not admit a self-dual lattice.

Proof. We first show that the canonical map
V̄⊗Q Qp → Homk((A0k[p∞], i0k[p∞]), (Ak[p∞], ik[p∞]))⊗Zp Qp(C.12)

is an isomorphism. Let OD be the OF,(p)-algebra of endomorphisms of (A0k, i0k | OF,(p),λ0k), and
put D := OD ⊗OF,(p) F . Then D is a totally definite (division) quaternion algebra over F which
contains E via i0k. We write D = E ⊕ Ej for some element j ∈ OD \ pOD such that j−1ej = ec for
every e ∈ E. Choose an element f ∈ OF such that f ∈ p but f 6∈ q for every other prime q of F
above p; and put j′ := j + f . We define a new action i′0k of OE,(p) on Bk via the formula i′0k(e) =
j′−1 ◦ i0k(e) ◦ j′. Then (A0k, i

′
0k) is an (E,Φ′)-abelian scheme over k, where Φ′ := (Φc \ {τ ′c}) ∪ {τ ′},

with a polarization λ′0k := (j′)∗λ0k. Now by [RZ96, Proposition 6.29], (Ak, ik) is quasi-isogenous to
(A0k, i0k)n−1 × (A0k, i

′
0k). In particular, (C.12) is an isomorphism. From this, (1), (3), (4), and (5)

follow immediately. Part (2) can be proved in the same way as [KR14, Lemma 2.7]. Part (7) is a
consequence of (1–6) and the Hasse principle.

It remains to show (6). By the above discussion, (Ak[q∞], ik[q∞]) is quasi-isogenous to
(A0k[q∞], i0k[q∞])⊕n for q ∈ p \ {p}. Then they must be isomorphic. In particular, the induced
hermitian form on Λ̄q is given by the identity matrix under some basis. Thus, we obtain (6). �
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Lemma C.25(3,4) gives rise to an isomorphism

ιP : V̄⊗F A∞F ,p → V⊗F A∞F ,p(C.13)

of hermitian spaces over A∞F
,p. Let K̄q be the stabilizer of Λ̄q in Lemma C.25(6) for every q ∈ p \ {p},

which is a hyperspecial maximal subgroup of U(V̄)(Fq).
LetM(W∞

0 ,Φc)∧L0
be the completion ofM(W∞

0 ,Φc)L0⊗OEΦ,(p) OEnr
p

along the special fiber, which
is isomorphic to a finite disjoint union of Spf O∧Enr

p
. Then (C.7) induces a morphism

q∧0 : M(V,W∞
0 ,Φ)ss,∧

Kp,L0
→M(W∞

0 ,Φc)∧L0

of formal schemes over O∧Enr
p
.

Proposition C.26. The chosen point P (C.8) induces the following Cartesian diagram

U(V̄)(F )\
(
N ×U(V̄)(A∞F ,p)/

∏
q∈p\{p} K̄q

)
//

uP

��

Spf O∧Enr
p

q∧0 ◦P
∧

��
M(V,W∞

0 ,Φ)ss,∧
Kp,L0

q∧0 //M(W∞
0 ,Φc)∧L0

of formal schemes over O∧Enr
p
, satisfying

• uP ◦ (P ∧loc, 1) = P ∧ (see (C.9) and (C.10)), and
• uP ◦ Tḡ = Tg ◦ uP for every g ∈ U(V)(A∞F

,p) and ḡ ∈ U(V̄)(A∞F
,p) that correspond under ιP

(C.13), where Tg (resp. Tḡ) denotes the Hecke translation on the target (resp. source) of uP .

Proof. The proof is very similar to [RZ96, Theorem 6.30]. For readers’ convenience, we will describe
the morphism

vP : MP → U(V̄)(F )\

N ×U(V̄)(A∞F ,p)/
∏

q∈p\{p}
K̄q

 ,(C.14)

whereMP is the pullback of q∧0 along q∧0 ◦P ∧, for which uP is the inverse. This is the hardest step;
and in particular, we will see how this morphism depends on P .

Let S be a connected scheme in Sch′/O∧
Enr
p

on which p is locally nilpotent, with a chosen geometric

point s ∈ S(k). Take a point P = (A0, i0, λ0, η
p
0 ;A, i, λ, ηp, ηspl

p ) ∈ MP (S), where (A0, i0, λ0, η
p
0) is

the base change of (A0, i0,λ0,η
p
0) to S. By [RZ96, Proposition 6.29], we can choose an OE-linear

quasi-isogeny
ρ : A×S Sk → Ak ×k Sk

such that ρ∗λk = λk. Then (A[p∞], i[p∞], λ[p∞]; ρ[p∞]) can be regarded as an element in N (S) by
[Mih, Theorem 3.3]. The composite map

V̄⊗Q A∞,p ιP−→ V⊗Q A∞,p ηp−→ HomE⊗QA∞,p(Hét
1 (A0k,A∞,p),Hét

1 (As,A∞,p))
ρs∗◦−−→ HomE⊗QA∞,p(Hét

1 (A0k,A∞,p),Hét
1 (Ak,A∞,p)) = V̄⊗Q A∞,p

is an isometry, which gives rise to an element gpP ∈ U(V̄)(A∞,pF ). The same process will produce an
element gspl

P,p ∈
∏

q∈Splp U(V̄)(Fq). For every q ∈ p \ {p}, the image of the map

ρs∗◦ : Homk((A0k[q∞], i0k[q∞]), (As[q∞], is[q∞]))
→ Homk((A0k[q∞], i0k[q∞]), (Ak[q∞], ik[q∞]))⊗OFq Fq = V̄⊗F Fq
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is a self-dual lattice, say ΛP,q. Therefore, there exists a unique element gP,q ∈ U(V̄)(Fq)/K̄q such that
gP,qΛP,q = Λ̄q. Together, we obtain an element(

(A[p∞], i[p∞], λ[p∞]; ρ[p∞]), gpP , g
spl
P,p, (gP,q)q

)
∈ N (S)×U(V̄)(A∞F ,p)/

∏
q∈p\{p}

K̄q

depending on the choice of ρ. However, changing ρ will result the left multiplication by an element in
U(V̄)(F ). Thus, the element

vP (P ) :=
(
(A[p∞], i[p∞], λ[p∞]; ρ[p∞]), gpP , g

spl
P,p, (gP,q)q

)
is a well-defined element in the right-hand side of (C.14). The construction of the inverse of vP , which
is nothing but uP , is easy by Dieudonné theory. We leave the details to the readers; it is the same
argument in [RZ96]. �

Remark C.27. In fact, the morphism uP in Proposition C.26 is compatible with more Hecke operators.
Consider a prime q ∈ p \ {p}. For every double coset KqgKq ⊆ U(V)(Fq), we have the Hecke
correspondence TKqgKq on the target of uP which is simply the Zariski closure of the usual Hecke
correspondence on the generic fiber; it is in fact étale. Then we have u∗P TKqgKq = TK̄qḡK̄q

if KqgKq =
K̄qḡK̄q under the canonical isomorphism Kq\U(V)(Fq)/Kq ' K̄q\U(V̄)(Fq)/K̄q. Here, TK̄qḡK̄q

denotes
the set-theoretical Hecke correspondence on the source of uP .

Appendix D. Cohomology of unitary Shimura curves

In this appendix, we compute the cohomology of Shimura curves associated to isometry groups of
hermitian spaces of rank 2, as Galois–Hecke modules. In Subsection D.1, we collect some results about
local oscillator representations of unitary groups of general rank. In Subsection D.2, we recall some
facts and introduce some notation about cohomology of Shimura varieties in general. The last two
subsections concern the cohomology of unitary Shimura curves, for the statements and for the proof,
respectively. These statements are only used in the proof of Theorem 4.15 and Theorem 4.18 in the
main part of the article.

D.1. Oscillator representations of local unitary groups. Let F be a local field whose charac-
teristic is not 2. Let E be an étale F -algebra of rank 2. Denote by c the unique nontrivial involution
on E that fixes F , and put E− := {x ∈ E | x+ xc = 0} and E1 := {x ∈ E | xxc = 1}. Let V, ( , )V be
a (non-degenerate) hermitian space over E (with respect to c) of rank n > 2.

We recall the construction of oscillator representations of U(V) in three steps.
Step 1: Choose an element ε ∈ E−×/NE/F E

×. Let Vε be the underlying F -vector space of V
equipped with the form TrE/F ε( , )V, which becomes a symplectic space.21 Let Mp(Vε) be
the metaplectic group of Vε with center C1. Then we have the oscillator representation ω(ε)
of Mp(Vε) using the standard additive character ψF .

Step 2: Choose a character µ : E× → C1 such that µ | F× is the unique character whose kernel is
exactly NE/F E

×. Then we have the induced homomorphism ιµ : U(V) → Mp(Vε) (see, for
example, [HKS96, Section 1]). Put ω(µ, ε) := ω(ε) ◦ ιµ.

Step 3: Choose a character χ : E1 → C1. Let ω(µ, ε, χ) be the maximal quotient of the representation
ω(ε, µ) of U(V) with central character χ.

For χ in Step 3, we define a character χ̌ of E× via the formula χ̌(x) = χ(x/xc).

Lemma D.1. Suppose that F is nonarchimedean. Then ω(µ, ε, χ) is irreducible and admissible.
Moreover,

(1) ω(µ, ε, χ) is zero if and only if E is a field, V is anisotropic (in particular n = 2), and χ̌ = µ2.

21More precisely, we have to choose an element in E−× in the coset ε; and it is known that the resulting oscillator
representation depends only on ε.
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(2) The contragredient representation of ω(µ, ε, χ) is isomorphic to ω(µc,−ε, χ−1), where µc :=
µ ◦ c as usual.

(3) If n > 3, then ω(µ′, ε′, χ′) is isomorphic to ω(µ, ε, χ) if and only if (µ′, ε′, χ′) = (µ, ε, χ).
(4) If n = 2 and ω(µ, ε, χ) is nonzero, then ω(µ′, ε′, χ′) is isomorphic to ω(µ, ε, χ) if and only if

either (µ′, ε′, χ′) = (µ, ε, χ), or µ′ = µcχ̌, χ′ = χ, and ε′ = ε (resp. ε′ 6= ε) when V is isotropic
(resp. anisotropic).

Proof. We consider first the case where E = F × F . We identify U(V) with GLn(F ) and E− with
F through the first factor; and write µ = ν � ν−1. Note that the first component of χ̌ is simply χ.
Let Qn−1,1 be the standard parabolic subgroup of GLn whose Levi is GLn−1×GL1. Then ω(µ, ε, χ) is
isomorphic to the unitary induction from Qn−1,1(F ) to GLn(F ) of the (unitary) character (ν ◦ det)�
χν1−n of GLn−1(F )×GL1(F ) (hence of Qn−1,1(F )). See for example [GR90, 2.6]. The lemma follows
from such description.

Now we assume that E is a field. The fact that ω(µ, ε, χ) is irreducible is a special case of the Howe
duality; see for example [GT16, Theorem 1.1(1)].

For (1), the fact that ω(µ, ε, χ) is nonzero unless in the exceptional case in (1) follows from the
persistence property [HKS96, Proposition 5.1(iii)], and the first occurrence speculation [HKS96, Spec-
ulation 7.5 & Speculation 7.6] (which has been proved as [SZ15, Theorem 1.10]). Note that in the
exceptional case, the first occurrence of the theta lifting of the trivial character in the split even tower
is 0; therefore its first occurrence in the nonsplit even tower is 4. See [HKS96, p.986] for more details.

Note that, since E1 is compact, we have a canonical isomorphism of representations of U(V)

ω(µ, ε) '
⊕
χ

ω(µ, ε, χ).

For (2), note that under the canonical isomorphism Mp(Vε) ' Mp(V−ε), the contragredient of
ω(ε) is isomorphic to ω(−ε). Moreover, under such isomorphism, ιµ coincides with ιµc by [HKS96,
Lemma 1.1 & (1.8)]. Therefore, ω(µ, ε) is contragredient to ω(µc,−ε). Since E1 is compact, we have
a canonical isomorphism ω(µ, ε) '

⊕
χ ω(µ, ε, χ). Thus, ω(µ, ε, χ) is contragredient to ω(µc,−ε, χ−1)

as both are irreducible with inverse central character, or both are zero.
For (3), it is known when n = 3 by [GR90, Proposition 5.1.4]. In fact, the same proof also works

for n > 3.
For (4), we first have χ = χ′. By the description of endoscopic packets for in [GGP12b, Section 8],

we must have either µ′ = µ or µ′ = µcχ̌. There are two cases.
Suppose that µcχ̌ = µ. Then ω(µ, ε, χ) = {0} when V is anisotropic; and ω(µ, ε, χ) is not isomorphic

to ω(µ, ε′, χ) when V is isotropic and ε′ 6= ε. Thus, (4) follows.
Suppose that µcχ̌ 6= µ. Then the packet has four members, and we need to show that ω(µ, ε, χ) '

ω(µcχ̌, ε′, χ) for ε′ = ε (resp. ε′ 6= ε) when V is isotropic (resp. anisotropic). We adopt the notation in
[GGP12b, Section 8]. Let M be the two-dimensional conjugate symplectic representation associated
to the packet. ThenM has two non-isomorphic one dimensional conjugate symplectic representations.
We write M = M•1 ⊕M•2 = M◦1 ⊕M◦2 for the two different ways of ordering of direct summands.
Thus, we obtain two ways of labelling for the four members in the packet, say {π++

• , π−−• , π+−
• , π−+

• }
and {π++

◦ , π−−◦ , π+−
◦ , π−+

◦ }, respectively. Then (4) is equivalent to the isomorphisms π++
• ' π++

◦ ,
π−−• ' π−−◦ , π+−

• ' π−+
◦ , and π−+

• ' π+−
◦ . However, these isomorphisms are consequences of

[GGP12b, Theorem 10.2]. �

Now we take F = R and E = C. Let (p, q) be the signature of V. Then we may identify U(V)
with U(p, q)R, the subgroup of ResC/R GLn of elements preserving the hermitian form given by the
matrix

(
Ip
−Iq

)
. Denote by up,q the Lie algebra of U(p, q)R and fix a maximal compact subgroup Kp,q

of U(p, q)R(R). In the construction of ω(µ, ε, χ), the three parameters have the following possibilities:

µm(z) = arg(z)m, m odd integer; ε = ±i; χl(z) = zl, l ∈ Z.
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To shorten notation, we denote by ωm,±,lp,q the representation ω(µm,±i, χl) of U(p, q)R. It is well-known
(see, for example, [SW78, Section 4]) that ωm,±,lp,q is irreducible.

By the computation in [BMM16, Section 5], up to equivalence, there are only two irreducible
unitary representations π of U(n − 1, 1)R such that H1(un−1,1,Kn−1,1;π) 6= {0}, in which case the
cohomology has dimension 1 for both representations. Let us label them by π1,0

n−1,1 and π0,1
n−1,1 in the

way that H1(un−1,1,Kn−1,1;π1,0
n−1,1) and H1(un−1,1,Kn−1,1;π0,1

n−1,1) have Hodge types (1, 0) and (0, 1),
respectively.

Lemma D.2. Let the notation be as above.
(1) Among the representations ωm,±,ln,0 , only ω1,+,0

n,0 and ω−1,−,0
n,0 are the trivial character.

(2) If n > 3, then in the set {ωm,±,ln−1,1}, only ω
−1,−,0
n−1,1 (resp. ω1,+,0

n−1,1) is isomorphic to π1,0
n−1,1 (resp.

π0,1
n−1,1).

(3) If n = 2, then in the set {ωm,±,l1,1 }, only ω−1,−,0
1,1 and ω1,−,0

1,1 (resp. ω1,+,0
1,1 and ω−1,+,0

1,1 ) are
isomorphic to π1,0

1,1 (resp. π0,1
1,1).

Proof. The explicit formulae for the Kp,q-type of ωm,±,lp,q can be found in, for example, [KK07, Theo-
rem 5.4] with p′ + q′ = 1. In particular, (1) follows directly.

For (2) and (3), it is shown in [BMM16, Section 5] that both π1,0
n−1,1 and π0,1

n−1,1 are isomorphic to
some ωm,±,ln−1,1. Comparing the formula for the highest weights in [BMM16, 5.7] with p = n − 1, q =
1, a+ b = 1(6 p) with [KK07, Theorem 5.4], we obtain the assertions. �

D.2. Setup for cohomology of Shimura varieties. Let us recall some general facts about coho-
mology of Shimura varieties. Let (G, h) be a Shimura data with E ⊆ C its reflex field. In particular,
G is a reductive group over Q. Let ξ be an algebraic complex representation of G.22 Then it induces a
complex local system Lξ on {Sh(G, h)K⊗EC}. Let Hi

(2)(Sh(G, h)K(C),Lξ) be the i-th L2-cohomology
of the complex manifold Sh(G, h)K(C) with coefficients in Lξ. Put

Hi
(2)(Sh(G, h),Lξ) := lim−→

K

Hi
(2)(Sh(G, h)K(C),Lξ),

which is a smooth representation of G(A∞). By the Matsushima formula for L2-cohomology, we have
an isomorphism

Hi
(2)(Sh(G, h),Lξ) '

⊕
π

mdisc(π)Hi(g,KG; ξ∞ ⊗ π∞)⊗ π∞(D.1)

of G(A∞)-modules, where
• g := Lie GR, and KG is a maximal connected compact subgroup of G(R),
• ξ∞ is the associated (g,KG)-module of ξ, and
• π = π∞ ⊗ π∞ runs through isomorphism classes of irreducible admissible representations of

G(A), where mdisc(π) is the discrete multiplicity of π (Definition B.1).
Here, we have to use [BC83, Section 4] to conclude that the continuous part of L2(G(Q)\G(A), χ) does
not contribute to the L2-cohomology in the case of Shimura varieties. By Zucker’s conjecture (proved
independently by Looijenga [Loo88] and Saper–Sturn [SS90]), we have a canonical isomorphism

Hi
(2)(Sh(G, h),Lξ) ' IHi(Sh(G, h),Lξ)(D.2)

of G(A∞)-modules, where
IHi(Sh(G, h),Lξ) := lim−→

K

IHi(Sh(G, h)K ⊗E C,Lξ)

is the direct limit over K of the complex analytic intersection cohomology of Sh(G, h)K ⊗E C, where
Sh(G, h)K is the Baily–Borel compactification of Sh(G, h)K (over E).

22In this article, we only need the case where ξ is the trivial representation.
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Now let ` be a rational prime and choose an isomorphism ι` : C ∼−→ Qac
` . Then the Qac

` -local system
Lξ⊗C,ι`Qac

` descends to an (étale) Qac
` -local system Lξ,ι` on {Sh(G, h)K}. We then have a comparison

isomorphism
IHi

ét(Sh(G, h),Lξ,ι`) ' IHi(Sh(G, h),Lξ)⊗C,ι` Q
ac
` ,

where
IHi

ét(Sh(G, h),Lξ,ι`) := lim−→
K

IHi
ét(Sh(G, h)K ⊗E C,Lξ,ι`).

For an irreducible admissible representation π∞ of G(A∞), put

IHi
ξ,ι`

(π∞) := HomQac
`

[G(A∞)]
(
ι ◦ π∞, IHi

ét(Sh(G, h),Lξ,ι`)
)
,

which is a finite dimensional representation of Gal(C/E), whose dimension is equal to∑
π∞

mdisc(π∞ ⊗ π∞) dimC Hi(g,KG; ξ∞ ⊗ π∞),

where π∞ runs through all irreducible admissible representations of G(R). We suppress ξ in the
notation if it is the trivial representation.

D.3. Statements for cohomology of unitary Shimura curves. We fix a CM number field E and
regard E as a subfield of C via a fixed complex embedding τ ′1 : E ↪→ C. Let c ∈ Gal(E/Q) be the
induced complex conjugation and put F := Ec=1. Write ΦF = {τ1, . . . , τd} with d = [F : Q] as the set
of real embeddings of F , in which τ1 is the restriction of τ ′1.

Let V be a hermitian space over E of rank 2 of signature (1, 1) at τ1 and (2, 0) elsewhere. As
in Subsection C.1 especially Remark C.2, we have the Hodge map h := hV,τ ′1 , the Shimura varieties
{Sh(G, h)K} defined over E, and their Baily–Borel compactification Sh(G, h)K , all of which are smooth
curves over E. By the discussion from Subsection D.2, we have an isomorphism

H1
B(Sh(G, h),C) '

⊕
π

mdisc(π)H1(g,KG;π∞)⊗ π∞

of G(A∞)-modules, where H1
B(Sh(G, h),C) := lim−→K

H1
B(Sh(G, h)K ,C). By Lemma D.2, up to equiva-

lence, there are only two representations π∞ of G(R) with H1(g,KG;π∞) 6= {0}, namely,

π(1,0)
∞ := π1,0

1,1 ⊗ 1⊗ · · · ⊗ 1, π(0,1)
∞ := π0,1

1,1 ⊗ 1⊗ · · · ⊗ 1.

Definition D.3. Let π∞ be an irreducible admissible representation of G(A∞).
• We say that π∞ is stable cohomological if both π(1,0)

∞ ⊗π∞ and π(0,1)
∞ ⊗π∞ have positive cuspidal

multiplicity.
• We say that π∞ is endoscopic cohomological if exactly one of π(1,0)

∞ ⊗ π∞ and π(0,1)
∞ ⊗ π∞ has

positive cuspidal multiplicity.
Denote Cst

V (resp. Cend
V ) the set of isomorphism classes of stable (resp. endoscopic) cohomological

irreducible admissible representations of G(A∞). Put CV := Cst
V
∐
Cend

V .

Proposition D.4. Let π∞ be an irreducible admissible representation of G(A∞).
(1) If π∞ is endoscopic cohomological, then there exists a unique adèlic oscillator triple (µ, ε, χ)

(Definition 4.11) with µ of weight one and satisfying τ ′1 ∈ Φµ, such that π∞ is isomorphic to
ω(µ, ε, χ). Moreover, HomC[G(A∞)](π∞,H1

B(Sh(G, h),C)) has dimension 1.
(2) If π∞ is stable cohomological, then HomC[G(A∞)](π∞,H1

B(Sh(G, h),C)) has dimension 2.

Proof. Let V∗ be an isotropic skew-hermitian space over E of rank 2, which is unique up to isomor-
phism. The global inner transfer from U(V) to U(V∗) is known; see, for example, [Har93]. More
precisely, let Vπ be an irreducible U(V)(AF )-submodule of L2

cusp(U(V)) and denote Vπ its complex
conjugate space. We may choose an automorphic character ξ : E1\(A∞E )1 → C× such that the global
theta lifting ΘV∗

ψF ,(1,1),V(Vπ ⊗ ξ) is nonzero. Then JL(Vπ) := ΘV∗
ψF ,(1,1),V(Vπ ⊗ ξ) ⊗ ξ is a subspace of
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L2
cusp(U(V∗)), which is an irreducible U(V∗)(AF )-module and is independent of the choice of ξ. Denote

by JL(π) the representation of U(V∗)(AF ) on JL(Vπ). Since the complement of L2
cusp in L2

disc consists
of automorphic characters, we have mdisc(π) = mdisc(JL(π)).

The Langlands–Arthur classification for U(V∗) is known by [Rog90, Section 11]. Let π∗ be an
irreducible cuspidal automorphic representation of U(V∗)(AF ). We have the (standard) base change
Π of π∗, which is an irreducible isobaric automorphic representation of GL2(AE). We say that π∗ is
stable (resp. endoscopic) if Π is cuspidal (resp. Π ' Π1�Π2 for two conjugate symplectic automorphic
characters Π1 and Π2).

Suppose that π∞ is stable cohomological. Then both JL(π(1,0)
∞ ⊗ π∞) and JL(π(0,1)

∞ ⊗ π∞) have
positive multiplicity and the same base change Π. By Arthur’s multiplicity formula, Π has to cuspidal,
and mdisc(π(1,0)

∞ ⊗ π∞) = mdisc(π(0,1)
∞ ⊗ π∞) = 1. In particular, (2) follows.

Suppose that π∞ is endoscopic cohomological. Then by the same reasoning, we have Π ' Π1 �Π2,
and mdisc(π(1,0)

∞ ⊗ π∞) +mdisc(π(0,1)
∞ ⊗ π∞) = 1. Let π be the unique member in {π(1,0)

∞ ⊗ π∞, π(0,1)
∞ ⊗

π∞} such that mdisc(π) = 1. Since JL(π) is endoscopic, both Π1 and Π2 are conjugate symplectic
automorphic characters of weight one. Thus, there exists a conjugate symplectic automorphic character
µ of weight one such that L(s,Π ⊗ µ) has a simple pole at s = 1. By Theorem B.4, we have a skew-
hermitian space W over E of rank 1 of determinant e ∈ E−×/NE/F E

× and an automorphic character
χ′ of U(W)(AF ), such that π is realized in the space of global theta lifting ΘV

ψF ,(µ,ν),W(χ′). Let χ be
the central character of π. Then it is trivial at infinity. Thus, by Lemma D.1(4), there exist exactly
two adèlic oscillator triples, which are (µ, ε, χ) and (µcχ̌, ε′, χ), such that π∞ is isomorphic to the
associated oscillator representation. In particular, the condition that µ is of weight one and satisfies
τ ′1 ∈ Φµ determines exactly one of the two triples. Therefore, (1) follows. �

Remark D.5. The proof of Proposition D.4(1) implies that for π∞ ' ω(µ, ε, χ) that is endoscopic
cohomological, we have mcusp(π(1,0)

∞ ⊗π∞) = 1 (resp. mcusp(π(0,1)
∞ ⊗π∞) = 1) if and only if there exists

some e ∈ E×− such that
• εv = eNEv/Fv E

×
v for every nonarchimedean place v of F ,

• τ ′i(e) has negative imaginary part for i = 2, . . . , d, where τ ′i is the unique element in Φµ above
τi, and
• τ ′1(e) has negative (resp. positive) imaginary part.

Now we study the `-adic cohomology of {Sh(G, h)K}K . Take a rational prime ` and an isomorphism
ι` : C ∼−→ Qac

` . Put

H1
ét(Sh(G, h),Qac

` ) := lim−→
K

H1
ét(Sh(G, h)K ⊗E C,Qac

` ).

By the comparison theorem, we have a canonical isomorphism

H1
ét(Sh(G, h),Qac

` ) ' H1
B(Sh(G, h),C)⊗C,ι` Q

ac
`

of G(A∞)-modules. For an irreducible admissible representation π∞ of G(A∞), the Qac
` -vector space

H1
ι`

(π∞) := HomQac
`

[G(A∞)]
(
ι` ◦ π∞,H1

ét(Sh(G, h),Qac
` )
)

is a representation of Gal(C/E), which we denote by ρι`(π∞).
Suppose that π∞ is endoscopic cohomological. Then by Proposition D.4, we obtain an `-adic

character ρι`(π∞) : Gal(C/E)→ (Qac
` )×. It induces, via the isomorphism ι`, an automorphic character

ρ`(π∞) : E×\A×E → C×. It is easy to see that the character ρ`(π∞) does not depend on the choice of
the isomorphism ι`, which justifies its notation.

Theorem D.6. Let π∞ be an irreducible admissible representation of G(A∞), and ` a rational prime.
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(1) Suppose that π∞ is endoscopic cohomological, which is isomorphic to ω(µ, ε, χ) with µ of weight
one and satisfying τ ′1 ∈ Φµ as in Theorem D.4(1). Then

ρ`(π∞) =

µ · | |
−1/2
E if mcusp(π(1,0)

∞ ⊗ π∞) = 1;

µcχ̌ · | |−1/2
E if mcusp(π(0,1)

∞ ⊗ π∞) = 1.

(2) Suppose that π∞ is stable cohomological. Then for every ι` : C ∼−→ Qac
` , we have

(a) ρι`(π∞) is an irreducible two-dimensional representation of Gal(C/E);
(b) ρι`(π∞)∨ ' ρι`(π∞)c(1);
(c) if we let Π∞ be the irreducible admissible representation of GL2(A∞E ) that is the standard

base change of π∞, then for every nonarchimedean place w of E coprime to `,

WD(ρι`(π
∞) |Gal(Eac

w /Ew))F-ss ' ι` ◦L2,Ew(Π∞w | det |−1/2
w )

holds, where L2,Ew denotes the local Langlands correspondence for GL2,Ew .

The proof of the theorem will be given in Subsection D.4.
The theorem reveals some information about the Albanese variety (Jacobian) AK of Sh(G, h)K .

We have a homomorphism C∞c (K\G(A∞)/K,Q) → End(AK)Q of Q-algebras induced by the Hecke
actions. Note that Gal(C/Q) acts on CV through the coefficients, which preserves the two subsets Cst

V
and Cend

V . Therefore, we obtain an isogeny decomposition

AK ∼ Ast
K ×Aend

K(D.3)

(over E) such that under the canonical isomorphism in Lemma 2.4(1), we have isomorphisms

H1
B(Ast

K ,C) '
⊕

π∞∈Cst
V

H1
B(Sh(G, h)K ,C)[(π∞)K ],

H1
B(Aend

K ,C) '
⊕

π∞∈Cend
V

H1
B(Sh(G, h)K ,C)[(π∞)K ]

of C∞c (K\G(A∞)/K,Q)-modules.
Put Cst

V := Cst
V/Gal(C/Q), the set of Gal(C/Q)-orbits in Cst

V . For every orbit π∞, denote byM(π∞) ⊆
C its field of definition, namely, the fixed field of the stabilizer of π∞ in Gal(C/Q); it is a number
field, either totally real or CM. By Theorem D.6(2) and a standard argument, we may associate to
π∞ a (simple) abelian variety A(π∞) over E, which satisfies

• dimA(π∞) = [M(π∞) : Q],
• EndE(A(π∞))Q 'M(π∞), and
• A(π∞)⊗E,c E is isogenous to A(π∞)∨.

In fact, A(π∞) is of strict GL(2)-type in the terminology of [YZZ13, Section 3.2.1]. Finally, note that
for every open compact subgroup K of G(A∞), the dimension of K-fixed vectors in a representations
in π∞ depends only on the orbit, which we denote by dimC(π∞)K . Theorem D.6(2) has the following
corollary.

Corollary D.7. For every sufficiently small open compact subgroup K of G(A∞), we have an isogeny
decomposition

Ast
K ∼

∏
π∞∈Cst

V

A(π∞)dimC(π∞)K

compatible with changing K in the obvious way. In particular, Ast
K does not have factors that are of

CM type. Moreover, A(π∞1 ) is isogenous to A(π∞2 ) for π∞1 , π∞2 ∈ Cst
V if and only if there exist π∞1 ∈ π∞1

and π∞2 ∈ π∞2 that have the same standard base change to GL2(A∞E ).

The isogeny decomposition of Aend
K is a special case of Corollary 4.20.
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D.4. Proof of Theorem D.6. We prove Theorem D.6 by first establishing a congruence relation for
the Shimura curve Sh(G, h)K over a set of primes of E of density 1.

To state the congruence relation, we fix a prime q of E, with the underlying rational prime p, such
that

• G⊗Q Qp is unramified (in particular, p is unramified in E), and
• q 6= qc, that is, q has degree 1 over F .

Denote by p the prime of F underlying q. We identify Fp with Eq. Choose a uniformizer $ of Fp. Put
Op := OFp , κ := Op/$Op, and q := #κ. Fix a maximal unramified extension F nr

p of Fp with Onr
p the

ring of integers and κac := Onr
p /$Onr

p the residue field. Let σ : Onr
p → Onr

p be the q-th Frobenius map.
Fix a basis of the Eq-vector space V ⊗E Eq under which we identify U(V ⊗F Fp) with GL2,Fp .

Let Iwp :=
(

Op Op

$Op Op

)
⊆ GL2(Op) be an Iwahori subgroup. We consider open compact subgroups

K ⊆ G(A∞) of the form GL2(Op)×Kp
p×Kp where GL2(Op)×Kp

p is a hyperspecial maximal subgroup
of G(Qp) and Kp is a sufficiently small open compact subgroup of G(A∞,p). For such K, we put
KIw := Iwp × Kp

p × Kp. We have the projection morphism π : Sh(G, h)KIw → Sh(G, h)K , and an
isomorphism

t$ : Sh(G, h)KIw
∼−→ Sh(G, h)KIw

induced by the Hecke translation of the element ( $
1 ). In view of the reciprocity map in Remark C.2,

the morphism
t$ ⊗ σ : Sh(G, h)KIw ⊗Fp F

nr
p → Sh(G, h)KIw ⊗Fp F

nr
p

preserves every connected component.
We will show in Proposition D.8 that Sh(G, h)K (resp. Sh(G, h)KIw) admits a smooth model (resp.

a stable model) SK (resp. SKIw) over Op. By [LL99, Proposition 4.4(a)], the morphism t$ extends
(uniquely) to a morphism t$ : SKIw → SKIw , which has to be an isomorphism; and π extends (uniquely)
to a morphism π : SKIw → SK . Finally, to ease notation, we put TK := SK⊗Opκ and TKIw := SKIw⊗Opκ
for the special fibers.
Proposition D.8. Let the notation be as above. We have

(1) The smooth projective Fp-curve Sh(G, h)K admits a smooth model SK over Op.
(2) The smooth projective Fp-curve Sh(G, h)KIw admits a stable model SKIw over Op.
(3) The κ-scheme TKIw has two irreducible components T +

KIw
and T −KIw

, satisfying that
(a) π+ := π | T +

KIw
: T +

KIw
→ TK is an isomorphism;

(b) π− := π | T −KIw
: T −KIw

→ TK is a finite flat morphism of degree q;
(c) t$ ⊗ σ induces an isomorphism between T +

KIw
⊗κ κac and T −KIw

⊗κ κac;
(d) the morphism (π−⊗ id) ◦ (t$⊗σ) ◦ (π+⊗ id)−1 coincides with the absolute q-th Frobenius

morphism of TK ⊗κ κac.
Proof. We first assume F 6= Q. Then we have Sh(G, h)K = Sh(G, h)K . We will reduce the proposition
to (a weak form of) the congruence relation in [Car86, Proposition 10.3] by changing the Shimura
datum.23 Choose a quaternion algebra over B together with an embedding E ↪→ B of F -algebras,
such that the induced hermitian form on B is isomorphic to V. In particular, B is indefinite at τ and
definite at all other places of F ; B is division at a nonarchimedean place v of F if and only if Vv is
anisotropic. We identify V with B as hermitian spaces. Let (B××E×)1 be the subgroup of B××E×
consisting of elements (b, e) such that NB/F b ·NE/F e = 1, viewing as a reductive group over F . Then
we have a short exact sequence

1→ Gm,F → (B× × E×)1 → U(V)→ 1,
23In [Car86], the initial Shimura variety is a quaternionic Shimura curve, and the auxiliary Shimura variety is a

(quaternionic) unitary Shimura curve of PEL type. However, in our case, the initial Shimura variety is unitary Shimura
curve of non-PEL type, and the auxiliary Shimura variety we introduce below is a quaternionic Shimura curve, which is
the initial Shimura variety of Carayol. So strictly speaking, to obtain this proposition, we have to change Shimura data
twice but the second step has already been carried out by Carayol. Such consideration was also used in [Liu11b].
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where the homomorphism Gm,F → (B× × E×)1 is given by e 7→ (e, e−1). The fixed basis of V ⊗E Eq

identifies B ⊗F Fp with Mat2(Fp), and further (B ⊗F Fp)× with U(V)(Fp).
Put G′ := ResF/QB× and let h′ be the Hodge map that is inverse24 to the one given in [Car86,

0.1]. We have the Shimura curve Sh(G′, h′)K′ defined over F . Here, the open compact subgroup
K ′ ⊆ G′(A∞) is of the form K ′p × K ′p, where K ′p is hyperspecial maximal of the form GL2(Op) ×
K ′pp . Replacing GL2(Op) by Iwp, we obtain K ′Iw, hence the Shimura curve Sh(G′, h′)K′Iw . Applying
the constructions for the Shimura data (G, h) to (G′, h′), we obtain Sh(G′, h′)K′ , Sh(G′, h′)K′Iw , π

′,
and t′$. By Deligne’s theory of connected Shimura varieties [Del79] (or see [Car86, Section 4]), for
every connected component Sh(G, h)†K of Sh(G, h)K ⊗Fp F

nr
p , there exists some K ′p and a connected

component Sh(G′, h′)†K′ of Sh(G′, h′)K′ ⊗Fp F
nr
p such that there is a commutative diagram

Sh(G, h)†KIw

' //

π

��

Sh(G′, h′)†K′Iw
π′

��

Sh(G, h)†K
' // Sh(G′, h′)†K′

where Sh(G, h)†KIw
:= π−1 Sh(G, h)†K and Sh(G′, h′)†K′Iw := π′−1 Sh(G′, h′)†K′ , under which the automor-

phism t$ ⊗ σ of Sh(G, h)†KIw
coincide with the automorphism t′$ ⊗ σ of Sh(G′, h′)†K′Iw respectively.

Therefore, the proposition will follow from the version for (G′, h′).25
To release ourselves from the clumsy notation, we will now suppress the “prime” in all superscripts;

in particular, the group G now is ResF/QB×. Then (1) follows from [Car86, Proposition 6.1]. For the
remaining claims, we need some preparation.

For n > 1, put Kn := (I2 + $n GL2(Op)) × Kp
p × Kp. In [Car86, 1.4.4], Carayol constructed an

Op-divisible group E∞ over Sh(G, h)K , such that the pullback of E∞[pn] to Sh(G, h)Kn is trivial. By
the construction, the subgroup Sh(G, h)K1 × ( ∗0 ) ⊆ Sh(G, h)K1 × (p−1/Op)2 is stable under the action
(given in [Car86, 1.4.2]) of Iwp. In particular, it defines an Op-stable subgroup CIw of E∞[p] over
Sh(G, h)KIw of rank q. By [Car86, Proposition 6.4], the Op-divisible group E∞ extends uniquely to an
Op-divisible group E∞ over SK such that E∞ | TK is of dimension 1 and Op-height 2.

We define a functor SKIw over SK such that for every SK-scheme u : S → SK , the set SKIw(S)
consists of Op-stable finite flat S-subgroups of u∗E∞[p] of rank q. As pointed out in [Car86, Sec-
tion 6.7], the supersingular locus of E∞ is discrete. Thus, it follows from [Car86, Proposition 6.6]
and the Grothendieck–Messing theory that the above functor is represented by a finite flat morphism
π : SKIw → SK of schemes (of degree q + 1), satisfying that SKIw is a semi-stable curve over Op.
Moreover, since the special fiber TKIw := SKIw ⊗Op κ does not contain genus zero curves as irreducible
components, SKIw is a stable curve over Op. The subgroup CIw constructed above induces a morphism
ι : Sh(G, h)KIw → SKIw ⊗Op Fp of schemes over Sh(G, h)K . By the construction of E∞, it is easy to
see that the morphism π : SKIw ⊗Op Fp → SK ⊗Op Fp = Sh(G, h)K is étale and generically irreducible.
Thus, ι is an isomorphism since both sides are finite étale of degree q + 1 and generically irreducible
over Sh(G, h)K . Thus, (2) follows, and we will identify SKIw ⊗Op Fp with Sh(G, h)KIw via ι.

Let (π∗E∞, CIw) be the universal object over SKIw . Denote by T +
KIw

(resp. T −KIw
) the Zariski closure of

the locus in TKIw where CIw is continuous (resp. étale). Then T ±KIw
are union of irreducible components

and they cover TKIw . To prove (3), we have to consider full Drinfeld level structures at p. For n > 1,
let SKn be the functor over SK such that for every SK-scheme u : S → SK , the set SKn(S) consists
of Drinfeld level structures ϕ : (p−n/Op)2 → MorS(S, u∗E∞[pn]) (see [Car86, Section 7.2] for more

24This is to ensure that the actions of σ on the connected components of Sh(G, h) ⊗E C and Sh(G′, h′) ⊗F C are

compatible with the composite homomorphism F×p ' E×q
e7→(e,e−1)−−−−−−−→ E1

p .
25Here, we have to use the fact that constructing smooth (resp. stable) models of smooth projective curves over Op

is equivalent to constructing them after the base change to Onr
p ; see, for example, [DM69, Section 1].
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details). By [Car86, Proposition 7.4], it is represented by a finite flat morphism πn : SKn → SK of
schemes (of degree # GL2(Op/p

n)), such that πn ⊗Op Fp is canonically isomorphic to the projection
Sh(G, h)Kn → Sh(G, h)K . Now we take n = 1, we define a morphism πIw : SK1 → SKIw by sending a
Drinfeld level structure ϕ to the subgroup

∑
α∈A+ [ϕ(α)] where A+ ⊆ (p−1/Op)2 is the line with the

second coordinate zero. Then πIw ⊗Op Fp is canonically isomorphic to the projection Sh(G, h)K1 →
Sh(G, h)KIw . Let T red

K1
be the induced reduced subscheme of SK1 ⊗Op κ

ac. Then by [Car86, 9.4.1], the
morphism T red

K1
→ TK ⊗κ κac is finite flat of degree (q − 1)q(q + 1). For every line A in (p−1/Op)2,

let T red
K1,A

be the locus where ϕ | A = 0. Then by [Car86, Proposition 9.4.4], {T red
K1,A
}A is the set of all

irreducible components of T red
K1

. Since GL2(κ) acts transitively on {T red
K1,A
}A, each T red

K1,A
is of degree

q(q − 1) over TK ⊗κ κac. By definition, the image of T red
K1,A

under πIw is contained in T +
KIw

(resp.
T −KIw

) if and only if A = A+ (resp. A 6= A+). If A 6= A+, then πIw : T red
K1,A

→ T −KIw
⊗κ κac is étale of

degree q−1 since to recover the Drinfeld level structure is equivalent to choosing a basis of A+. Thus,
deg(π | T −KIw

) > q. Since deg(π | T +
KIw

) > 1, we must have deg(π | T −KIw
) = q and deg(π | T +

KIw
) = 1, and

both T −KIw
and T +

KIw
are irreducible. Thus, (3a) has been verified as a finite flat morphism of degree

1 must be an isomorphism, and (3b) also follows. For (3c,3d), put SK∞ := lim←−n SKn . Let A+
∞ (resp.

A−∞) be the subspace of F 2
p with the second (resp. first) coordinate zero. In view of the notation of

[Car86, Section 10.3],26 we have subschemes (SK∞⊗κac)A±∞ of SK∞⊗κac, which map surjectively to
T ±KIw

⊗κκac under the composite map SK∞ → SK1
πIw−−→ SKIw , respectively. Note that the endomorphism

t$ lifts to SK∞ by the Hecke translation. By [Car86, Proposition 10.3], the morphism t$ ⊗ σ27 and
the Hecke translation by ( 1

1 ) induce the same map on the underlying set of (SK∞⊗κac)A+
∞
. Since

the Hecke translation by ( 1
1 ) maps (SK∞⊗κac)A+

∞
to (SK∞⊗κac)A−∞ , we obtain (3c). For (3d), since

( 1
1 ) acts trivially on TK , we know, again by [Car86, Proposition 10.3], that (π∞ ⊗ id) ◦ (t$ ⊗ σ)

coincides with π∞ ⊗ id on the underlying set of (SK∞⊗κac)A+
∞

where π∞ : SK∞ → SK is the obvious
projection. This implies that t := (π− ⊗ id) ◦ (t$ ⊗ σ) ◦ (π+ ⊗ id)−1 induces the identity map on the
underlying set of TK ⊗κ κac, which has to be purely inseparable. We factors t as the composite map

TK ⊗κ κac t′−→ (TK ⊗κ κac)(q) id⊗σ−−−→ TK ⊗κ κac.

Now t′ is κac-linear, purely inseparable, inducing the identity map on the underlying set, and of
degree q by (3b,3c), so it has to be the relative q-th Frobenius morphism by [SP, 0CCZ]. Thus, t is
the absolute q-th Frobenius morphism. The proposition is finally proved in the case where F 6= Q.

When F = Q, we can still deduce the proposition to the one for Sh(G′, h′)K′ , which is either: (i)
a Shimura curve associated to a division rational quaternion algebra, or (ii) a compactified modular
curve. In both cases, Sh(G′, h′)K is already a moduli space. In case (i), the conclusions of the
proposition can be found in [Buz97]. In case (ii), the proposition is well-known (see [DR73,KM85]). �
Corollary D.9. For every rational prime ` 6= p, the action (σ−1)∗ of the geometric Frobenius at q on
H1

ét(Sh(G, h)K ⊗E C,Qac
` ) satisfies the equation

X2 − t∗$X + q〈$〉∗ = 0,
where 〈$〉 : Sh(G, h)K → Sh(G, h)K is the Hecke translation given by ($ $ ). Here, we regard t$ as a
correspondence on Sh(G, h)K .
Proof. It suffices to show t∗$ = (σ−1)∗+ q〈$〉∗ ◦ σ∗ for actions on H1

ét(Sh(G, h)K ⊗E C,Qac
` ). By com-

parison, it suffices to prove this identity on TK . However, by Proposition D.8(3), the correspondence
t$ on TK decomposes as the sum of

TK
π+
←−− T +

KIw

t+
$−→ T −KIw

π−−−→ TK , TK
π−←−− T −KIw

t−$−→ T +
KIw

π+
−−→ TK ,

26Our SK∞ is Carayol’s M .
27Here, our σ is the (arithmetic) Frobenius, which is inverse to the one that should appear in [Car86, Proposition 10.3].

Such difference is due to the fact that our choice of the Hodge map for ResF/QB× is inverse to Carayol’s.
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where t±$ is the restriction of t$ to T ±KIw
, respectively. By Proposition D.8(3d), the action of (π− ◦

t+
$ ◦ (π+)−1)∗ coincides with the action of (σ−1)∗ on H1

ét(Sh(G, h)K ⊗E C,Qac
` ); and the action of

(π− ◦ t+
$ ◦ (π+)−1)∗ coincides with the action of q(σ−1)∗ = qσ∗ on H1

ét(Sh(G, h)K ⊗E C,Qac
` ).

For the first part, we have on H1
ét(TK ⊗κ κac,Qac

` ) that

π+
∗ ◦ (t+

$)∗ ◦ (π−)∗ = π+
∗ ◦ (π+)∗ ◦ ((π+)−1)∗ ◦ (t+

$)∗ ◦ (π−)∗

= (π+
∗ ◦ (π+)∗) ◦ (π− ◦ t+

$ ◦ (π+)−1)∗ = (π+
∗ ◦ (π+)∗) ◦ (σ−1)∗ = (σ−1)∗

as π+ is an isomorphism by Proposition D.8(3a).
For the second part, we have on H1

ét(TK ⊗κ κac,Qac
` ) that

π−∗ ◦ (t−$)∗ ◦ (π+)∗ = π−∗ ◦ ((t+
$)−1)∗ ◦ 〈$〉∗ ◦ (π+)∗ = π−∗ ◦ (t+

$)∗ ◦ 〈$〉∗ ◦ ((π+)−1)∗
= π−∗ ◦ (t+

$)∗ ◦ ((π+)−1)∗ ◦ 〈$〉∗ = (π− ◦ t+
$ ◦ (π+)−1)∗ ◦ 〈$〉∗

= qσ∗ ◦ 〈$〉∗ = q〈$〉∗ ◦ σ∗.

Adding the two parts, we obtain the desired identity. �

Proof of Theorem D.6. Let π∞ be an irreducible admissible representation of G(A∞). Denote by
Σ(π∞) the set of primes q of E such that q has degree 1 over F and π∞p is an unramified representation
of G(Qp), where p is the underlying rational prime of q. It is clear that Σ(π∞) Chebotarev density 1
among all primes of E.

We consider (2) first. Let ` be a rational prime and let ι` : C ∼−→ Qac
` be an isomorphism. Let Π be the

standard base change of either π(1,0)
∞ ⊗π∞ or π(0,1)

∞ ⊗π∞. Then Π is cuspidal. In [BR93, Section 4], the
authors constructed an irreducible Galois representation ρΠ,ι` : Gal(C/E) → GL2(Qac

` ) that satisfies
(2c) at all but finitely many nonarchimedean places w of E coprime to `. On the other hand, Corollary
D.9 already implies (2c) for ρι`(π∞) at places w = q ∈ Σ(π∞) that is coprime to `. By the Chebotarev
density theorem, ρι`(π∞) and ρΠ,ι` are isomorphic, which implies (2a). Moreover, (2b) also follows
from the Chebotarev density theorem; and (2c) follows from [Car12, Theorem 1.1].

Now we consider (1). Put µ̃ := ρ`(π∞) : E×\A×E → C× for simplicity. We also put µ1 := µ| |−1/2
E

and µ2 := µcχ̌| |−1/2
E . Then Corollary D.9 implies that for every q ∈ Σ(π∞) that is coprime to `, we

have µ̃q ∈ {µ1q, µ2q}. We claim that µ̃ ∈ {µ1, µ2}. For i = 1, 2, let Σi be the set of primes v of E
such that µ̃v = µiv, and let δi be the upper density of Σi. Then we have δ1 + δ2 > 1. Without lost of
generality, we assume that δ1 > 0. Then by [Raj00, Theorem 1], there exists a Dirichlet character η1
of E such that µ̃ = µ1η1. If η1 = 1, then we are done. Otherwise, δ1 < 1, and then δ2 > 0. By the
same argument, we have another Dirichlet character η2 of E such that µ̃ = µ2η2. Thus, µ1µ

−1
2 is a

Dirichlet character, which is not true. Therefore, we must have µ̃ ∈ {µ1, µ2}. We are left to determine
which one µ̃ is.

Fix an open compact subgroup K ⊆ G(A∞) such that (πK)∞ 6= {0}. Let AK be the Jacobian of
Sh(G, h)K . Let π∞ be the Gal(C/Q)-orbit of π∞. Using Hecke operators, we may find a surjective
homomorphism ϕ : AK → B of abelian varieties over E such that the induced map φ∗ : H1

B(B,Q) →
H1

B(AK ,Q)[π∞] is an isomorphism. Let B0 be some simple factor of B over E. Then B0 has complex
multiplications by some subfield M0 ⊆ C, which has to contain M ′µ (Definition 4.3). There are two
cases.

If mcusp(π(1,0)
∞ ⊗ π∞) = 1, then H1

B(X,C)[π∞] has Hodge type (1, 0). Thus, µ̃ is the associated CM
character of B0. In particular, we have µ̃τ1(z) = 1/z, where we have identified C with E⊗τ1 R through
the embedding τ ′1, which implies that µ̃ = µ| |−1/2

E .
If mcusp(π(0,1)

∞ ⊗π∞) = 1, then H1
B(X,C)[π∞] has Hodge type (0, 1). Thus, µ̃c is the associated CM

character of B0. In particular, we have µ̃τ1(z) = 1/z, which implies that µ̃ = µcχ̌| |−1/2
E .

Theorem D.6 is all proved. �
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