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Abstract—With the growing interest in cell-free massive
multiple-input multiple-output (MIMO) systems, the benefits of
single-antenna access points (APs) versus multi-antenna APs
must be analyzed in order to optimize deployment. In this
paper, we compare various antenna system topologies based on
achievable downlink spectral efficiency, using both measured and
synthetic channel data in an indoor environment. We assume
multi-user scenarios, analyzing both conjugate beamforming
(or maximum-ratio transmission (MRT)) and zero-forcing (ZF)
precoding methods. The results show that the semi-distributed
multi-antenna APs can reduce the number of APs, and still
achieve the comparable achievable rates as the fully-distributed
single-antenna APs with the same total number of antennas.

Index Terms—Cell-free massive MIMO, distributed massive
MIMO, antenna system topology, channel measurement, down-
link spectral efficiency.

I. INTRODUCTION

A. Background and Motivation

Due to the extensive research in the field of massive
multiple-input multiple-output (MIMO) systems over the past
decade, 5G wireless providers are currently deploying new
types of base stations (BSs) with 64 or more antennas mounted
together on towers or rooftops [1]. These “centralized massive
MIMO” systems with co-located antennas can greatly augment
both the spectral and the energy efficiency, compared to the
legacy systems, whose BSs were equipped with fewer antennas
[2]. However, the user equipments (UEs) near the cell edges
or at the locations with deep shadow fades do not obtain
performance benefits comparable to those of the UEs closer
to the BS. In order to provide a uniform quality of service
to every UE regardless of its location, “distributed massive
MIMO” systems are being advocated, where the BS antennas
are spread across multiple locations as access points (APs),
sometimes also called “remote radio heads”. Such a setup
is in particular interesting in the context of realizing “cell-
free massive MIMO” [3]; implementation aspects have been
discussed, e.g., in [4], [5].1

While most distributed massive MIMO studies so far have
assumed single-antenna APs (i.e., a fully-distributed antenna
system), an interesting alternative is the use of (possibly small)
antenna arrays within an AP. This may be beneficial in terms
of channel hardening and front-haul resources [6]. Therefore,

1While the motivation of our study comes from the rise of cell-free massive
MIMO, the focus of this work is on the idea of distributing a massive number
of antennas to many different locations rather than the “cell-free” concept.

an antenna system exploiting a hybrid solution between the
co-located and the fully-distributed antenna system, which
we define as the semi-distributed antenna system, must be
analyzed for various antenna combinations and channel envi-
ronments to develop future massive MIMO systems. Further,
the performance of such wireless systems must be verified with
the real channel data. This is the aim of the current paper.

B. Literature Review

Cell-free massive MIMO is a relatively new term which
only appeared a few years ago [3]. Yet, related systems
have existed for a long time under different names, such
as distributed antenna systems (DAS), coordinated multipoint
(CoMP), cooperative MIMO, distributed MIMO, and network
MIMO. There were several experimental studies which inves-
tigated the downlink spectral efficiencies of various antenna
system topologies under these names, but these studies either
considered smaller number of antennas at the BS (not massive
MIMO), left out the multi-user downlink spectral efficiency
analysis, or excluded the semi-distributed antenna system
concept [7]–[15].

There were several theoretical cell-free massive MIMO
papers which compared the fully-distributed and the semi-
distributed antenna systems, from channel hardening and fa-
vorable propagation [16], energy efficiency [17], and hardware
impairments [18] perspectives. A recent study, done parallel
to, and independent of our work, performed a similar analysis
comparing a co-located antenna system, a linear antenna sys-
tem (RadioStripes), and the semi-distributed antenna system
(RadioWeaves), in terms of favorable coverage, propagation,
power leakage, and user positioning based on measurements in
an indoor environment; however, they do not evaluate multi-
user capacity [19].

C. Contributions

In this paper, we make the following contributions:
1) We provide a description of, and results from, a channel

measurement campaign in an industrial office setting
using a 64 × 64 distributed massive MIMO channel
sounder to provide realistic channel data for the analysis.
The channel sounder over-sampled the channel data in
both space and frequency, which allowed a fair compar-
ison of different antenna systems by sub-sampling the
measured channel data according to the corresponding



topology. The measured channel data were also verified
and extended with synthetic channel data.

2) We compare various antenna system topologies includ-
ing the co-located, the fully-distributed, and the semi-
distributed antenna systems in terms of the achievable
downlink spectral efficiencies in the multi-user mas-
sive MIMO scenarios with an assumption of signal
processing at the central processing unit. Two differ-
ent precoding methods, namely conjugate beamforming
(maximum-ratio transmit (MRT)) and zero-forcing (ZF),
are used, under the assumption of equal transmitted
power from the BS to every UE.

To our knowledge, this is the first experimental paper analyz-
ing the achievable downlink spectral efficiencies of different
antenna system topologies including the semi-distributed mas-
sive MIMO antenna systems in multi-user scenarios.

II. CHANNEL DATA

We first define our channel data structure, which applies to
both the measured and the synthetic channels in every antenna
system topology. An antenna system topology, represented as
(M,L,K), is defined by the three parameters: the number
of BS antennas (M ), the number of AP locations (L), and
the number of UEs (K). We assume every UE has a single
antenna. For example, if (M,L,K) = (8, 4, 4), such a multi-
user MIMO system is a semi-distributed antenna system with
8 total BS antennas, 4 AP locations (with 2 antennas per AP),
and 4 single-antenna UEs.

The same antenna system topology may be sampled S times
in the following ways: 1) The APs and the UEs can be placed
at various locations. 2) If antenna arrays are used during
the measurement to represent APs and UEs, different ports
within the arrays can serve as different AP antennas and UEs.
3) Data acquired at different frequency points can serve as
different sampling realizations of the small-scale fading. We
distinguish each sampling realization by the index, s, where
s ∈ {1, . . . , S}.

Overall, the s-th measured MIMO channel matrix for
an antenna system topology (M,L,K) is represented as
H(M,L,K)(s). This matrix has a dimension M × K, which
contains the complex channel value from each BS antenna to
each UE. Specifically, the matrix is characterized as:

H(M,L,K)(s) =


H

(M,L,K)
(1,1) (s) · · · H

(M,L,K)
(1,K) (s)

...
. . .

...
H

(M,L,K)
(M,1) (s) · · · H

(M,L,K)
(M,K) (s)

 , (1)

where H(M,L,K)
(m,k) (s) is the complex channel value between the

BS antenna m ∈ {1, . . . ,M} and the UE k ∈ {1, . . . ,K} for
the s-th sampling realization of the antenna system topology
(M,L,K).

We define the synthetic channel matrix as H̃(M,L,K)(s), to
distinguish from the H(M,L,K)(s).

III. CHANNEL MEASUREMENT

This section explains how the real channel data were
obtained during a measurement campaign using a distributed
massive MIMO channel sounder.

A. Antenna Array

Two identical antenna arrays were used on the transmitter
(TX) and the receiver (RX) as the AP and the UE, respectively.
The array contains six parasitic (stacked) patch elements.
There are two dummy elements toward the sides and four
active elements in the middle. Each patch element has the
same length and the width, and contains two ports polarized
vertically and horizontally. The antenna element spacing (from
the center of an element to the center of another element) is
4.3 cm, which is the half wavelength of a 3.5 GHz wave.
The −10 dB bandwidth for every port of the antenna arrays
is about 400 MHz centered around 3.5 GHz. The azimuth
beamwidth is 100◦ and the elevation beamwidth is 50◦ (see
Fig. 2 in [20] for the radiation pattern). Each port of the
antenna array has around 1 dBi antenna gain.

B. Channel Sounder

A vector network analyzer (VNA) based MIMO channel
sounder with switched arrays was constructed for the indoor
measurement campaign (Fig. 1). The VNA-based channel
sounder is limited in its distance range due to having the
TX and the RX within the same equipment. Furthermore,
due to the slow measurement speed of the VNA, it cannot
measure fast time variations of the channels. However, neither
of these limitations is relevant for our setting because two
25 ft RF cables could move the antenna arrays to further
locations, with the maximum array separation of 50 ft (by
having the VNA at the center of the environment) which was
more than sufficient for the room in which our measurement
was done. Also, measurement was done within a static indoor
environment, with no mobility during the measurement. On
the upside, we could exploit the simplicity of the VNA
channel sounder sharing the same internal reference clock,
thus avoiding the need for the delicate clock synchronization
procedures. For the measurement, 1601 frequency points were

Fig. 1. VNA-based channel sounder setup



used for 3.3−3.7 GHz band (frequency spacing of 250 kHz),
and the intermediate frequency (IF) bandwidth was set to
300 Hz. The output power of the VNA was set to −10 dBm.

At the TX, the output port of the VNA was connected to
a 3 ft RF cable, which connected to a power amplifier with
37 dB gain. The output of the amplifier was then connected
to a 25 ft RF cable with 6 dB attenuation, which went into
the 1 × 8 switch, with around 3 dB insertion loss. The eight
output ports of the TX switch were connected to the eight
ports of the AP antenna array. The effective radiated power
(EIRP) was around 19 dBm.

On the RX, the eight ports of the UE array were connected
to the eight ports of the 8 × 1 RX switch. The output port
of the RX switch was connected to a 25 ft RF cable, which
then passed through a passband filter with a frequency range
of 3.3 − 3.7 GHz and an insertion loss less than 1 dB. The
filter was connected directly to a 10 dB RF attenuator, then
amplified by a 40 dB gain low noise amplifier (LNA) before
heading into the input port of the VNA via a 3 ft RF cable.

The switching was controlled by two 5 V digital transistor-
transistor logic (TTL) modules, programmed through a Lab-
VIEW program on a National Instruments controller. The
switch operation was as follows: First, each switch turned on
the first port. After a VNA sweep, the TX switch switched
through the rest of the seven ports, while the RX switch still
had the first port opened. After the VNA sweep at the eighth
port of the TX switch, the RX switch turned on the second
port, and the TX switch repeated the same switching process
it performed before. One measurement round finished after 64
sweeps, across all possible ports combinations between the TX
and the RX switches.

C. Channel Measurement Campaign

The indoor measurement was conducted in the UltraLab
facility at the University of Southern California (USC). The
facility is 6×6 m2 which can be described as a small industrial
office/lab. It contains desks, lab benches, lab equipment, com-
puters, metal wall, cabinets, stairs, etc., expected to provide
rich scattering and reflections.

A 64× 64 distributed massive MIMO channel sounder was
created virtually from the 8× 8 point-to-point MIMO channel
sounder in Sec. III-B by moving the AP and the UE arrays to
multiple locations. There were eight locations for the AP near
the edges (walls) of the lab and another eight locations for
the UE more towards the center of the lab (Fig. 2a). The AP
antenna array was positioned on one of the AP locations at
2 m height while the UE antenna array was positioned on one
of the UE locations at 1 m height. After a MIMO measurement
round, we moved the AP antenna array to the next location,
while fixing the UE antenna array at the same location. After
the AP antenna array reached the eighth location, the UE
antenna array was moved to the next location, and the process
of moving the AP antenna array repeated until there were 64
point-to-point MIMO measurement rounds, thereby attaining
the distributed massive MIMO channel data from 64 AP ports
and 64 UE ports.

(a) Measurement (b) Synthetic

Fig. 2. Measurement and synthetic channel environments

D. Processing the Measured Channel Data

Because there were 1601 frequency points, 8 locations,
and 8 ports per location for both the AP and the UE, the
total measured complex channel frequency responses have
dimensions of 1601× 64× 64 (frquency points × BS ports ×
UE ports). These responses are first pre-processed, to remove
the calibrated frequency response of any other RF equipment
within the channel sounder (the RF back-to-back calibrated
frequency response), leaving only the frequency responses of
the antenna arrays and the channels. Then, by sub-sampling
these channel frequency responses at a randomly selected
frequency point, a 64× 64 matrix is attained. Lastly, we sub-
sample this matrix based on a selected (M,L,K), ending up
with a M ×K matrix, H(M,L,K)(s), representing the multi-
user MIMO complex channel matrix between M antennas at
the BS distributed over L APs and K single-antenna UEs.

Because we always assume four single-antenna UEs, 4 of
8 UE locations are chosen randomly during sub-sampling.
Within each UE location, 1 of 8 ports is also chosen randomly
(which also includes random choice of polarization, which
could, e.g., arise from random orientation of a UE antenna).
This indicates that the sample measured channel matrix will
always have the form, H(M,L,4)(s).

Sampling the BS antennas is a little different because M
and L are varied. Initially, L of 8 locations are selected
randomly. Then, M/L ports are chosen randomly among 8
ports within each of L locations.2 While the number of the
BS antennas can increase up to 64 for the semi-distributed
case (64, 8, 4), the maximum number of BS antennas for the
co-located and fully-distributed cases is limited to M = 8 due
to our hardware limitations and measurement methodology
((8, 1, 4) and (8, 8, 4) respectively).

IV. SYNTHETIC CHANNEL

To verify and extend our measurement data, especially
for the co-located and the fully-distributed antenna systems
with rather limited maximum number of BS antennas, we
generated the synthetic data with M varying between 4 and
64 (L can be any integer between 1 and M if M/L is an

2We always choose L that makes M/L an integer.



integer). A s-th sampling realization of the synthetic complex
channel value between the BS antenna m and the UE k
for the antenna system topology (M,L,K) is represented as
H̃

(M,L,K)
(m,k) (s). This complex channel value is an element of

the synthetic channel matrix between all BS antennas and all
UEs, H̃(M,L,K)(s).
H̃

(M,L,K)
(m,k) (s) is composed of both the small-scale and the

large-scale fading. The small-scale fading is modeled as an
independent, identically distributed, and zero-mean complex
Gaussian with the variance, βl,k, where l ∈ {1, · · · , L} is an
index for the AP location. Hence, a synthetic complex channel
value is modeled as:

H̃
(M,L,K)
(m,k) (s) = N (0,

βl,k
2

) + j · N (0,
βl,k
2

) (2)

where βl,k is the large-scale fading of the channel between
the AP l and the UE k. βl,k is a log-normal random variable,
where the mean is the average path loss between the AP and
the UE at a selected frequency (3.5 GHz) and the variance is
the square of an arbitrary channel shadowing value determined
by comparison with the measured channel data. The physical
intuition is that while every antenna within the same AP shares
the same large-scale fading, βl,k, the small-scale fading varies.

Synthetic channel data were generated according to a given
antenna system topology, (M,L,K), within a virtual space.
The 64 possible AP locations are shown (circles) in Fig. 2b.
These AP locations are evenly distributed along the edges
of the room with each AP being 0.375 m apart, resulting
in a room size of 6 × 6 m2, which is the same size as the
measurement environment size. Four UE locations (diamonds)
are generated randomly from the 4.5 × 4.5 m2 area (square
boundary). Because more scenarios can be produced, the
synthetic channel data verify the statistical validity of the
evaluation results.

The synthetic channel data for a given antenna system
topology are created as follows: The co-located antenna system
is created from a single AP location chosen randomly from
all possible 64 locations, with as many as 64 antennas within
a given AP location (M = 64, L = 1). All antennas for the
co-located antenna systems share the same large-scale fading
value per UE, β1,k. In contrast, the fully-distributed antenna
system chooses M number of AP locations from 64 possible
locations at random (L = M ) per sampling realization, with
only one antenna per AP location. The large-scale fading value
will be different for every AP location, resulting in M different
βl,k. Each βl,k is dependent on the distance between the AP
l and the UE k. Lastly, the semi-distributed antenna system is
synthesized by sub-sampling L AP locations at random from
64 possible locations and assuming M/L antennas sharing the
same βl,k exist per AP l. To iterate, the locations of the APs
and the UEs are renewed for every sampling realization s.

V. RESULTS AND DISCUSSION

This section explains the achievable downlink spectral
efficiency per user in the multi-user scenarios when using
two types of precodings, MRT and ZF, under different types

of antenna system topologies. The analysis assumes perfect
channel knowledge at the BS regarding each UE.

A. Achievable Downlink Spectral Efficiency

The measured channel matrix3 is obtained by stacking the
measured channel vectors:

H(M,L,K)(s) =
[
H

(M,L,K)
(:,1) (s) · · ·H(M,L,K)

(:,K) (s)
]
, (3)

where H
(M,L,K)
(:,k) (s) is the M × 1 channel vector between

every antennas on the BS and a UE k for the antenna system
topology (M,L,K) at sampling realization s. The achievable
downlink spectral efficiency for UE k at sampling realization
s is described as:

Ck(s) = log2(1 + SINRk(s)), (4)

where SINRk(s) represents the signal-to-interference-plus-
noise ratio at UE k at sampling realization s. The SINRk(s)
is then described as:

SINRk(s)

=
|G(M,L,K)

(:,k) (s)>H
(M,L,K)
(:,k) (s)|2σsk2

K∑
k′=1
k′ 6=k

|G(M,L,K)
(:,k′) (s)>H

(M,L,K)
(:,k) (s)|2σs′k

2 + σwk

2

, (5)

where G
(M,L,K)
(:,k) (s) is a M × 1 precoding vector from the M

BS antennas toward UE k for the antenna system topology
(M,L,K) at sampling realization s. Then, G(M,L,K)(s) =[
G

(M,L,K)
(:,1) (s) · · ·G(M,L,K)

(:,K) (s)
]

represents the M ×K pre-
coding matrix for the M BS antennas towards K UEs. The
expected transmit power from the BS to UE k and the expected
noise power received by the UE k are represented by the
σ2
sk

and σ2
wk

respectively. In summary, the numerator of the
SINRk(s) is the received signal power and the denominator
is the sum of the interference power and the noise power.

If

H(M,L,K)
norm (s) =

[
H

(M,L,K)

(:,1)
(s)

||H(M,L,K)

(:,1)
(s)||2

· · ·
H

(M,L,K)

(:,K)
(s)

||H(M,L,K)

(:,K)
(s)||2

]
, (6)

where ||H(M,L,K)
(:,k) (s)||2 represents the Euclidean norm of

H
(M,L,K)
(:,k) (s), the MRT precoding matrix is:

G
(M,L,K)
MRT (s) = H̄(M,L,K)

norm (s) (7)

where H̄
(M,L,K)
norm (s) is the complex conjugate matrix of

H
(M,L,K)
norm (s). The ZF precoding matrix is:

G
(M,L,K)
ZF (s)

= H̄(M,L,K)
norm (s)(H(M,L,K)

norm (s)>H̄(M,L,K)
norm (s))−1.

(8)

B. Performance Evaluation

Using Eq. 4, we evaluated the achievable downlink spectral
efficiency for different antenna system topologies.

3This applies to the synthetic channel matrix as well.



1) M = 8: We first look at the case when M = 8,
where both the measurement data and the synthetic data were
available to compare four different cases:

• (M,L,K) = (8, 1, 4): co-located
• (M,L,K) = (8, 2, 4): semi-distributed-A
• (M,L,K) = (8, 4, 4): semi-distributed-B
• (M,L,K) = (8, 8, 4): fully-distributed.

Because UE locations varied much more for the synthetic
data than the measured data, the average free-space path loss
values were different between the two types of data. The value
was 64.5 dB for all the measured channels and 56.5 dB for
all the synthetic channels (2 dB shadowing was assumed),
resulting in 8 dB difference. To compensate this difference, the
ratio between the average transmit power at the BS for UE k

and the average noise power received at the UE k ( σsk
2

σwk
2 ) was

assumed to be 83 dB for the measured channels and 75 dB
for the synthetic channels. These values were chosen based on
the assumptions that the average signal-to-noise ratio (SNR)
at the receiver is 83− 64.5 = 75− 56.5 = 18.5 dB.

With these selected parameter values, the achievable down-
link spectral efficiency was calculated 10, 000 times (S =
10, 000) for each of the eight different cases (four measured
cases and four synthetic cases). The results are shown in Fig. 3.
Fig. 3a shows cumulative distribution functions (CDFs) of the
achievable downlink spectral efficiency per UE for eight cases
when multi-user MRT is assumed. Overall, the results from the
measured data were similar to the results from the synthetic
data, and performances were very similar between different
antenna system topologies. Among the measured cases, the
semi-distributed-B and the fully-distributed system performed
the best; however, the differences are relatively small, and
the spectral efficiency is very low. This is in line with the
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Fig. 3. CDF of achievable downlink spectral efficiency per UE

literature; for a practical number of antenna elements, the
performance of MRT is worse than that of ZF.

More interestingly, Fig. 3b shows the performances when
multi-user ZF is assumed. Because of the interference suppres-
sion, the performance is much better than multi-user MRT. As
can be expected, the fully-distributed case shows the largest
slope with the least variance, as it has the largest diversity
against shadowing. The semi-distributed cases lie in between
the co-located and the fully-distributed cases; the CDF shows
that the performance increases with larger L at the lower part
of the CDF and performance increases with smaller L at the
higher part of the CDF. The semi-distributed antenna system
can achieve the benefits of both the fully-distributed antenna
system and the co-located antenna system.

2) M = 4 to M = 64: While the numbers of BS antennas
for the co-located (L = 1) and the fully-distributed (L = M)
cases from the measurement data were limited to M = 8,
we could increase the number of BS antennas up to M = 64
for the synthetic channel data. Because the spectral efficiency
plots for the measured channel data and the synthetic channel
data are similar in Sec. V-B1, the extensions of the number of
antennas in the synthetic channel environment are justified.

Fig. 4 shows the 95%-likely achievable downlink spectral
efficiency per UE (corresponding to the value when CDF is
at 0.05) for the synthetic channels when ZF precoding is
applied to the multi-user scenario with varying M and L
(K = 4). This metric measures the minimum performance
for the 95% of the UEs, to indicate how good the coverage
is. Because there are numerous possible ways of creating the
semi-distributed cases, the number of APs (L) per a given
number of BS antennas (M ) was selected by choosing a value
(1 < L < M ) providing the highest spectral efficiency.

The plot shows that the fully-distributed case has the best
performance in terms of the 95%-likely achievable down-
link spectral efficiency, while the co-located case has the
worst performance. The difference between them are around
2 bits/s/Hz when M = 64. While the semi-distributed case is
mostly bounded by the fully-distributed case, they are really
close. This shows that the number of AP locations may be
reduced by a factor of at least two, and still provide a similar
performance as the fully-distributed case if more antennas
are added per AP. Another notable observation is that the
performance increases at the highest rate between M = 4 and
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M = 8. This is because four UEs are assumed, and three of
the four antennas are used for interference cancellation during
ZF precoding when M = 4. Between M = 8 and M = 64, the
plots have close to constant slopes as the additional antennas
at the BS are mainly used for SNR enhancement through
beamforming.

Fig. 5 shows the same 95%-likely achievable downlink
spectral efficiency metric dependent on L when M = 64
and K = 4. This plot shows that the performance generally
increases with L. However, the performance plateaus when
L = 16. Therefore, (64, 16, 4) antenna system topology would
be optimal in this specific environment to provide both the
coverage as the fully-distributed case and and the peak spectral
efficiency as the co-located case.

VI. CONCLUSION

In this paper, we have compared the co-located, fully-
distributed, and semi-distributed antenna systems for multi-
user massive MIMO systems in terms of the achievable down-
link spectral efficiency using both measured and synthetic
channel data. The results showed that the performance of
the semi-distributed antenna systems were comparable to the
fully-distributed antenna systems in terms of coverage, which
helps reduce the number of APs depending on the deployment
strategies and performance requirements.

It must be emphasized that the results from this paper
based on a single indoor measurement may not generalize
to performances in every environment. Careful analysis of
measurements at numerous environments are required to build
better statistics, which is left for future work.
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