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ABSTRACT: Ideas proposed at the beginning of the 20th century
to describe the temperature dependence of crystal growth rates
have become accepted as the “standard model.” Specifically, it was
proposed that rates are controlled by a thermodynamic driving
force, liquid/solid interfacial surface energy requires crystal growth
to occur at step or kink sites, and particle diffusion/viscous
relaxation also controls the rate of growth. However, as described
in this article, these underlying assumptions are inconsistent with
the fact that crystal growth from supercooled melts is microscopi-
cally irreversible, and the well-known fact that short- and
intermediate-range order in melts and crystals is essentially
equivalent, precluding the existence of sharp interfaces and the need for material diffusion. By contrast, we recently introduced
the Transition Zone Theory of crystallization, TZTc, a condensed matter analogue of Eyring’s transition state theory that uses
Kauzmann’s conception of configurational entropy and Adam and Gibbs’ ideas of cooperativity to describe the ensemble
characteristics governing crystal growth rates. Here, the TZTc model is applied to the same sets of inorganic oxides and organic
molecules that were used to evaluate the apparent decoupling of viscosity from the standard model, as well as to several other
materials. Without exception, the TZTc model provides a superior fit to temperature-dependent crystal growth-rate data. With a
single model accurately describing diverse crystallizing systems, the three parameters extracted from TZTc, for the first time, provide
a platform with which to compare and contrast chemical/physical factors that influence crystallization reactions.

1. INTRODUCTION

Crystallization is one of the earliest chemical processes studied
by humans, with evidence that salt crystallization from
seawater was practiced in prehistoric times. An insightful
history of efforts to understand the process(es) of crystal
growth is reviewed by Bohm.1 Possibly the first atomic/
molecular-type mechanistic model of crystal growth was
Kepler’s 1611 description of snowflakes being built by the
assembly of close-packed spherical particles.2 Throughout the
19th and 20th century, the requirement for supercooling or
supersaturation was clearly documented.3,4,5 Gibbs’ theoretical
work in the 1870s describing heterogeneous equilibria began
to establish quantitative principles for crystal growth.6

Like the over-extrapolation of Kepler’s microscopic obser-
vations of snowflake shapes into microscopic presumptions of
particle-based assembly, the macroscopic observation that
crystallization requires supercooling/supersaturation, and a
physically observable sharp boundary between a crystal and the
gas or liquid from which it grows, also has been over-
extrapolated in atomistic/molecular descriptions of crystal
growth processes. Nevertheless, these assumptions dominate
most modern crystallization models. Specifically, supercooling
and equilibrium concepts form the basis of descriptions of a
driving force for crystallization (the driving force assumption).

The perceived need to transport material across a liquid (gas)
interface to the growing crystal forms the basis for the
assumptions that particles exist as either a liquid (gas) or a
crystal (the individual particle assumption) and that particle
diffusion and/or a material’s viscosity controls growth rates
(the diffusion/viscosity assumption). The concepts of
diffusion/viscosity and a driving force have been used to
explain why crystal nucleation and growth rates increase to a
maximum, Tmax, and then diminish with greater extents of
supercooling.3−5,7

The principles of the driving force, surface energy, and
material diffusion at the root of classical models of crystal
growth were derived for crystallization from the gas phase or
dilute solutions but are routinely applied to describe melt
crystallization. Although conceptually treated in the literature
as established fact, the literature is replete with examples where
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classical models only fit observed experimental data over
limited temperature ranges unless substantial modifications are
introduced.8−10 Rather than further modifying existing models,
we propose that understanding of the cooperative, ensemble
nature of condensed matter requires reconsideration of the
fundamental individual particle-based assumptions, particularly
with respect to understanding crystal growth in congruently
melting systems.
In this article, we begin with (Section 2) a summary of the

development of classical models of crystal growth rates and
then (Section 3) reexamine fundamental assumptions of
thermodynamics and kinetics in light of these models. We
then introduce our recently discovered transition zone theory
of crystallization (TZTc),

11 which, consistent with principles of
kinetics and thermodynamics, integrates the principles of
configurational entropy (Kauzmann12) and cooperativity
(Adam and Gibbs13) into the principles of Eyring’s transition
state theory14 (Section 4). The TZTc is then applied to
evaluate the experimental crystal growth rate data for the same
set of diverse materials previously evaluated by Nascimento et
al.15 and Ediger et al.8 to consider apparent viscosity
decoupling, as well as to several additional materials (Section
5). Finally, we apply the understanding of temperature-
dependent configurational entropy and cooperativity to re-
evaluate the apparent correlation/decoupling between viscous
relaxation and crystal growth rates (Section 6).

2. SUMMARY OF CLASSICAL MODELS
To describe the temperature-dependent rate of crystal growth,
Wilson introduced eq 1,4 which quantitates crystallization
assumptions of a driving force, an interface of distinct liquid
and crystalline particles, and that particles must be transported
to and across that growing interface.

=v C
s
V (1)

where v is the velocity of solidification, C is a constant related
to the heat of fusion and the thickness of a layer of molecules
at the interface, V is the viscosity of the liquid, and s is the
actual supercooling. In Wilson’s model, the driving force
assumption is quantified as the extent of supercooling. Based
on experimental measurements of both viscosity and crystal
growth rates, he concluded that eq 1 “represents the variation
of v with s sufficiently well to justify the conclusion that the
[crystal growth] velocity is largely determined by the
viscosity.”4

Volmer subsequently advanced a molecular transition state
theory-type approach to crystal growth, suggesting the rate of
crystal growth to be related to the balance between the energy
required to break bonds from the liquid to pass into the lattice
and the energy required to break bonds of the solid to pass to
the liquid.16 Thus, he suggested that at the melting point, Q1 =
Qs + Q2, where Q1 and Q2 are the activation energies for
detaching from the solid and liquid, respectively, and Qs is the
heat of fusion. Setting the rates of crystallization and melting to
be equal at the melting temperature (described then as Ts as
opposed to the modern description as Tm), he proposed eq 2
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where K is a proportionality constant and R is the gas constant.
It is important to note that setting the rates of crystallization

and melting to be equivalent presumes that the processes are
microscopically reversible, which is only the case precisely at
the melting or liquidous temperature where the chemical
potential of the liquid and crystal are equivalent, μl = μs.
Physical observation of crystal growth of Hg grown from the

saturated vapor, Cd and Sn grown electrolytically, and PbI2
grown from the precipitation reaction of PbNO3 and KI,
however, demonstrated crystal growth that seemed to be faster
across a given layer than the rate of layer propagation.17 Kossel
recognized that thermodynamic equilibrium provided an
incomplete basis to describe such crystal growth and proposed
a model that recognized different energies of attachment
depending on whether a particle attaches to a face, an edge, or
a kink site.18 To address both growth of a given network layer
and the emergence of new network layers, Volmer introduced
an alternative expression to describe crystal growth velocity, eq
3
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where A and K are material-specific proportionality constants,
F is the face size, ρ is a free energy of the growth boundaries,
Q1 is activation energy, and Qs is the energetic difference
between melt and crystalline phases at the melting point.16 Eq
3 provided a somewhat better fit to the experimental data for
crystallization of glycerin from the melt than did eq 2.
Although both models capture the general form of temper-
ature-dependent growth rates, neither provides a good
quantitative fit.
Subsequent work of, for example, Frenkel,5 Becker and

Döring,7 Turnbull and Fisher,19 Cahn,20 and Jackson,
Uhlmann, and Hunt,21 integrated the ideas that the rate of
crystal growth is controlled by the free-energy difference
between the two phases and the rate at which molecules can
diffuse to and organize into a crystal (a function of the viscosity
and nature of the interface) into what is generally described as
the standard or normal model, eqs 4 and 5.
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where U is the observed growth rate, f is a function that
describes the available attachment sites, D is the diffusion
coefficient, ΔG is the free-energy difference between liquid and
crystalline phases said to be the driving force of crystallization,
and λ is the “jump distance” of the advancing interface. The
diffusion coefficient is most commonly expressed in terms of
the Stokes−Einstein/Eyring (SE/E) relationship,5 giving eq 5.
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where η is the shear viscosity.21

To describe distinct models of growth at the liquid/crystal
interface, the function f may be set equal to one to describe
continuous growth of the normal or standard model.
Alternatively, the screw dislocation growth model, eq 6, or
the two-dimensional (2-D) surface nucleation growth model,
eq 7, are commonly employed.21
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where γ is the specific surface energy of the liquid/crystal
interface and Vm is the molar volume of the crystal.

γ
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where Ns is the number of formula units per unit area of
interface and Γ is the gamma function.
Jackson et al. suggested consideration of a reduced growth

rate, UR = Uη/[1 − exp(−ΔG/RT)], that can be used to
differentiate growth models corresponding to smooth (screw
or 2-D) versus rough (normal) interfaces.21 Differentiating
between these models, however, is largely accomplished by
evaluating which model best fits the experimental data, rather
than the existence of specific experimental observables that
distinguish normal, screw, or 2-D growth. However, while
providing reasonable fits to the data, we find it to be
chemically/physically surprising that, for example, Li2O·2SiO2,
Li2O·3SiO2, and Na2O·2SiO2, which all share a common
layered silicate crystalline structure, are reported to crystallize
according to hybrid (screw + 2-D), 2-D, and screw growth
models, respectively.15 Is there distinct chemistry? Or are the
models incomplete?
Experimentally, it is observed that at deep supercooling, and

particularly for fragile liquids, there is a significant deviation
between experimental and standard model growth rates,
suggested to be a result of decoupling of the diffusion
coefficient from viscosity.8−10,15 Similar to the multiple
proposed interface models, various models are proposed to
address the apparent viscosity-decoupling. Ediger et al.
proposed that the reduced growth rate UR, otherwise described
as ukin, is proportional to ηξ where ξ is a parameter obtained
from the slope of the log(ukin) versus log(η) plot.8

Alternatively, Schmelzer et al. identified a decoupling temper-
ature, TD, below which they suggest addition of an Arrhenian
term (D0exp(−Ea/RT)) into the classical diffusion equation.9

Cassar et al. further modified this conception to describe a
gradual transition from viscosity controlled to Arrhenian
controlled diffusion.10

Notably, the suggestion to introduce an Arrhenian term into
the classical diffusion equation is reminiscent of efforts to
correct the classical Volger−Folcher−Tamman (VFT) equa-
tion for viscosity22−24 with the introduction of an arbitrary
crossover temperature between VFT and Arrhenius rate
laws.25,26 Mauro, however, recently suggested the apparent
dynamic divergence of diffusion and viscosity is an artifact of
the VFT equation.27

The above noted requirement of three distinct models to
describe crystallization of the single structural family of alkali
silicates, and the question of whether the decoupling of
viscosity and diffusion at low temperature is real or an artifact,
suggested to us that it may be necessary to reconsider the
fundamental assumptions at the root of the classic models (i.e.,
driving force, independent particle, and diffusion/viscosity
assumptions).

3. REEXAMINING FUNDAMENTAL ASSUMPTIONS
3.1. Driving Force Assumption. The concept of a

“driving force” has been broadly associated with crystal growth
models based on assumptions derived from equilibrium
processes in dilute systems (i.e., gas phase or dilute solution).
It is important to recognize, however, that even the early work
of Kossel suggests that crystal growth processes are unlikely

controlled by conditions of thermodynamic equilibrium.18

Nevertheless, as noted above, Volmer described the energetics
of a crystallizing system at the melting point, where the liquid
and crystalline phases are in thermodynamic equilibrium, as Q1
= Qs + Q2.

16 Rewriting in terms of the free energy of the
reaction and free energies of activation for the forward (ΔGf

‡)
and reverse (ΔGr

‡) directions, respectively, gives eq 8

Δ = Δ + Δ‡ ‡G G Gr f (8)

for which at equilibrium, ΔG = 0. If the crystalizing system is
supercooled, ΔGrxn becomes negative, thus increasing the
“driving force” of the reaction. Mapping this onto a traditional
reaction coordinate diagram28 provides the description shown
in Figure 1a, for which microscopic reversibility is presumed.

It is important to recognize that this classically described
“driving force” is a thermodynamic parameter, ΔG, which has
no direct correlation with the magnitude of the activation
energy, ΔG‡, of the reaction. For example, two reversible
systems could have equivalent ΔG values with substantially
different magnitudes of their activation energies, ΔG‡’s.
Nevertheless, it is worthwhile to consider both the conditions
of reversibility of a phase transition and the nature of the
activation energy for the reaction.
Reversibility of a reaction is defined by equilibrium

conditions as determined by the second law of thermody-
namics. At equilibrium, the chemical potential of a substance is
the same throughout the sample, regardless of how many
phases are present, and thus transition between phases at
equilibrium is completely reversible. The chemical potential for

a substance being μ = ∂
∂
G
n
indicates that for a pure substance,

its chemical potential is equal to its molar Gibbs free energy, μ
= Gm. At equilibrium, ΔG = Δμ = 0, that is, there is no driving
force at the reversible condition. The second law of
thermodynamics also indicates that a system will sponta-
neously change only in the direction from high to low chemical
potential. Thus, if a “driving force” Δμ > 0 exists, the system is
not reversible. This system is better represented by Figure 1b,
where the liquid → solid and solid → liquid reactions are
distinct and are not microscopically reversible because each
direction must take a different path. Because the stable form of
a substance will be exclusively the single phase of lowest
chemical potential, any phase transition is irreversible, except
at the unique T and P conditions of equilibrium. Again, it is
important to emphasize that the Δμ of the reaction gives no

Figure 1. (a) Traditional reaction coordinate diagram based on the
equilibrium assumption of microscopic reversibility. (b) Schematic
reaction coordinate diagram representing the microscopic irrever-
sibility of crystallization under supercooled conditions.
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indication as to the magnitude of the activation barrier which
controls the rate of the reaction.
The T and P conditions under which equilibrium exists are

defined by eq 9.

= Δ
Δ

P
T

H
T V

d
d (9)

Because ΔV is very small for a liquid−solid transition, dP/
dT is very steep. Thus, the reversible equilibrium condition
under normal experimental conditions is essentially a single
point. This is in notable contrast to reactions in dilute media
(gas−solid, gas−liquid, or dilute solution−crystal transitions)
for which ΔV is large and thus dP/dT is relatively shallow such
that equilibrium conditions are observed over a substantial
range of pressure (concentration) and temperature conditions.
Thus, unlike reactions in dilute media, unless working across
extreme pressures, an equilibrium constant between solid and
liquid is not definable when the system is below or above the
Tm.
Furthermore, even for a reversible equilibrium, the transition

state theory describes the rates of forward and reverse reactions
independently.14 The relationship between forward and reverse
rates defines the thermodynamic equilibrium constant K = kf/
kr, kf and kr being the rate constants for the forward and reverse
reactions, respectively. Notably, because of the irreversibility of
the chemical potential for a first-order phase transition, kf = 0
(e.g., for crystallization) above Tm and kr = 0 (e.g., for melting)
below Tm. Thus, descriptions of the rate of crystal growth for a
system crystallizing from a supercooled melt cannot be defined
by the relative rates of attachment and detachment.
3.2. Independent Particle Assumption. Observations of

fast growth within a growth layer and slower propagation of
layers for crystal growth from dilute media were explained by
the attachment of independent crystal growth units (atoms,
ions, and molecules) to crystalline surfaces at specific edge or
kink sites.17,18 Frenkel applied a similar conception to melt
crystallization suggesting that a classical activation theory of
independent particles transitioning from a liquid to a solid
state accounted for the influence of temperature on the rate of
crystal growth.5 With few exceptions,29 most models of crystal
growth still rely on those early conceptions of a binary
distinction of growth units existing in either a liquid or
crystalline state, with a definable interface with faces, steps, and
kinks separating them.21,28 However, such a binary conception
is inconsistent with the actual distinction between liquid and
crystalline structure.
The independence of growth units in a melt, or lack thereof,

and whether or not an interface exists between a solid and its
melt can be visualized by consideration of the 2-D tennis ball
models of a “crystal” and “liquid” in Figure 2. The close-packed
tennis balls (Figure 2a) provide a model of a simple crystal. In
Figure 2b, the frame enclosing the tennis balls was enlarged
equivalent to a 15% volume expansion and the tennis balls
were agitated to fill the space. A 15% volume expansion is
consistent with that observed for the melting of crystalline
argon, a system reasonably modeled as hard spheres, but is
substantially greater than that observed for most solid/melt
systems which exhibit networks or even modest intermolecular
interactions; H2O contracts by 9% between crystal and melt at
Tm = 0 °C, whereas between crystal and melt, Al expands by
2% at Tm = 660 °C and SiO2 expands by 6% at Tm = 1710 °C.
In the 15% expanded volume of the Figure 2b model, a few
tennis ball “atom−atom” contacts remain the same as in the

original “crystal,” but no contacts increased by more than 20%.
The distribution of pair correlations of the tennis balls for the
“crystalline” and “liquid” models is shown in Figure 2c.
Notably, if the tennis balls represent Al atoms, given a metallic
radius of 1.40 Å and a van der Waals radius (rvdW) of 1.84 Å
(shown as blue circles around three tennis-ball atoms), no Al−
Al bonds would be fully broken, unless the atom−atom
distance increases by greater than 31%, that is, greater than the
sum of their rvdW. With Al exhibiting only a 2% volume
expansion upon melting, although the long-range ordered
lattice structure clearly is disrupted, no short-range Al−Al
bonds are broken in the melt! Similarly, the sum of Si and O
rvdW is 3.63 Å, which can be compared to the 1.61 Å Si−O
bond distance in cristobalite. Thus, a 125% bond expansion is
required for atomic separation beyond the sum of their rvdW in
order to fully break bonds such that any growth unit could be
treated as independent.
This tennis ball model does not reveal anything that is not

already well known about the structural chemistry of liquids.
Although a hard-sphere type material, such as argon, exhibits
significant structural rearrangement between crystalline and
liquid states,30 network materials such as SiO2 or ZnCl2 are
well known to remain networks in the liquid state.31,32 Their
short-range order is essentially equivalent between crystalline
and liquid phases, and intermediate-range order has been
observed out to at least 5 nm. We have even shown that
zeolite-type cage structures are maintained in the melt of
halozeotypes An[CunZnm−nCl2m].

33 Similarly, melt structures of
metal alloys have been shown to exhibit several atomic layers
with crystal-like order above crystalline surfaces.34,35

Clearly, except for hard-sphere systems such as argon,30 the
difference between crystalline and liquid structure is
insufficient for any growth units to be considered independent
species in the melt or for there to exist a crystalline interface
with distinct step or kink features for additional growth units to
attach to. Thus, models for crystal growth should not be based
on the binary assumption that growth units are either
crystalline or liquid. Instead, models describing crystal growth
should consider collective ensembles, rather than independent

Figure 2. (a) 2-D tennis ball model of a close-packed atomic crystal.
(b) 2-D tennis ball model distributed in an area equivalent to a 15%
volume expansion. Blue circles represent the relative rvdW if the tennis
balls represent Al atoms. (c) Distribution of pair correlations of tennis
balls in the “crystalline” frame (black) and in the “liquid” frame (blue,
upscaled by 5×).
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particles. Such collective ensembles may in part be responsible
for what has been described as melt-memory effects,
particularly observed for polymers.36

3.3. Diffusion/Viscosity Assumption. The assumption
that growth units must diffuse through the liquid phase to a
crystal growth interface is a direct consequence of the above
challenged independent particle assumption. Frenkel described
particles in a liquid to be oscillating about a temporary position
of equilibrium, which then jump to a new position of
equilibrium at a distance δ of atomic dimensions away from
the previous one.5 He described the diffusion constant, D, to
be related to this jump distance and an activation energy U′ for
jumping between consecutive equilibrium positions, eq 10.

δ
τ

= = − ′
D lv

U
k T

1
3

1
3

exp
2

0 B

i
k
jjjjj

y
{
zzzzz (10)

Applying the Stokes−Einstein relationship, he suggested that
the same activation barrier to particle jumping can describe
viscosity according to eq 11.
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where A is a constant. Based on these he stated “Now it seems
quite natural to assume that this activation energy is the same
or very nearly the same as the activation energy U which is
necessary for a transition from an equilibrium position in the
liquid to an equilibrium position on the surface of the adjacent
crystal of the same substance. Hence, it follows that the linear
velocity of crystallization of a given substance considered as a
function of temperature at and below the standard
crystallization point must be inversely proportional to the
viscosity of the latter.”5

These assumptions remain the fundamental basis of the
standard models of crystal growth.21 However, as schematically
represented by the 2-D tennis-ball model of Figure 2, it is clear
that atoms/molecules do not need to jump from one site to
another for viscous flow or for crystallization. In fact, based on
the relative densities of the liquid and solid, most atoms/
molecules will not have an adjacent site to jump into. Notably,
no voids sufficient to be a “jump site” are created by the 16%
volume expansion that would occur by disordering cubic close
packing to random close packing. Instead, given the van der
Waals overlap between the atoms/molecules even in the liquid
state, it is necessary to develop a dynamic model of bonding.
To form a crystal from its congruent melt, the atoms/
molecules in the melt do not need to diffuse anywhere. Rather,
it is necessary for them to organize from a state dominated by
short-range order to one exhibiting long-range order, which is
clearly a collective, ensemble, rather than independent particle
process.
Because dynamic rearrangements of bonding are required

for both viscous relaxation and crystal growth, it is not
surprising that an experimental correlation, not causation,
between viscosity and linear crystal growth rates is observed
which was initially reported by Wilson but also recently
addressed by several authors.4,8−10 Notably, a large majority of
experimental work demonstrates that the correlation between
viscosity and crystal growth rates breaks down for deep
supercooling, particularly for fragile liquids. Additionally, it is
well known that viscous relaxation is fast with respect to crystal
growth.37−39 Thus, from the perspective of kinetic theory,

relaxation may be a fast, initial step, but the fast step cannot be
rate determining. The need to introduce additional parameters
into classical theories, such as modulating exponents8 or cross-
over or decoupling temperatures,9,10 as well as the invocation
of a fast-activated process to describe the slower rate-
determining process may well be a signature of the confusion
between correlation and causation.
Furthermore, viscosity is a sample-history-dependent

phenomenon, the measured viscosity increasing with increased
frequency of the probe used to measure it. This is the origin of
the well-known time−temperature superposition of viscosity
and the glass transition.,3740 Notably, no such time−temper-
ature superposition is observed for crystal growth rates.
Although fast versus slow quenching of a melt to a
crystallization isotherm or up-quenching a glass to a
crystallization isotherm exhibits a dramatic impact on
nucleation, crystal growth rates are independent of such
sample history, dependent only on the temperature of the
crystallization isotherm,41 thus further contra-indicating
viscous relaxation exhibiting control over crystal growth rates.
Because of the insufficiency of the above-discussed

assumptions of a driving force, the independence of growth
particles, and of the correlation between diffusion or viscosity
and crystal growth, there is clearly a need for a substantially
different model to describe the rate of melt-crystal growth. Any
potentially valid model must: (a) describe a first-order
irreversible process; (b) describe ensemble, rather than
independent particle processes that addresses the cooperativity
and configurational entropy of both liquid and crystalline
condensed phases, and (c) recognize that crystallization from a
congruent melt involves the transformation of intermediate-
range order into long-range order, rather than requiring
diffusion of matter by attachment to or detachment from an
interface.

4. TRANSITION ZONE THEORY OF CRYSTALLIZATION

The rate of crystal growth, which increases with increasing
temperature to Tmax and then slows as the Tm is
approached,3−5 is a thermodynamically irreversible process
except at Tm, which is inconsistent with the transition state
theory14 that presumes microscopic reversibility. Nevertheless,
crystal growth is an activated process; its rate also being
controlled by some activation barrier ΔGc

‡. The formation of
the long-range order of a lattice is significantly responsible for
the microscopic irreversibility of a crystallization reaction.
Thus, an understanding of the irreversible, cooperative,
ensemble processes required to form such an ordered lattice
likely also provides the key to deciphering details of condensed
matter-activated processes.
Undoubtedly, for crystal growth there must be some

rearrangement of bonding between melt and crystalline states,
and thus an enthalpic contribution to the activation process.
However, because short- and intermediate-range interactions
are generally quite similar in melt and crystalline phases,31−33

local enthalpic considerations are not anticipated to dominate
the activation landscape. By contrast, reducing the many
configurations accessible to a liquid state to the few accessible
configurations of a crystal is expected to dominate the
activation landscape. Specifically, given the negative sign of
the entropy of crystallization, ΔSc, the entropic contribution to
the activation barrier for crystal growth, −TΔSc‡, should
increase with increasing temperature and thus is likely
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responsible for the slowed rate of crystal growth between Tmax
and Tm.
Eyring’s classical transition state theory describes constant

enthalpic and entropic activation parameters corresponding to
the transition state over which single particles must pass in the
transition from reactant to product, eq 12.
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By contrast, in the condensed phase, the transition between
liquid and crystalline states is dependent on the ability to
organize an ensemble of particles across a gradient between the
short- and long-range order,34,35 hereafter referred to as the
transition zone (TZ), and hence, the description as transition
zone theory (TZT).11 Organization of such an ensemble of
particles is dependent on the extent to which those particles
cooperate,13 which is temperature dependent. Thus, activation
parameters for condensed matter reactions must be temper-
ature dependent.
Kauzmann recognized that the temperature dependence of

the configurational entropy of a crystal, Sc(T), is minimal
compared to that of its melt, Sl(T). Thus, if a melt can be
sufficiently supercooled, there should exist a temperature TK at
which the configurational entropy of the melt and crystalline
phases are equivalent. Based on Boltzmann’s description of
molar entropy, S = Rln(W), where R is the gas constant and W
is the molar number of microstates or configurations, as T →
TK, ΔSc = Rln(Wc/Wl) → 0.
In the development of TZT, we suggested that the

thermodynamic principles of Kauzmann need to be extended
to understand the entropic contributions of the activation
energy for crystal growth.11 Applying Boltzmann’s description
of molar entropy to the activation process for melt
crystallization
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where W‡ is the molar number of configurations in the TZ and
Wl is the molar number of configurations in the supercooled
liquid. Thus, the entropic probability for an ensemble to
rearrange into a specific TZ configuration is directly propor-
tional to the number of the microstates of the TZ compared to
that of the reactant phase, as described by eq 14.
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It is reasonable to assume that at TK, where there are an
equivalent small number of configurations accessible to the
melt and crystal, there should be a similarly small number of
transition configurations that could transform the melt to a
crystal. Thus, as T → TK, W

‡/Wl → 1 and ΔSc‡ → 0. For most
systems, crystallization or glass formation will occur before TK
is achieved; nevertheless, ΔSc‡ will become less negative with
deeper supercooling. At higher temperatures, although the
number configurations accessible to transform the melt to a
crystal remain few, the number of configurations accessible to
the melt will substantially increase such that as T → Tm, W

‡/
Wl → few/many → 0 and thus ΔSc‡ → −∞. Above Tm, the
probability of achieving a crystallization TZ is not defined.
These boundary conditions for ΔSc‡(T) can be described by

eq 15
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where ΔSc* is an intrinsic entropic activation parameter, and zc
modulates the temperature dependence of the entropy of
activation. Although first presented as an empirical parame-
ter,11 based on the data presented below, we now suggest that
zc is correlated to −R/ΔSc*, which, based on Boltzmann’s
relationship, suggests that it is a reflection of the ratio of
configurations of the intrinsic growth units in the TZ and
supercooled melt phases. Notably, if there is no cooperativity
in a system (i.e., a gas or dilute solution), zc should go to zero,
such that the Eyring-transition-state condition for independent
particles, and thus a temperature-independent activation
entropy dependence, would be observed.
Although the short- and intermediate-range order (local

bonding) is very similar between melt and crystalline phases
and limits the local enthalpic influence on activation, there is a
direct correlation between any enthalpic barriers and the
extents of cooperativity of the system. Herein, there must be
some intrinsic interparticle enthalpic activation parameter,
ΔHc*, indicative of the bond reconstruction required for the
transformation, which must be scaled to the number of units
that must interact as a cooperative ensemble. If a system could
be supercooled to TK, the entire system would need to
cooperate for any transformation. By contrast, at higher
temperatures, the cooperative regions will be diminished such
that in the high-temperature limit only the intrinsic
interparticle term needs be considered. Unlike the entropy of
activation, the temperature dependence of the enthalpy of
activation is not impacted by Tm because as modeled above in
Figure 2, bonds are not broken at Tm. We thus adapted a
classic Adam−Gibbs expression for cooperativity13 to express
the temperature-dependent enthalpic activation, eq 16.
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Notably, at high temperature, where T ≫ TK or if TK = 0,
the temperature-dependent term goes to 1 such that the
Eyring-transition-state condition of a constant enthalpy of
activation is observed.
In addition to the temperature-dependent descriptions of

the enthalpic and entropic activation parameters, to adapt the
concepts of Eyring’s transition state theory (eq 12) to
condensed matter reactions, it is also necessary to address
the attempt frequency prefactor, which for crystal growth must
have units of distance per time. In the transition state theory,
the prefactor is the product of the number of vibrations in the
transition state (kBT/hν) and the frequency of those vibrations,
ν. By contrast, for crystallization, as described by our TZT, the
attempt frequency prefactor is the product of the lattice
vibrational modes that lead to the formation of the crystalline
phase, (kBT/hν) and the velocity of the transition zone, λν,
where λ is a characteristic wavelength of vibrations that lead to
crystal growth. Using the lattice harmonic oscillator approx-
imation, we postulate that λ corresponds to the first Brillion
zone of the allowed lattice vibrations.42 For a cubic system, λ =
2a. For analysis of noncubic systems, we approximate this as λ
≈ 2 × V1/3, though clearly growth-face specific analysis should
be possible.
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Combining this prefactor with the temperature-dependent
enthalpic and entropic probabilities yields the TZTc
expression, eq 17.11
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Importantly, λ and Tm can be directly and independently
measured, and TK can be independently measured by
extrapolation of the respective temperature-dependent heat
capacity of the melt and crystalline phases.43 Thus, this TZTc
expression requires only three fitting parameters. (If not
independently measured, TK also may need to be fit.) ΔHc*
and ΔSc* describe the intrinsic enthalpic and entropic
components of the activation free energy. The parameter zc,
which modulates the temperature dependence of the entropy
of activation, reflects the cooperativity of the system.
Before considering the application of TZTc to actual

systems, it is useful to visualize the temperature-dependent
behavior of the enthalpic and entropic activation parameters, as
well as the impact of the cooperativity parameter zc. In Figure
3a, the temperature-dependent entropy of activation, ΔSc‡(T),

is plotted using an arbitrary set of parameters for three
different values of zc. In Figure 3b, the temperature-dependent
enthalpic, ΔHc

‡(T), and entropic energy, −TΔSc‡(T), terms are
plotted, again for three distinct values of zc. The temperature-
dependent free energy of activation, ΔGc

‡(T), is the sum of
these two functions. When zc = 0, the ΔSc‡(T) is constant over
the entire range from TK to Tm. This results in a linear increase
in the −TΔSc‡ contribution to the free energy of activation with
increasing temperature. Larger values of zc, however, reflect the
temperature-dependent effects of cooperativity on ΔSc‡. An
inverse energetic impact is observed for the enthalpy of
activation, increasing to infinity at low temperature and
decreasing to the constant value of ΔHc* at high temperature
where the temperature-dependent term T/(T − TK) → 1.
Importantly, for a system with zc = 0, that is, exhibiting
essentially no cooperativity, and at high temperature, the TZTc
expression, eq 17, collapses to the Eyring transition state
theory expression, eq 12, with the prefactor multiplied by λ.

5. COMPARING TZTC TO STANDARD MODELS
5.1. Contrasting Results. In our previous reports, we

demonstrated that the TZTc accurately describes the temper-

ature-dependent growth rates of diverse systems ranging from
the strong SiO2 to the fragile ortho-terphenyl (OTP).11,36,40,44

However, in none of those reports was the TZTc model
directly compared to fits of data to standard models. Although
it is never possible to prove a mechanistic model correct, some
degree of validation is afforded to models that best fit
experimental data with the fewest number of fitting parameters
and for which the parameters have chemical/physical meaning,
as opposed to empirical fitting parameters. Herein, TZTc does
not rely on the incorrect assumptions of a driving force
(microscopic reversibility), isolated particles (discrete inter-
faces), or the diffusion of particles (or its correlation to viscous
relaxation) to describe crystal growth rates. Rather, TZTc only
relies on the existence of enthalpic and entropic barriers to
organization of ensembles of growth units into the transition
zone, for which their temperature dependence is governed by
the cooperativity of the growth units in the melt. Of the three
fitting parameters in TZTc (ΔHc*, ΔSc*, and zc), only zc is a
semi-empirical parameter, though as will be demonstrated
below, this parameter appears to be a function of the ratio of
the number of configurations of the intrinsic growth units in
the TZ and melt.
To accomplish the comparison of TZTc to standard models

of crystal growth, we here evaluate the same crystallizing
systems that were evaluated by Nascimento and Zanotto15 and
Ediger et al.8 in their attempts to describe the decoupling of
viscous relaxation and crystal growth rates for which normal,
screw, and 2-D standard models were applied. Figure 4
provides analogous plots to those presented in ref 15, along
with data for three additional materials, for which reported
experimental growth-rate data is compared to reported fits to
standard models, along with plots of the fit to our TZTc model.
Literature parameters were utilized to reproduce the reported
standard model fits. TZTc parameters for these and other
materials we have evaluated, in addition to references to the
experimental data, are given in Table 1.
In each case, TZTc yields an equivalent to superior fit to the

experimental data than fits to standard models, as clearly seen
in the plots of the residuals between experimental data and the
respective fits to models given in Figure 4. More importantly,
there is no decoupling between the TZTc model and the
experimental data at deep undercooling as frequently observed
with the standard models.
Improvement to normal model fits was achieved by Ediger et

al. by correcting for the apparent decoupling of viscosity, η,
from the reduced growth rate, ukin, with the introduction of the
parameter ξ, to reflect an apparent power-law dependence
between them; ukin ∝ ηξ.8 They concluded that the exponent ξ
is correlated with the fragility, m, according to the empirical
relationship ξ ≈ 1.1 − 0.005m for both organic and inorganic
materials, albeit with a distinct relationship required for Li+-
containing materials.8 This modification to the standard model
reduces residuals between experiential and modeled data. That
said, based on their reported results, systems are described
with ξ = 0.79 ± 0.01 for 44 < m < 89 and with 0.6 < ξ < 0.84
for m = 80 ± 4, clearly limiting the predictive utility of any
apparent correlation.
Schmelzer et al.9 and Cassar et al.10 proposed a different

modification by which a decoupling temperature, TD, is
introduced to correct for the apparent decoupling of viscosity
from the standard model. The best decoupling temperature
models fit the experimental growth rate data for diopside
equivalently to the fit with our TZTc model. However,

Figure 3. Visualization of components of TZTc and their impact by
variation in the zc parameter: zc = 0 (solid), = 0.25 (dashed), and =
1.0 (dotted). (a) Temperature dependence of ΔSc‡ and (b)
temperature dependence of ΔHc

‡ (blue line) and −TΔSc‡ as a
function of zc (red lines). Data are calculated with an arbitrary set of
parameters: Tm = 1000 K, TK = 200 K, ΔHc* = 30 kJ/mol, and ΔSc* =
−30 J/mol·K.
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independent physical evidence does not support the
decoupling of diffusion and viscosity; the decoupling instead

likely is an artifact of the VFT equation’s incomplete modeling
of viscous relaxation.27 Furthermore, the TZTc model employs

Figure 4. Experimental crystal growth rate data (open circles), fit to TZTc (solid black line), and compared to the literature reports of standard
models (normal (green dashed), screw (red dashed) and 2D (blue dashed)). Below each figure is a plot of the respective residuals between the
TZTc calculated values (black circles) and the values calculated by the respective standard models. (Note, for OTP literature standard model
parameters have not been found, with reports suggesting that it is poorly fit. The curve shown is our best fit to the normal model using reported
VFT viscosity parameters.)
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Table 1. TZTc Parameters

aBoth Wagstaff data sets (refs 44 and 45) were used for the analysis reported here to mirror the standard model analysis in ref 15. Our previous
TZTc analysis of SiO2 crystallization (ref 11) did not utilize data from ref 45 because that report indicates significant oxygen deficiency of the
system. bFor comparison to the data analyzed in ref 15, growth-rate data from ref 46 series-1 was used. That was the most oxygen deficient series
measured. Data for the least oxygen deficient series-4 suggests higher enthalpic and lower entropic parameters. cTZTc parameters are based on the
fit to all data as opposed to the more limited set of data for fitting in ref 10. dThe reported fit to the normal model utilized Tm = 1623, the lower
bound estimated for the metastable μ-polymorph.15 The TZTc fit to the data uses Tm = 1708 K of the stable α-polymorph.

Figure 5. (a) Correlation between ΔHc* and ΔSc*. (b) Correlation between ΔSc* and zc. The solid line in b corresponds to the correlation ΔSc* =
−R/zc. The shapes and colors of symbols identify the compounds as described in Table 1.
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fewer fitting parameters and does not require terms that
incorporate the incorrect assumptions of viscous relaxation and
a driving force to describe the crystal growth.
5.2. Chemical/Physical Mechanistic Insight from TZTc.

With a single model that effectively describes diverse
crystallizing systems, from strong inorganic networks to fragile
organic molecular systems, the three parameters extracted from
TZTc can, for the first time, afford an ability to compare and
contrast chemical and/or physical factors that influence
crystallization reactions. The same is not possible using the
standard models which use distinct sets of parameters for
normal, screw, and 2-D standard models. To begin evaluating
such chemical/physical factors across diverse crystallizing
systems, it is useful to consider the ΔHc* versus ΔSc* and zc
versus ΔSc* correlation plots given in Figure 5, for which all
data is given in Table 1.
We previously observed significant correlations between the

ΔHc* and ΔSc* activation parameters and chemical/physical
attributes of the crystallizing materials. For example, SiO2
(dark green circle in Figure 5a) exhibits large enthalpic and
large negative entropic activation parameters, suggesting that
significant “bond energy” is required to form the transition
zone, and the transition zone is significantly more ordered than
the melt structure. The high enthalpic barrier is consistent with
the strong Si−O network bonding, and the large negative
entropic activation parameter is consistent with experimental
measurements which demonstrate a proliferating number of
smaller (SiO)n rings in the liquid, as opposed to the n = 6 rings
in cristobalite.76 By contrast, the fragile OTP (green diamond
in Figure 5a) exhibits very small ΔHc* and ΔSc* activation
parameters, suggesting that limited rearrangement of only weak
interactions is required to achieve its TZ. The small enthalpic
term is consistent with weak π-stacking intermolecular forces,
and the small entropic activation parameter is consistent with
previous observations that the phenyl rings of OTP form
interlocking clusters of molecules in the melt, thus requiring
minimal structural organization to achieve a crystallization
TZ.77,78 The fragile tris-(naphthyl)benzene (pink diamond in
Figure 5a) exhibits an even smaller entropic activation
parameter consistent with greater order in the liquid state
due to more extensive π-stacking of the larger naphthyl rings,
but its enhanced π-stacking increases the enthalpic barrier
required to rearrange molecules to construct long-range
crystalline order from the liquid. Interestingly, crystallization
of the ionic-liquid molten-hydrate [Zn(OH2)6][ZnCl4]
(maroon circle Figure 5) exhibits the smallest enthalpic and
most negative entropic activation parameter of any of the
inorganic materials we have evaluated. The small ΔHc* is
consistent with minimal bond energy requirements to reorient
the hydrogen bonding of the molecular ions. However, the
large negative ΔSc* came as a surprise given the equivalent
CsCl-type packing of molecular ions in both melt and
crystalline states.79 Here, the entropic TZTc parameters offer
new chemical insight, suggesting that the highly mobile water
protons in the liquid must be ordered for crystallization to
occur.43

Additional materials measured since our initial report, and
literature examples evaluated for this article, provide further
chemical/physical insight into the zc parameter. All these
materials exhibit a common apparent correlation between the
ΔSc* and zc parameters that, with both parameters approaching
asymptotes, was originally modeled using a hyperbolic
cosecant function ΔSc* = −3csch(zc/3).11 Upon further

consideration, we find that this correlation is equivalently
modeled by the much simpler function ΔSc* = −R/zc; the
correlation line is shown in Figure 5b. Based on Boltzmann’s
relationship, this correlation suggests that 1/zc = ln(Wliq/Wc

‡)
of the intrinsic growth units (i.e., the unit part of the system
that may cooperate with other units as a function of
temperature). Systems with the least difference between Wliq
and Wc

‡ of their intrinsic growth units, that is, with small
negative ΔSc*, also might be expected to exhibit supercooled-
melt structures that are most similar to their crystalline
structure. Having the most order to lose with diminished
cooperativity at higher temperature, such systems are expected
to exhibit the greatest temperature dependence of ΔSc‡, that is,
largest zc. By contrast, systems with a large difference between
Wliq and Wc

‡ of their intrinsic growth units, that is, large
negative ΔSc*, are anticipated to require substantial structural
reorganization to achieve a TZ across the entire temperature
range, whether large or small cooperative ensembles, thus
resulting in the least temperature dependence for ΔSc‡, that is,
smallest zc (see Figure 5b). Although the ΔSc* and zc
parameters clearly appear to be correlated, explicit use of this
correlation to reframe eq 15 with fewer variables does not
result in as good of a fit to experimental growth rate data,
suggesting that these two parameters in fact address
independent factors of the entropy of activation and
cooperativity.
The impact of the comparative melt and crystal structures

on the relative temperature dependence of the entropic
activation is evident in the ΔSc* and zc parameters for diopside
as compared to other alkali or alkaline earth silicates, for which
diopside appears to be an entropic outlier. The ΔHc* parameter
of diopside is the largest of all alkali or alkaline earth cation-
substituted silicates evaluated here, consistent with an
activation enthalpy required to rearrange strong M−O/Si−O
bonding with the high charge density M = Mg2+ and Ca2+

cations. By contrast, diopside exhibits ΔSc* = −5.49 J/mol·K,
which is about one-fifth of that of the next closest silicate, and
the greatest temperature dependence of the entropy of
activation with zc = 0.6, which is more than twice that of the
next closest silicate. This is consistent with diopside exhibiting
the most condensed crystalline structure of this set of silicates,
and a less than a 3% change in density between liquid and
crystalline phases.80 Interestingly, diopside also is considered
the most fragile of the set of inorganic oxides examined here,8

as defined by the Angell fragility scale (i.e., temperature
dependence of the viscosity in the vicinity of the glass
transition).81 The strong interactions resulting from the high
charge density of the Mg2+ and Ca2+ cations in diopside seem
inconsistent with a high fragility but are consistent with
diopside’s large ΔHc* parameter. By contrast, the small
negative ΔSc* and relatively large zc parameters, a consequence
of similar melt and crystalline structures, result in the greatest
temperature dependence of the activation parameters and are
the likely origin of the reported apparent relationship between
its growth rate and high fragility value.8

The utility of this common set of activation parameters
(ΔHc*, ΔSc*, and zc) to assess diverse chemical/physical
systems provides to crystallization mechanistic investigation a
Hammett plot82-like tool to evaluate the influence of
functional groups or specific structures/bonding on the
chemical reactivity.

5.2.1. Molecular Functional-Group Control. Consider, for
example the family of ortho-substituted benzene molecules
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{OTP, two polymorphs of salol, α-phenyl o-cresol, and two
polymorphs of 5-methyl-2-[(2-nitrophenyl)amino]-3-thiophe-
necarbonitrile (ROY)} for which crystal growth rate data is
reported in the literature. An approximately linear correlation
between their ΔHc* and ΔSc* parameters is observed, and is
highlighted in Figure 6 (an expanded and selected view of
Figure 5).

All these molecular systems are expected to exhibit only
weak intermolecular interactions: a combination of hydrogen-
bonding and π-stacking. Initially unexpected, the addition of
strong hydroxyl and amino hydrogen-bond donors and
carbonyl, nitro, and carbonitrile hydrogen-bond acceptor
functional groups does not correlate with an increased
enthalpic activation parameter. If anything, there is an inverse
correlation between the potential for hydrogen bonding and
ΔHc*. However, decreasing the degrees of freedom for
intramolecular reorientation seems to increase the enthalpic
barrier. Notably, while forming weaker intermolecular
enthalpic interactions than regular hydrogen-bonding, the π-
stacking ability of aromatic functional groups can have a
substantial structure directing impact, even in the liquid
state.76,77,83 The structure directing impact of more rigid planar
functional groups results in materials that exhibit a greater
extent of cooperativity at a higher temperature. This results in
higher enthalpic and lower entropic activation parameters and
correspondingly greater temperature dependence to its ΔSc‡,
reflected in the larger zc parameter. Linking a phenyl group to
the benzene core through a conformationally flexible
methylene bridge in α-phenyl o-cresol significantly reduces
the extent of functional-group-determined structure direction.
With its much weaker cooperativity, a decreased ΔHc*,
significantly more negative ΔSc*, and corresponding smaller
zc parameters are observed.
Interestingly, the two salol polymorphs exhibit activation

parameters that approximately mirror those of OTP and α-
phenyl o-cresol, respectively; salol-I analogous to the more
rigid OTP and salol-II analogous to the more conformationally
flexible α-phenyl o-cresol. Notably, the crystal structure of the
thermodynamically stable salol-I phase84 exhibits strong face-
to-face π-stacking of the phenol and ester units forming
molecular dimers, which are further networked by hydroxyl-to-
carbonyl hydrogen bonding. Salol-I exhibits a higher melting
point and is reported to crystallize from melts close to the
melting point (Tm = 315 K). These physical characteristics are
consistent with the TZTc parameters which suggest that
crystalline salol-I grows from a more cooperative melt (i.e.,

larger ΔHc*, less negative ΔSc*, and larger zc). By contrast, the
crystal structure of the metastable salol-II exhibits notably less
intermolecular cooperativity with more limited edge-to-face π-
stacking and only hydroxyl-to-hydroxyl hydrogen bonding.85

Salol-II’s melting temperature is 13° lower than salol-I and is
reported to grow from the melt when quenched from a higher
temperature (373 K). Correspondingly, the TZTc parameters
for salol-II exhibit lower cooperativity (i.e., smaller ΔHc*, more
negative ΔSc*, and smaller zc).
The nitro and amino-bridge functional groups of the ROY

ortho-substituted benzene exhibit even greater conformational
flexibility and are likely the cause of the further diminished
enthalpic barrier but more negative entropic crystallization
barrier and corresponding less temperature dependence to its
ΔSc‡, reflected in the small zc parameter. The high degree of
conformational flexibility combined with multiple functional
groups capable of distinct patterns of intermolecular
interactions such as hydrogen-bonding and π-stacking may
be responsible for the observation of multiple ROY
polymorphs.86

The crystal growth rates of the more complex and
polymorphic indomethacin exhibit a trend consistent with
that observed for the ortho-substituted benzene molecules
(Figure 5). The indole core provides a broader planar
molecular backbone than does benzene. The organic acid
groups result in intermolecular hydrogen bonding. However,
the ether, methylene, and amide linking groups introduce
substantial intramolecular conformational flexibility. Notably
the crystal structure of the stable γ-phase, which directly
crystallizes from the melt, exhibits hydrogen-bonded molecular
dimers linked by the organic acid functional groups, as well as
face-to-face π-stacking of the indole cores.87 The cooperativity
of the crystalline structure which likely persists in the melt is
consistent with the observation of the relatively larger ΔHc*,
less negative ΔSc*, and larger zc activation parameters, similar
to those of OTP and the stable salol-I. By contrast, the
metastable α- and δ-phases only grow from seeded melts,
initially grown from alcohol solutions, and exhibit melting
points 7 and 33° below that of the γ-phase, respectively.73,88

The crystal structure of the α-phase also exhibits acid-
hydrogen bonded dimers but substantially less intermolecular
π-stacking is observed than is observed for the γ-phase. No
crystal structure is reported for the δ phase. The less
cooperative structure of the α- and δ-phases, along with the
likely substantial difference between melt and crystal structures
given their growth from the melt requires seeding, is consistent
with the observed smaller ΔHc*, more negative ΔSc*, and
smaller zc activation parameters, which are similar to the more
conformationally flexible α-phenyl o-cresol and metastable
salol-II.
Although we have identified fewer reports of crystal growth-

rate data for polyalcohols, the crystal growth rates of sorbitol
and glycerol exhibit analogous trends with respect to
conformational flexibility controlling crystal growth rates.
Glycerol, a six-carbon chain with six hydroxyl functional
groups, has greater H-bonding capability and greater
conformational flexibility than sorbitol’s three carbon-chain
with three hydroxyl functional groups. As seen in Figure 5a,
however, glycerol (orange diamond) exhibits smaller enthalpic
but greater entropic activation parameters than does sorbitol
(green diamond). These data are consistent with the
observation that molecular conformational flexibility has a

Figure 6. Correlation between ΔHc* and ΔSc* for a series of ortho-
substituted benzene molecules.
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dominant impact on a system’s cooperativity and thus
significantly controls the barrier to its crystal growth.
5.2.2. Controlling the Formation of Inorganic Networks.

Inorganic networks do not offer the same level of parameter
control as can be achieved by manipulating functional groups
of organic molecules. Nevertheless, any influence templating
ions might have on crystal growth rates of inorganic
frameworks could be revealed as systematic variations of
activation parameters. Furthermore, it is expected that
common crystal structure types or common crystallizing
processes should exhibit consistent sets of activation
parameters.
Exploiting the mechanistic detail accessible with TZTc, a

kinetic isotope effect investigation was conducted to probe
how the interaction between a templating cation and a metal
halide framework might impact the kinetics of crystal growth.40

Measurements of the temperature-dependent crystal growth
rates for the sodalite-type halozeotype CZX-1, [HNMe3]-
[CuZn5Cl12], were made with d0, d1, d9, and d10 isotopic
substitution of the [(H/D)N(C(H/D)3)3]

+ templating cation.
As evident from the expanded ΔHc* versus ΔSc* plot in Figure
7, comparison of the d0 and d9 isotopomers to the d1 and d10

isotopomers, respectively, reveals that stronger deuterium
bonding between the alkylammonium cation and the frame-
work chlorides requires a slightly higher enthalpic barrier for
crystallization, whereas the slightly stronger ND-framework
interaction increases the structural organization in the melt
such that there is a lower entropic barrier (less negative ΔSc*)
to crystallization. By contrast, comparison of the d0 and d1
isotopomers to the d9 and d10 isotopomers, respectively, reveals
that the inertial reorientation of the template exhibits a greater
impact on the crystallization barrier, with the heavier
isotopomer exhibiting lower and more condensed vibrational
and rotational energy levels, as well as more accessible
microstates.
The A2O·nSiO2 (A = Li or Na and n = 2 or 3) systems also

provide an important series with which to understand
contrasting crystal growth-rate models and their underlying
chemistry. In their crystalline phases, both Li compounds and
the (Na n = 2) material exhibit a common structure-type with
layers of alkali oxides separating two or three silica layers.89−91

The (Na n = 3) phase adopts a distinctly different 3-D
networked structure.92 As evaluated in the Nascimento work,
the crystal growth rates of the three structurally homologous
phases are described by blended 2-D + screw (Li n = 2), 2-D
(Li n = 3), and screw (Na n = 2) growth models.15 The
distinct (Na n = 3) phase is suggested to grow by the screw
model. However, there is nothing chemical or physical about

the three structurally homologous phases that gives indication
as to a reason for them to be described by distinct growth
models. By contrast, the TZTc fits to the growth data
demonstrate that all three structurally homologous phases
exhibit very similar values of ΔHc*, ΔSc*, and zc, consistent with
a common path for the melt → crystal transformation. The
minor difference between the lithium and sodium disilicates,
for which the sodium species exhibit a slightly smaller
enthalpic and slightly more negative entropic activation
parameters, is consistent with the lower charge density of the
Na+ ion as compared to Li+. By contrast, the (Na n = 3) phase
exhibits a substantially reduced ΔHc*, more negative ΔSc*, and
a decreased zc parameter (see Figure 5a and Table 1). It is
highly unlikely that the strength of Na−O and Si−O bonding
changed between the (Na n = 2) and (Na n = 3) phases.
However, the significant changes in the activation parameters
for the (Na n = 3) phase suggest that greater reorganization of
the structure of the melt is required to achieve the TZ for its
distinct crystal structure. The TZTc activation parameters
further suggest that the (Na n = 3) system exhibits reduced
cooperativity, which potentially contributes to its more
isotropic crystalline structure.
Crystallization of the so-called “anionic chain glasses” LiPO3

and NaPO3 are also more effectively explained by TZTc than
by standard models. Previously, it was noted that at large
undercoolings, standard models “cannot account for the drastic
difference existing between the activation energies for crystal
growth and viscous relaxation” of these materials.67 Similarly,
Ediger et al. suggested that a distinct ξ versus m correlation is
necessary to describe the ukin ∝ ηξ relationship for Li+-
containing materials including LiPO3.

8 By contrast, TZTc
accurately describes the temperature dependence of both Li
and Na phosphates over the entire measured temperature
ranges.66,67 The TZTc activation parameters for NaPO3 fall
intermediate on a line between those of the lamellar Na2O·
2SiO2 and the 3-D Na2O·3SiO2 materials (Figure 5), whereas
LiPO3 exhibits the smallest enthalpic and most negative
entropic parameters, and corresponding smallest zc temper-
ature dependence, of any of the inorganic oxides examined.
The vitreous, and presumably melt, phases of these phosphates
are reported to consist of phosphate chain anions mixed with
cyclic polyphosphate anions, which must transform into
crystalline structures with only chain or ring structures.67

(Several polymorphs of both phosphates with chain or ring
structures are known, but the polymorph of the crystallizing
phases in the reported crystal growth-rate studies are not
reported). Such ring/chain reorganization between melt and
crystal is also argued to be the cause of the large negative ΔSc*
parameter for SiO2.

11 However, uniquely, LiPO3 also exhibits
the greatest ionic conductivity of all materials examined here.93

Thus, we suggest that in addition to ring/chain reorganization
required for crystallization, ordering the mobile Li+ cations into
the crystal lattice is significantly responsible for the largest
entropic activation barrier for these inorganic oxides (−92 J/
mol·K), consistent with the proposed impact of proton
mobility on the crystallization of [Zn(OH2)6][ZnCl4].

43

As highlighted in the above examples, the TZTc model not
only provides equivalent to superior fitting of temperature-
dependent crystal growth rate data than fits to standard
models, but the activation parameters extracted from the
model are consistent with chemical/physical characteristics of
the crystallizing species. For the first time, this single model
describes diverse crystallizing systems providing the ability to

Figure 7. Correlation between ΔHc* and ΔSc* for the isotope effect on
the crystallization of CZX-1, [(H/D)N(C(H/D)3)3][CuZn5Cl12].
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systematically address geometric and functional group effects
on crystal growth rates.

6. RE-EVALUATING THE APPARENT CORRELATION
BETWEEN VISCOSITY AND CRYSTAL GROWTH
RATES

Finally, it is useful to address how the underlying concepts of
the temperature-dependent cooperativity in the TZTc model
reveal why there is an apparent decoupling of crystal growth
rates and viscous relaxation. As described above, slowed
material diffusion commensurate with increased viscosity was
suggested to account for decreased crystal growth rates with
deep undercooling, that is, below Tmax. However, as discussed
in Section 3.3, viscous relaxation cannot be rate controlling for
crystallization because it is generally the faster process and
further because viscous relaxation is frequency dependent and
crystal growth rates are not. Nevertheless, because crystal-
lization and viscous relaxation are both condensed matter
processes that can occur in the same material under equivalent
conditions, common configurational and bonding consider-
ations likely control both processes.
As described in our initial report of TZT, the processes of

crystallization and viscous relaxation significantly differ in how
the temperature dependence of cooperativity impacts each.11

Application of eq 13 to the process of viscous relaxation
demonstrates that the entropy of activation for relaxation,
ΔSrlx

‡ (T), is determined by the ratio of number of
configurations accessible to the transition zone for relaxation
to the number of accessible configurations of the quenched
nonergodic liquid, Wrlx

‡ /Wnonerg l. If a system could be
quenched to TK because of the complete cooperativity of the
relaxed liquid, there can only be a small number of accessible
transition configurations. By contrast, the melt from which the
system was quenched would have many configurations, which
upon quenching would be projected onto the low-temperature
energy landscape. Thus, as T → TK, Wrlx

‡ /Wnonerg l = few/many
→ 0, and therefore ΔSrlx‡ → −∞. At the high-temperature limit
for viscous relaxation, the liquid’s critical point Tc, there is
essentially no differentiation between the relaxed, nonrelaxed,
or transition configurations of the system. Thus, as T → Tc,
Wrlx

‡ /Wnonerg l = many/many → 1, and therefore ΔSrlx‡ → 0.
As a corollary to eq 15 for crystal growth, these boundary

conditions can be employed to describe the temperature
dependence of the entropy of activation for viscous relaxation
as eq 18
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where ΔSrlx* and zrlx are the intrinsic, material-specific
parameters that scale the magnitude of ΔSrlx‡ (T) and modulate
the temperature/pressure dependence, respectively.
Notably, Wnonerg l is highly sensitive to the frequency with

which the liquid is quenched to the non-relaxed, nonergodic
state. A more abruptly quenched liquid (large ΔT or high-
frequency perturbation) will exhibit an increased Wnonerg l, and
thus a more negative ΔSrlx‡ (T), shifting the η(T) curve to
higher temperature. This is the origin of the well-known time−
temperature superposition of viscosity and the glass
transition,37,39 which we previously demonstrated is reasonably
modeled with the zrlx parameter.36

An equivalent Adam−Gibbs cooperativity term is used to
describe the enthalpy of activation for viscous relaxation, and

the Maxwell material model94,95 is used to identify the pre-
factor to yield the TZT of viscous relaxation, TZTrlx, as eq 19
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where vs is the speed of sound in the liquid, and ρ is the density
of the melt.11 This expression was shown to accurately describe
the temperature-dependent viscosity from Tg to Tc of more
than seventy materials.
Notably, the correlation between ΔSrlx* and zrlx is not as high

as the corresponding correlation of crystallization activation
parameters; nevertheless, the general trend of the correlation
persists. This may suggest that for viscous relaxation, 1/zrlx is
related to ln(Wnonerg l/Wrlx

‡ ) of the intrinsic relaxing units. As
such, a highly cooperative material likely will exhibit less
difference between the configurations of the intrinsic relaxing
units of the nonergodic and relaxed states, and thus, the
Wnonerg l/Wrlx

‡ ratio should approach 1 resulting in a small ΔSrlx*
and large zrlx parameter. By contrast, a system exhibiting lower
cooperativity will most likely have significantly more
configurations accessible to the intrinsic relaxing units of the
nonergodic state such that Wnonerg l/Wrlx

‡ becomes greater than
1, resulting in a larger value of ΔSrlx* and smaller zrlx parameter.
The primary distinction between the expressions for TZTc

and TZTrlx is the inverse temperature dependence of their
entropy of activation. Comparative plots of the temperature-
dependent ΔH‡(T) and −TΔS‡(T), analogous to those in
Figure 3, for both crystal growth rate and viscous relaxation for
diopside and SiO2 are given in Figure 8, based on their TZTrlx
parameters given in Table 2.
Immediately apparent from these plots, the temperature-

dependence curves of the entropic contribution to the free
energy of activation of relaxation, −TΔSrlx‡ (T), and the

Figure 8. Temperature-dependent enthalpic ΔH‡(T) (blue) and
entropic −TΔS‡(T) (red) curves for crystallization and viscous
relaxation for diopside (a,b) and SiO2 (c,d) Purple dashed lines are
the free energy of activation for relaxation, ΔGrlx

‡ = (ΔHrlx
‡ − TΔSrlx‡ ).

Black arrows indicate the glass transition temperature for each
material.
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enthalpic barriers of both relaxation and crystallization,
ΔHrlx

‡ (T) and ΔHc
‡(T), all exhibit a common shape. Thus,

with an appropriate scaling term, the free energy of activation
for relaxation, ΔGrlx

‡ = ΔHrlx
‡ − TΔSrlx‡ , purple dashed line of

Figure 8a,c, can be similar valued to the crystallization ΔHc
‡(T)

over a significant part of the temperature range where crystal
growth rates are measured. At lower temperatures, the
crystallization ΔSc‡(T) is relatively temperature independent
and as such could be part of the scaling term. Thus, at
temperatures moderately below Tmax, the activation barrier for
viscous relaxation and the rate of crystal growth appear to be
correlated, that is the origin of the ukin ∝ η assumption. By
contrast, the entropic barrier to crystallization, −TΔSc‡(T),
begins to dominate the free energy of activation for
crystallization with increasing temperature, reaching an infinite
discontinuity at Tm. The temperature dependence of the
entropy of activation of crystallization is thus responsible for
the limiting maximum crystallization rate at Tmax and
corresponding decoupling of the rates of crystal growth and
viscous relaxation at higher temperature. Note that this
temperature-dependent entropic activation barrier of the
TZTc model contrasts standard models, which inappropriately
introduce the thermodynamic driving force term to control the
kinetics of the crystal growth rate at higher temperatures (less
undercooling).
Also apparent from Figure 8b,d is that with deeper

undercooling, the entropic contribution to the free energy of
activation for relaxation, −TΔSrlx‡ (T), increases more rapidly
with decreasing temperature than does the enthalpic
contribution, ΔHrlx

‡ (T). As a result, at low temperature,
−TΔSrlx‡ (T) becomes rate controlling for viscous relaxation.
There is no corresponding contribution to the activation
barrier for crystallization. Thus, the increasing influence of
−TΔSrlx‡ at low temperature likely is the origin of the apparent
low-temperature decoupling of the rates of crystal growth and
viscous relaxation. Notably, based on TZTrlx for diopside, the
−TΔSrlx‡ (T) and ΔHrlx

‡ (T) curves cross at 990 K, which is close
to the decoupling temperatures TD = 1040 K proposed by
Schmelzer et al.9 and 1100 K proposed by Cassar et al..10 No
such standard-model decoupling of the crystal growth and
viscosity is observed for the strong network SiO2, consistent
with the observation that the −TΔSrlx‡ (T) term does not
become significant until below the glass transition temperature
where no crystal growth rate data is reported. The onset of the
dominating entropic activation at low temperature also
explains the reported decoupling of VFT-described viscosity
from the Stokes−Einstein/Eyring relationship, as the VFT
expression22−24 does not differentiate enthalpic and entropic
effects.

7. SUMMARY AND CONCLUSIONS

As demonstrated by analysis of a diverse set of organic
molecular and inorganic network materials, the TZT of
crystallization, TZTc, provides a superior fit to experimental
crystal growth-rate data when compared to standard models.
The TZTc, a single model that accurately describes crystal
growth rates for diverse materials, for the first time, provides a

platform with which to evaluate molecular functional group
and crystal structure effects on the activation barriers for crystal
growth.
As revealed by the functional-group dependence of the

crystallization rate of a series of ortho-substituted benzenes and
two examples of poly-alcohols, the introduction of molecular
degrees of freedom has a greater effect on crystal growth rates
than does the introduction of strong hydrogen-bonding
functional groups. The TZTc also reveals that the isostructural
layered A2O·nSiO2 (A = Li, n = 2,3 and A = Na, n = 2)
materials crystallize with a common activation process, distinct
from the more isotropic Na2O·3SiO2. Furthermore, systems
with highly mobile cations, such as the proton-conducting
[Zn(OH2)6][ZnCl4] and the Li+-conducting LiPO3, exhibit
very large negative entropies of activation, consistent with the
need to restrict ionic mobility in order to construct the long-
range order of a crystalline lattice. These, and more examples,
demonstrate chemical insight that can be revealed and/or
predicted based on the TZTc analysis of crystallization
reactions.
Not only is experimental crystallization data better fit with

the TZTc model than with standard models, but all of the
TZTc parameters, the enthalpic, ΔHc*, and entropic, ΔSc*,
activation parameters, and the cooperativity/temperature-
dependence modulating parameter, zc, have a sound
physical−chemical basis. Notably, for a non-cooperative
crystallizing system with zc = 0, which removes the entropic
temperature dependence, and at high temperatures, or when
TK = 0, where the enthalpic temperature dependence T/(T −
TK) → 1, the TZTc expression collapses to Eyring’s expression
of the transition state theory.
Unlike the standard models, TZTc does not invoke

equilibrium concepts to describe the microscopically irrever-
sible process of crystallization nor does it imply particle
diffusion to or particle attachment to/detachment from an
arbitrarily defined liquid/crystal interface. Instead, TZTc,
consistent with well-established knowledge of the common
short- and intermediate-range order of liquids and solids, is
based on an understanding that crystallization must be an
ensemble, rather than an individual particle, based process.
Corresponding application of cooperative/ensemble-based
principles to describe viscous relaxation, the TZTrlx, also
provides explanation of the apparent decoupling of crystal
growth rates and viscous relaxation, clearly demonstrating that
viscous relaxation is not part of the activation process for
crystal growth.

■ AUTHOR INFORMATION

Corresponding Author
James D. Martin − Department of Chemistry, North Carolina
State University, Raleigh, North Carolina 27539, United
States; orcid.org/0000-0001-7414-2683; Phone: 919-515-
3402; Email: Jim_Martin@NCSU.EDU

Authors
Berkley G. Hillis − Department of Chemistry, North Carolina
State University, Raleigh, North Carolina 27539, United States

Table 2. TZTrlx Parameters

compound Tc (K) TK (K) vs
2ρ (GPa) ΔHrlx* (kJ/mol) ΔSrlx* (J/mol·K) zrlx references

CaO·MgO·2SiO2 (diopside) 2400 534 24.3 68.3 −10.8 2.35 10
SiO2 5400 352 36.7 322 −0.03 4.58 96

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article

https://dx.doi.org/10.1021/acs.jpcc.0c03003
J. Phys. Chem. C 2020, 124, 18724−18740

18737

https://pubs.acs.org/action/doSearch?field1=Contrib&text1="James+D.+Martin"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
http://orcid.org/0000-0001-7414-2683
mailto:Jim_Martin@NCSU.EDU
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Berkley+G.+Hillis"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Feier+Hou"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
pubs.acs.org/JPCC?ref=pdf
https://dx.doi.org/10.1021/acs.jpcc.0c03003?ref=pdf


Feier Hou − Department of Chemistry, North Carolina State
University, Raleigh, North Carolina 27539, United States;
orcid.org/0000-0002-6314-0129

Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jpcc.0c03003

Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
This work was supported by National Science Foundation via
contract DMR-1709370.
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TZTc, transition zone theory of crystallization; Tmax, temper-
ature of the maximum observed crystal growth rate; v, U, vpb,
velocity of solidification; C, a constant related to the heat of
fusion and the thickness of a layer of molecules at the interface;
V or η, viscosity; s, amount of supercooling; Q, heat of
activation or of fusion; Ts or Tm, melting temperature; R, the
gas constant; μ, chemical potential; F, size of crystal face; ρ, a
free energy of growth boundaries, also density; f, a function
describing attachment sites; D, diffusion coefficient; ΔG, free-
energy difference; λ or δ, a jump distance, λ also corresponds
to a characteristic wavelength of vibrations leading to crystal
growth equivalent to 2× average lattice constant; kB,
Boltzmann’s constant; γ, specific surface energy; Vm, molar
volume; N, number of formula unit per unit area; Γ, the
gamma function; UR or ukin, reduced growth rate; ξ, a viscosity
correction parameter; TD, viscosity-crystal growth decoupling
temperature; Ea or U′, an activation energy; VFT, Volger−
Folcher−Tamman; ΔG‡, free energy of activation; H,
enthalpy; kf and kr, forward and reverse rate constants; rvdW,
van der Waals radius; l, mean free path; v, average velocity, also
used to describe frequency; τ0, period of oscillation; TK,
Kauzmann temperature; h, Planck’s constant; W, number of
configurations; S, entropy; ΔS* and ΔH*, intrinsic entropic
and enthalpic contribution to the temperature-dependent
activation entropy and enthalpy, respectively; z, a parameter
to modulate the temperature-dependent cooperativity of a
system; OTP, o-terphenyl; CZX-1, [HNMe3][CuZn5Cl12];
ROY, red, yellow, and orange polymorphic compound 5-
methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile; m,
fragility; TZ, transition zone; Tc, the critical point; vs, speed
of sound in the medium; Tg, glass transition temperature;
TZTrlx, transition zone theory of viscous relaxation
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