A MORAWETZ INEQUALITY FOR GRAVITY-CAPILLARY WATER
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ABSTRACT. This paper is devoted to the 2D gravity-capillary water waves equations
in their Hamiltonian formulation, addressing the general question of proving Morawetz
inequalities. We continue the analysis initiated in our previous work, where we have
established local energy decay estimates for gravity waves. Here we add surface tension
and prove a stronger estimate with a local regularity gain, akin to the smoothing effect
for dispersive equations. Our main result holds globally in time and holds for genuinely
nonlinear waves, since we are only assuming some very mild uniform Sobolev bounds for
the solutions. Furthermore, it is uniform both in the infinite depth limit and the zero
surface tension limit.
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1. INTRODUCTION

1.1. The water-wave equations. A classical topic in the mathematical theory of hy-
drodynamics concerns the propagation of water waves. The problem consists in studying
the evolution of the free surface separating air from an incompressible perfect fluid, to-
gether with the evolution of the velocity field inside the fluid domain. We assume that
the free surface X() is a graph and that the fluid domain €2(¢) has a flat bottom, so that

Q) ={(z,y) e RxR| —h <y <n(tz)},
Y(t)={(z,y) e RxR|y =n(t,x)},

where h is the depth and 7 is an unknown (called the free surface elevation). We assume
that the velocity field v: @ — R? is irrotational, so that v = V, ¢ for some potential
¢: 0 — R satisfying

Agyd =0 in

1
8t¢+§|vw,y¢|2+P+gy:0 in Q, (1.1)
Oyp=0 ony=—h,

where P: Q — R is the pressure, g > 0 is the acceleration of gravity, and A, , = 92 + 85.

Partial differentiations will often be denoted by suffixes so that ¢, = 0,¢ and ¢, = 9,¢.
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The water-wave problem is described by two equations that hold on the free surface:
firstly an equation describing the time evolution of X::

O = 1+ 103 bnly=n = &y(t, 2, n(t, ) = 12 (t, 2)0a (L, 2, (¢, 2)), (1.2)
and secondly an equation for the balance of forces at the free surface:
Ply—y = —rH(n), (1.3)

where £ is the coefficient of surface tension and H(n) is the curvature given by

H(n) =0, <\/1n—i7n2> : (1.4)

We begin by recalling the main features of the water wave problem.

e Hamiltonian system. Since ¢ is harmonic function with Neumann boundary
condition on the bottom, it is fully determined by its trace on Y. Set

w(ta $) = (b(ta €, n(ta SC))

Zakharov discovered that n and 1) are canonical variables. Namely, he gave the
following Hamiltonian formulation of the water-wave equations [62, 63], see also
[19]:

onp _o0H oY OH
o & ot n’

where H is the energy, which reads

1
H=d [opaosn [(VIFE- 1) dotg [[ Vool dutr 19
2 J R 2.J Jaw

The Hamiltonian is the sum of the gravitational potential energy, a surface energy
due to stretching of the surface and the kinetic energy. One can give more explicit

evolution equations by introducing the Dirichlet to Neumann operator associated
to the fluid domain €(¢), defined by

G(Tl)w =V 1+ 77;% ¢n|y:7, = (¢y - 7]2¢m)|y:n~

Then (see [40] and also [20]), with the above notations, the water-wave system

reads
om = G(n)yY (1.6)
O+ gn + N (n)y — kH(n) =0, '
where ,
1 1(G W
N = §¢§ - 5( (77)11/1++77727 V) : (1.7)

Of course the Hamiltonian is conserved along the flow. Another conservation law
that is essential in this paper is the conservation of the horizontal momentum,

M Z/Rmbxdx. (1.8)

From a Hamiltonian perspective, this can be seen as arising via Noether’s theorem
as the generator for the horizontal translations, which commute with the water

wave flow.
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e Scaling invariance. Another symmetry is given by the scaling invariance which

holds in the infinite depth case (that is when h = oco) when either g = 0 or k = 0.

If Kk =0 and ¢ and 7 are solutions of the gravity water waves equations (1.6),
then v, and 7, defined by

Oa(t, ) = X320 (VA AE), ot ) = A in(VAE ),

solve the same system of equations. The (homogeneous) Sobolev spaces invariant
by this scaling correspond to 7 in H3/2(R) and 1 in H*(R).

On the other hand if g = 0 and ¢ and 7 are solutions of the capillary water
waves equations (1.6), then v, and 7, defined by

Uat,z) = A 2p(A2E, Ax), At ) = A (A%t Ax),

solve the same system of equations. The (homogeneous) Sobolev spaces invariant
by this scaling correspond to 5 in H*/2(R) and v in H'(R).

e This is a quasi-linear system of nonlocal equations. As a result, even the
study of the Cauchy problem for smooth data is highly nontrivial. The literature
on this topic is extensive by now, starting with the works of Nalimov [47] and
Yosihara [61], who proved existence and uniqueness in Sobolev spaces under a
smallness assumption. Without a smallness assumptions on the data, the well-
posedness of the Cauchy problem was first proved by Wu [57, 58] without surface
tension and by Beyer-Giinther in [10] in the case with surface tension. Several
extensions of these results were obtained by various methods and many authors.
We begin by quoting recent results for gravity-capillary waves. For the local in
time Cauchy problem we refer to [1, 4, 7, 13, 17, 35, 39, 40, 45, 51, 53, 52, 54], see
also [33] and [28, 37, 56, 24] for global existence results for small enough initial
data which are localized, and [11, 26] for results about splash singularities for large
enough initial data. Let us recall that the Cauchy problem for the gravity-capillary
water-wave equations is locally well-posed in suitable function spaces which are
3/2-derivative more regular than the scaling invariance, e.g. when initially

1 5)
n e H"z(R), Y € H*(R), s> 5

Actually, some better results hold using Strichartz estimates (see [23, 22, 48]).

There are also many recent results for the equations without surface tension, and

we refer the reader to the papers [3, 2, 5, 12, 18, 21, 27, 29, 30, 31, 32, 36, 59, 60].
e Dispersive equation. Consider the linearized water-wave equations:

9y = G(0)¢ = D|tanh(h|D|)y,  (|D]|=+/—92)
O + gn — kdin = 0.

Then the dispersion relationship reads w? = k tanh(hk)(g+rk?), which shows that
water waves are dispersive waves. The dispersive properties have been studied for
many different problems, including the global in time existence results alluded
to before and also various problems about Strichartz estimates, local smoothing
effect, control theory or the study of solitary waves (see e.g. [3, 2, 4, 14, 22, 23,
34, 64, 65]).
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1.2. Morawetz estimates. Despite intensive researches on dispersive or Hamiltonian
equations, it is fair to say that many natural questions concerning the dynamics of water
waves are mostly open. Among these, we have initiated in our previous work [6] the study
of Morawetz estimates for water waves. In this paragraph, we introduce this problem
within the general framework of Hamiltonian equations.

Consider a Hamiltonian system of the form

o SH o oH ~
o "o ot sp H‘/edx’

where the density of energy e depends only on 7 and . This setting includes the water-
wave equations, the Klein-Gordon equation, the Schrodinger equation, the Korteveg-
de-Vries equation, etc. For the sake of simplicity, let us compare the following linear
equations:
e (GWW) the gravity water-wave equation d?u + |D,|u = 0;
o (CWW) the capillary water-wave equation d2u + | D,|> u = 0;
o (KG) the Klein-Gordon equation Ou + u = 0;
e (S) the Schrodinger equation i0,u + Au = 0.
All of them can be written in the above Hamiltonian form with
eaww =n* + (|Da| '),
1/2
eoww = (|Da|n)” + (1D 0)?,
exa = ((Do)'*n)? + (Do) 297,
es = (|Du|n)* + (ID:| ¥)*.
Here in the case of both gravity and capillary water waves one can think of u as simply
u=n.

For such Hamiltonian systems, one can deduce from the Noether’s theorem and symme-
tries of the equations some conserved quantities. For instance, the invariance by trans-
lation in time implies that the energy H is conserved, while the invariance by spatial
translation implies that the momentum M = [ 1y, dx is conserved. Then, a Morawetz
estimate is an estimate of the local energy in terms of a quantity which scales like the

momentum. More precisely, given a time 7" > 0 and a compactly supported function
X = x(z) > 0, one secks an estimate of the form

T
/0 / et ) dedt < CT) s, [0 sy 1) s

tel0,T

for some real number s chosen in a balanced way depending on the given equation. If
the constant C'(T") does not depend on time 7', then we say that the estimate is global in
time. The study of the latter estimates was introduced in Morawetz’s paper [46] in the
context of the nonlinear Klein-Gordon equation.

The study of Morawetz estimates is interesting for both linear and nonlinear equations.
We begin by discussing the linear phenomena. For the Klein-Gordon equation, the local
energy density exg measures the same regularity as the momentum density 7, so that
only the global in time estimate is interesting. The latter result expresses the fact that
the localized energy is globally integrable in time, and hence has been called a local energy
decay result. Morawetz estimates have also been proved for the Schrodinger equation.

Here the natural energy density es measures a higher regularity than the momentum
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density ni,; for this reason the result is meaningful even locally in time and the resulting
(local in time) Morawetz estimates have been originally called local smoothing estimates,
see [16, 55, 50]. The same phenomena appears also for the KdV equation. In fact, the
general study of Morawetz estimates has had a long history, which is too extensive to try
to describe here. For further recent references we refer the reader to [43] for the wave
equation, [42] for the Schrodinger equation, [49] for fractional dispersive equations. These
estimates are very robust and also hold for nonlinear problems, which make them useful
in the study of the Cauchy problem for nonlinear equations (see e.g. [15, 38, 50]).

We are now ready to discuss Morawetz estimates for water waves. One of our motiva-
tions to initiate their study in [6] is that this problem exhibits interesting new features.
Firstly, since the problem is nonlocal, it is already difficult to obtain a global in time
estimate for the linearized equations. The second and key observation is that, even if
the equation is quasilinear, one can prove such global in time estimates for the nonlinear
equations, assuming some very mild smallness assumption on the solution.

Given a compactly supported bump function y = x(x), we want to estimate the local
energy

T T n(t,x)
/ / x(x — 20)(gn* + kn?) dadt + / / / x(x — x0) |V$’ygb[2 dydxdt,
0 JR 0JrRJ-h

uniformly in time T" and space location xy, assuming only a uniform bound on the size of
the solutions. In our previous paper [6], we have studied this problem for gravity water
waves (that is for K = 0). There the momentum is not controlled by the Hamiltonian
energy, and as a result we have the opposite phenomena to local smoothing, namely a
loss of 1/4 derivative in the local energy. This brings substantial difficulties in the low
frequency analysis, in particular in order to prove a global in time estimate. In addition,
we also took into account the effect of the bottom, which generates an extra difficulty in
the analysis of the low frequency component.

In this article we assume that x > 0 so that one can both study gravity water waves
and gravity-capillary water waves (for £ > 0). Furthermore, we seek to prove Morawetz
estimates uniformly with respect to surface tension x as k — 0, and also uniformly with
respect to the depth h as h — oo. In this context we will impose a smallness condition
on the Bond number.

1.3. Function spaces. As explained above, the goal of the present paper is to be able
to take into account surface tension effects i.e. the high frequency local smoothing, while
still allowing for the presence of a bottom which yields substantial difficulties at low
frequencies. In addition, one key point is that our main result holds provided that some
mild Sobolev norms of the solutions remain small enough uniformly in time. Here we
introduce the functional setting which will allow us to do so.

Precisely, in this subsection we introduce three spaces: a space E° associated to the
energy, a space F i associated to the momentum, and a uniform in time control norm
||| x~ Which respects the scaling invariance.

The above energy H (Hamiltonian) corresponds to the energy space for (n, ),

B = (g LAR) N HH(R)) % b (R),



1
with the depth dependent H; (R) space defined as
HZ(R) = H}(R) + h T H'(R).
We already observe in here the two interesting frequency thresholds in this problem,
namely h~!, determined by the depth, and \/g/k, determined by the balance between

gravity and capillarity. The dimensionless connection between these two scales is de-

scribed by the Bond number,
K

A key assumption in the present work is that

B« 1.

This is further discussed in the comments following our main result.
1
Similarly, in order to measure the momentum, we use the space E1, which is the
h-adapted linear H %—type norm for (n,1) (which corresponds to the momentum),

1 3 .3 .1
Bt = (g—iH,j (R) N kT H (R)) X (g%H,;l (R) + ki ;] (R)), (1.9)
with
HyR) = RN IIAR),  H(R) = HP(R) + b H\(R),
so that in particular we have

IMI S (10, 4)

We remark that there is some freedom here in choosing the space %; the one above is not
as in the previous paper [6], adapted to gravity waves, but is instead changed above the
frequency threshold Ay = \/g/_/-@ and adapted to capillary waves instead at high frequency.

For our uniform a-priori bounds for the solutions, we begin by recalling the set-up in
6] for the pure gravity waves. There we were able to use a scale invariant norm, which
corresponds to the following Sobolev bounds:

It

NEH[R), Vol € gHHIR) NRFLA(R).
Based on this, we have introduced the homogeneous norm X, defined by
Xo = LH? x g $L*H],
and used it to define the uniform control norm X by

1, ) lx = P2 (0, VO, + D 1P (0, 9) | xo-
A>h—1
Here we use a standard Littlewood-Paley decomposition' beginning at frequency 1/h,
1=Pasu+ » P
1/h<A€2%

The uniform control norm we use in this paper, denoted by X*, matches the above sce-
nario at low frequency, but requires some strengthening at high frequency. The threshold

frequency in this context is
A0 =V g/ﬁ > 17

Sce e.g. [41] and [8].



and describes the transition from gravity to capillary waves. Then we will complement
the X bound with a stronger bound for 7 in the higher frequency range, setting

1
Xp = () Lem
K

One can verify that this matches the first component of X exactly at frequency Ag. Then
our uniform control norm X* will be

1, )l = 1, V)l x + [l x, -

Based on the expression (1.5) for the energy, we introduce the following notations for
the local energy. Fix an arbitrary compactly supported nonnegative function y. Then,
the local energy centered around a point xg is

T T
0 6) e, =9 [ [ o= oy dade 4 [ [ st = o) dod
0 R 0 R

T n(t,x) )
- / / / X( = 20) [Vayo|” dydadt.
0 RJ—h

It is also of interest to take the supremum over z,

1, )L = sup [1(n, ) Ly, - (1.10)

zo€ER

1.4. The main result. Our main Morawetz estimate for gravity-capillary water waves
is as follows:

Theorem 1.1 (Local energy decay for gravity-capillary waves). Let s > 5/2. There exist
positive constants €y and Cy such that the following result holds. For all T € (0,+00),
all h € [1,+00), all g € (0,+00), all k € (0,+00) with’ Kk <K g and all solutions (n,v) €
C°([0,T]; H*(R) x H*(R)) of the water-wave system (1.6) satisfying

1)l < €0 (1.11)
the following estimate holds

1, s < Colll O )OIy + 1, )T ) (1.12)

We continue with several remarks concerning the choices of parameters/norms in the
theorem.

Remark 1.2 (Uniformity). One key feature of our result is that it is global in time
(uniform in 7") and uniform in A > 1 and x < g. In particular our estimate is uniform
in the infinite depth limit and the zero surface tension limit.

Remark 1.3 (Time scaling). Another feature of our result is that the statement of
Theorem 1.1 is invariant with respect to the following scaling law (time associated scaling)

(n(t,2),¥(t, x)) = (n(A, 2), (AL, )
(9,5, h) = (N°g, A, h).
This implies that the value of g and k separately are not important but their ratio is.

By scaling one could simply set ¢ = 1 in all the proofs. We do not do that in order to
improve the readability of the article.
2This should be interpreted as k < cg for a small universal constant ¢, which in particular does not

depend on T and h
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Remark 1.4 (Window size). Here by window size we mean the size of the support of
the bump function y in the definition of the local energies; this is taken to be of size 1 in
our main result. Once we have the local energy decay bounds for a unit window size, we
also trivially have them for any higher window size R > 1, with a constant of R on the
right in the estimate.

Remark 1.5 (Spatial scaling). One can also rescale the spatial coordinates + — Az, and
correspondingly

(n(t, ), (1) = (ANt ), A2 A (1, Ax))
(g,k,h, R) — (9, A\=2k, \""h, \"'R).
Then combining this with respect to the previous remark, we can restate our hypothesis

k/g < 1 < h? as a constraint on the Bond number, B < 1, together with a window size
restriction as k/g < R* < h2.

Remark 1.6. As already explained, the uniform control norms in (1.11) are below the
current local well-posedness threshold for this problem, and are instead closer to one
might view as the critical, scale invariant norms for this problem. The dependence on h
is natural as spatial scaling will also alter the depth A. In the infinite depth limit one
recovers exactly the homogeneous Sobolev norms at low frequency. We also note that,
by Sobolev embeddings, our smallness assumption guarantees that

‘77’ 5 €0h, |77I’ 5 €o-

Our previous work [6] on gravity waves followed the same principles as in Morawetz’s
original paper ([46]), proving the results using the multiplier method, based on the mo-
mentum conservation law. One difficulty we encountered there was due to the nonlocality
of the problem, which made it far from obvious what is the “correct” momentum density.
Our solution in [6] was to work in parallel with two distinct momentum densities.

Some of the difficulties in [6] were connected to low frequencies, due both to the fact
that the equations are nonlocal, and that they have quadratic nonlinearities. A key to
defeating these difficulties was to shift some of the analysis from Eulerian coordinates
and the holomorphic coordinates; this is because the latter provide a better setting to
understand the fine bilinear and multilinear structure of the equations.

Here we are able to reuse the low frequency part of the analysis from [6]. On the other
hand, we instead encounter additional high frequency issues arising from the surface
tension contributions. As it turns out, these are also best dealt with in the set-up of
holomorphic coordinates.

1.5. Plan of the paper. The key idea in our proof of the Morawetz estimate is to think
of the energy as the flux for the momentum. Unfortunately this is not as simple as it
sounds, as the momentum density is not a uniquely defined object, and the “obvious”
choice does not yield the full energy as its flux, not even at leading order. To address this
matter, in the next section, we review density flux pairs for the momentum. The standard
density 11, implicit in (1.8) only allows one to control the local potential energy, while
for the local kinetic energy we introduce an alternate density and the associated flux.
The two density-flux relations for the momentum are exploited in Section 3. There the
proof of the Morawetz inequality is reduced to three main technical lemmas. However,
proving these lemmas in the standard Eulerian setting seems nearly impossible; instead,

our strategy is to first switch to holomorphic coordinates.
8



We proceed as follows. In Section 4 we review the holomorphic (conformal) coordinates
and relate the two sets of variables between Eulerian and holomorphic formulation. In
particular we show that the fixed energy type norms in the paper admit equivalent for-
mulations in the two settings. In this we largely follow [31], [30] and [6], though several
new results are also needed. In Section 5 we discuss the correspondence between the local
energy norms in the two settings, as well as several other related matters.

The aim of the last section of the paper is to prove the three key main technical lemmas.
This is done in two steps. First we obtain an equivalent formulation in the holomorphic
setting, and then we use multilinear analysis methods to prove the desired estimates.
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grant ANR-18-CE40-0027 of the French National Research Agency (ANR). The second
author was partially was supported by a Luce Assistant Professorship, by the Sloan Foun-
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supported by the NSF grant DMS-1800294 as well as by a Simons Investigator grant from
the Simons Foundation.
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2. CONSERVATION OF MOMENTUM AND LOCAL CONSERVATION LAWS

A classical result is that the momentum, which is the following quantity,
n(t,z)
RJ-h

%M—O

This comes from the invariance with respect to horizontal translation (see Benjamin and
Olver [9] for a systematic study of the symmetries of the water-wave equations). We
exploit later the conservation of the momentum through the use of density/flux pairs
(1,S). By definition, these are pairs such that

AA:/fm, (2.1)
and such that one has the conservation law

0,1 + 0,8 = 0. (2.2)

is a conserved quantity:

One can use these pairs by means of the multiplier method of Morawetz. Consider a
function m = m(x) which is positive and increasing. Multiplying the identity (2.2) by
m = m(x) and integrating over [0, 7] x R then yields (integrating by parts)

// S(t,x)m, dedt = /m I(T,x dx—/m dx.
[0, TR

The key point is that, since the slope m, is nonnegative, the later identity is favorable
provided that S is non-negative.

There are three pairs (,.S) that play a role in our work. These pairs have already been
discussed in [6, §2|. Here we keep the same densities; however, the associated fluxes will

acquire an extra term due to the surface tension term in the equations.
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Lemma 2.1. The expression

77(75733)
L(t,) = / bult, 7,9) dy,

—h
1s a density for the momentum, with associated density fluzx

n(t,x) 5 g 5 1 1 [nt) ) )
ta)i=— dy -2 - —— | +5 — ) dy.
Sl( 71:) /h tgb Y 277 t kK m + 2 /h (¢m ¢y) Y

Proof. With minor changes this repeats the computation in [6]. Given a function f =
f(t,z,y), we use the notation f to denote the function

f(tv ZU) = f(ta T, n(tv SU))
Then we have

n o n
oLy = 0, / body = (Om) s + / Drhy dy.
—h —h

It follows from the kinematic equation for 1 and the Bernoulli equation for ¢ that

~ — n 1 )
az‘,Il = (¢y - nm¢z>¢x - /_h am (5 ’Vx,y(b‘ + P) dya

SO
n

~~ 1 ~ 1 ~ 1
at[1 = ¢y¢x + 5%@3 - 5%% + 77:1:P - ax/ <§ ’vx,y¢|2 + P) dy
—h

Using again the Bernoulli equation and using the equation for the pressure at the free
surface, we find that

N

~~ 1 ~ 1 —2 » g
atll - ¢y¢x + §7Im¢§ - 5%% - ’W]:vam (n—> + aa: /h (at¢ + gy) dy‘

Since

— KNy Oy (L> = ﬁ@x; = KO, <; - 1) :
V1+n? V1+n? V1+n?
and since 9, [, gy dy = 0,(gn*/2), to complete the proof, it is sufficient to verify that
- - N n
This in turn follows from the fact that

7 7 n —
[ @ tntmady = [ (0s0y+ 6.0ty = [ 0,(6.0,)dy = 26,
—h —h —h
where we used ¢, = —¢,, and the solid wall boundary condition ¢,(t,z, —h) =0. O
The above density-flux pair will not be directly useful because it has a linear component
in it. However, we will use it as a springboard for the next two density-flux pairs.

Lemma 2.2. The expression
I2(t7 I‘) - n(ta x)wr(tu l’)
s a density for the momentum, with associated density flux

g 1 1/Ti(t,x) ) )
So(t,z) =—nhy ="+ K|l - —/—m= | + = o —¢,) dy.
5(t, ) N 5"l ( T n%) 2/, (03 — ¢y) dy

10



Proof. The proof is identical to the one of Lemma 2.3 in [6]. O

To define the third pair we recall from [6] two auxiliary functions defined inside the
fluid domain. Firstly we introduce the stream function ¢, which is the harmonic conjugate

of ¢:
Qm:_¢y7 iIl _h<y<lr](t7x)7
qy = bz, in —h<y<n(tzx), (2.3)
q(t,x,—h) =0.

We also introduce the harmonic extension 6 of n with Dirichlet boundary condition on

the bottom:
A, ,0=0 in —h<y<ntz),

9(@%”@@) - n(tvx)v (24)
O(t,x,—h) = 0.

Now the following lemma contains the key density/flux pair for the momentum.

Lemma 2.3. The expression
U
I(t,x) = / Vo(t,z,y) - Va(t, z,y) dy
—h

1 a density for the momentum, with associated density flux

g, n(t,x) 1 n(tz) ) )
Salt, ) = —2 —/ O, dpdy+r |1 — ——— +/ (— 2 @240 )d.
3( ) 277 o y¢t ) m o 2 (¢ ¢y) t¢y Yy
Proof. The proof is identical to the one of Lemma 2.4 in [6]. O

In our analysis we will not only need the evolution equations restricted to the free
boundary, but also the evolution of # and ¢ within the fluid domain. To describe that,
we introduce the operators Hp and Hpy, which act on functions on the free surface
{y = n(t,z)} and produce their harmonic extension inside the fluid domain with zero
Dirichlet, respectively Neumann boundary condition® on the bottom {y = —h}. With
these notations, we have

0=Hp(n),  ¢=Hx().

Recall that, given a function f = f(t,x,y), we set f(t,x) := f(t,z,n(t, x)).

Lemma 2.4. The function ¢, is harmonic within the fluid domain, with Neumann bound-
ary condition on the bottom, and satisfies

00 = —gHy(n) = Hy (V0P ) + kHy (0. (n./ T+ 7). (2.5

The function 0, is harmonic within the fluid domain, with Dirichlet boundary condition
on the bottom, and satisfies

0, =6, — Hp (vﬁgb) . (2.6)

Proof. The equation for ¢ follows directly from the Bernoulli equation. The equation for
6 is as in [6, Lemma 2.5]. O

3These two operators coicide in the infinite depth setting.
11



3. LOCAL ENERGY DECAY FOR GRAVITY-CAPILLARY WAVES

In this section we prove our main result in Theorem 1.1, modulo three results (see
Lemmas 3.1, 3.4, 3.5), whose proofs are in turn relegated to the last section of the paper.
We begin with a computation similar to [6]. We use the density-flux pairs (I, S2) and
(I3, S3) introduced in the previous section. Given o € (0,1) to be chosen later on, we set

7 (t) = /Rm(x)(alg(x, t)+ (1 —o0)l3(x,t)) de.

Here the function m is chosen so that m, is a smooth non-negative bump function
supported around zy = 0 and with integral one; it will be used to bound the local energy
around xy = 0. This suffices due to the translation invariance.

Since 0¢1; + 0,5; = 0, by integrating by parts, we have

O I (t) = /Rmx<0'82(x,t) + (1 —0)S;3(z,t)) dx.

Consequently, to prove Theorem 1.1, it is sufficient to establish the following estimates:

(i): Fixed time bounds,

<

/]Rm<x)[2d95 N ”an*%H%mM%H}%wa”g%H;%Jm%H;%’ (3.1)
Iydz| < : 2

/Rm(x) 34T 3 ||77||g,21£H}:1fM,21IH};%||¢z||g%H;%I+K21IH;% (3.2)

(ii): Time integrated bound; the goal is to prove that there exist o € (0,1) and
¢ < 1 such that

/0 /Rmz(USz(t) + (1= 0)S5(t)) dadt 2 [|(n, V) lLgy — cll (. )[ge,  (3:3)

where the local norms are as defined in (1.10).

We now successively discuss the two sets of bounds above.

(i) The fixed time bounds (3.1)-(3.2). These are similar to [6], except that in this
case, one needs to take into account the threshold frequency Ay = /g/k > 1. Since
I, = n),, by a duality argument, to prove the bound in (3.1) it suffices to show that
g S Il Y (3.4)

1 1 1 1
1 - - 1 - 1
Nk ZIH,L g ZHh Nk~ 4H

m
Il s, h

1 3

The H,! bound was already proved in [6, (4.9)], so it remains to establish the H,' bound,
which is stronger only at frequencies A > \y. For this we use a paradifferential decompo-
sition of the product mn (see Métivier’s book [44] for precise definitions):

mn = Ty + Tym + 11(m, n),

and estimate each term separately. Here T),n represents the multiplication between the
low frequencies of m and the high frequencies of 7, and I1(m, n) is the high-high interaction

operator.
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We begin with the first term and note that since we are estimating the high frequencies
in n, we do not have to deal with the \q frequency threshold.

3 3 3
ITwnll? g S > A2 lImaxmlize S - Azllmanlliolmalize S Imllze D A [l
A A A

S mllzelinl ;2

For the second term, as discussed above, we only need to bound (3.4) only at frequencies
A > )\o. For this we rewrite T;,m

Iym = Z UEINUGY
A

and then, due to the fact that we are not adding all frequencies (only the ones above ),
we get

ITmll s < Incxmall? s
Ao<A

and for each term we estimate using Plancherel and Bernstein’s inequalities

3
D llnaamally g S > Az neamallz:
Ao<A Ao<A

<N A Inaallallmal 2
Ao<A

3 3
< S Al A a2

Ao<A

< SNl el

Ao<A

The summation over A is trivial. Finally, the bound for the final term is obtained in a
similar fashion.

To obtain the second bound in (3.2), we begin by transforming I5. Firstly, by definition
of I3 and ¢, we have

[mtas= [[ 00— 0.0,) dyi = I | m@,(06) = 9.(66,)) dy

Now we have
// maoy(0¢,) dydx = /m(é’gbwﬂy77 dx.
Q) R

On the other hand, integrating by parts in z, we get

//Q(t) m0y(0¢y) dyde = — //Q(t) my0¢, dydx — /R”xm(%y)\yzn de.

Consequently,

/ mlsdr = / m(0¢, + 1:00,)|y=n dz + // my0¢, dydx.
R R Q)

Now, by definition of § one has 6|,—, = 7. Since ¢, = —¢, and since (¢ + 10y )|ly=n = Vs,

we end up with
/mfg dz = /m[2 dz — // ma0q, dydx.
R R Q(t)
13



It remains to estimate the second part. This is a more delicate bound, which requires
the use of holomorphic coordinates and is postponed for the last section of the paper.
We state the desired bound as follows:

Lemma 3.1. The following fized estimate holds:

‘/ ma0q, dydx| < (3.5)

<
”an*%H;m*%fﬂwaH by L bar 3.

(ii) The time integrated bound (3.3). We take o < 1/2, but close to 1/2. Using
the expressions in Lemmas 2.2, 2.3 as well as the second equation in (1.6) and the
relations (2.5) and (2.6) we write the integral in (3.3) as a combination of two leading
order terms plus error terms

T
/ / my(052(t) + (1 —0)S3(t)) dedt = LEy + gLE, + kLEY + Erry + gErry — Errs,

where', with H(n) defined by (1.4),

LE, =~ // malo (62 — 62) + (1 — o) [Vo[?] dudydt

LE, / ( /mw dz— (1— o) // ma0,(6 — Hy (1 ))dxdy)dt
LE, = /OT(/R my (1 - %77% - mﬁ(n)) dx — (1 - 0)/Q(t)mx9yHN(H(n))dydx> dt,

and finally
T
Erry ::a/ /mxn/\/’(n)@b dxdt,
0o Jr

1—0o [T —
Erry = ma0,Hn(|Vo|*) dedydt,
0 Q)
1—o [T —
Errs = My Hp(VOV ¢) dudydt.
0 Q)

The terms which do not involve the surface tension have already been estimated in [6].
We recall the outcome here:

Proposition 3.2 ([6]). The following estimates hold:
(i) Positivity estimates:

LEy + LE; 2 ||, ¥)Lg; — cll 0, ) [ e (3.6)

(ii) Error bounds:
|Err| + |Erre| S eo(LE, + LEy). (3.7)

(i1i) Normal form correction in holomorphic coordinates:

h

Brra| S 0 (LEw + LBy + [n(O)] 3y :(0)], -y + ||n<T>||Hi||wx<T>||H_i) . (68)

4 Here for the last term in LE, we also use [ 0,0dy = %
14



We recall that the bound for Errs is more complex because, rather than estimating it
directly, in [6] we use a normal form correction to deal with the bulk of Errs, and estimate
directly only the ensuing remainder terms. Fortunately the normal form correction only
uses the n equation, and thus does not involve at all the surface tension.

Thus, in what follows our remaining task is to estimate the contribution of LE}, which
we describe in the following

Proposition 3.3. The following estimate holds:
LE; 2 /mxnxdx — e LE". (3.9)

For the rest of the section we consider the main steps in the proof of the above propo-
sition. We split the first integral in LE) in two, separating the H (n) term, and consider
the three terms in LE} separately. For the first one there is nothing to do. For the
remaining two we recall that

_ T
H(n) =0, (M)

The second term is easier. Integrating by parts we obtain

1 N
T - _'_ xx~ S
/ /m <~/1+nx \/1+n%> Vi

The first term gives the positive contribution

/ /mdexdt cr ;U’

while the second is lower order and can be controlled by Cauchy-Schwarz using the gravity
part of the local energy, provided that x < g. This condition is invariant with respect
to pure time scaling, but not with respect to space-time scaling. This implies that even
if this condition is not satisfied, we still have local energy decay but with a window size
larger than 1 (depending on the ratio x/g), provided that h?g > k.

Here we emphasize that while the local energy measured in (3.9) is centered around
x = 0, the local energy on the right is taken as the supremum over all centers zy € R, see
(1.10). Because of this, in the previous argument we do not need to directly control m,,
by m, (which would be impossible), but rather by finitely many translates of m,, as in

|k[<10

dxdt.

The more difficult term is the last one, involving Hy(H (7)), namely

T
- / / ma0,Hy(H (1)) dydzdt.
0 Q1)

The difficulty here is that, even though H(n) is an exact derivative as a function of x,
this property is lost when taking its harmonic extension since the domain itself is not flat.
Thus in any natural expansion of Hy(H (7)) (e.g. in holomorphic coordinates where this
is easier to see) there are quadratic (and also higher order) terms where no cancellation
occurs in the high x high — low terms, making it impossible to factor out one derivative.

One can think of I as consisting of a leading order quadratic part in 7 plus higher

order terms. We expect the higher order terms to be perturbative because of our smallness
15



condition, but not the quadratic term. Because of this, it will help to identify precisely
the quadratic term. On the top we have, neglecting the quadratic and higher order terms,

H(n) = Ny = Oy,

so one might think of replacing H(n) with 6,, modulo cubic and higher order terms. This
is not entirely correct since 6, satisfies a Dirichlet boundary condition on the bottom,
and not the Neumann boundary condition which we need. Nevertheless, we will still make
this substitution, and pay the price of switching the boundary conditions. Precisely, we
write

Hy(H(n)) = Ope + (HN(02z) — O2z) + Hy(H (1) — 0u2) (3.10)
and estimate separately the contribution of each term.

The contribution I} of the first term in (3.10) to I* is easily described using the relation
easx = _eyz,n

T
I7 = / / M0y 0y, dydrdt
0 Q(t)

1 [T 1 /T
-1 / / Mot Aot — / / 02y dad (3.11)
0 R 0 R

1 1
= —IF r

9 1ltop 5 1,bottom

Here the main term I7,,,
has to be estimated.
In addition, it remains to estimate the integrals

T
Ir—— / / 120y (Hy (0zz) — Or) dydadt,
0 Q)

has the right sign, but the remaining expression If; .., still

and .
= / / a0, Hoy (H (1) — 62) dydardt.
0 Q)

For these three remaining integrals we will prove the following lemmas:
Lemma 3.4. The integrals IT ., and I3 are estimated by
| Fbottom| + 1151 S 12 0l|7 o (3.12)
respectively

Lemma 3.5. The expression 1§ is estimated by
K 9
17515 e(Inelin + 2l o). (3.13)

Given the relation (3.11) and the last two lemmas, the desired result in Proposition 3.3
follows.

Unfortunately, proving these lemmas in the standard Eulerian setting seems to be a
very difficult task, as it requires delicate estimates in depth, which are hard to establish
when solving the Laplace equation within a moving domain. To address this difficulty,
our strategy will be to first switch to holomorphic coordinates. In the next two sections
we recall how the transition to holomorphic coordinates works, following [31], [33], [30]

and [6]. Finally, in the last section of the paper we prove Lemmas 3.4, 3.5.
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4. HOLOMORPHIC COORDINATES

4.1. Harmonic functions in the canonical domain. We begin by discussing two
classes of harmonic functions in the horizontal strip S = R x (—h,0).

Given a function f = f(«) defined on the top, consider its harmonic extension with
homogeneous Neumann boundary condition on the bottom,

Au =0 in §
u(a,0) = f (4.1)
Osu(a, —h) = 0.
It can be written in the form
ula,8) = Pu(8. D)f(a) i= 5 [ ol MF©) < de, (12
where py is a Fourier multiplier with symbol
s = S 4100
We will make use of the Dirichlet to Neumann map Dy, defined by
D f = 9guf(-,0),
as well as the Tilbert transform, defined by
Tnf(a) = —i 13{51 e cosech <27T—h(a — o/)> f(a)do'. (4.3)

Then the Tilbert transform is the Fourier multiplier
Tn = —itanh(hD).

Notice that it takes real-valued functions to real-valued functions.

The inverse Tilbert transform is denoted by 77;1; a priori this is defined modulo
constants. It can be seen for instance as an operator from L? to L2 + H, or even from
temperate distributions to temperate distributions modulo constants.

It follows that the Dirichlet to Neumann map can be written under the form

DNf = ﬁtaaf'

We now consider a similar problem with the homogeneous Dirichlet boundary condition
on the bottom
Av =0 in S

v(a,0) =g (4.4)
v(a, —h) = 0.
Then
1 R )
v(aB) = Po(B. D)g(a) == 5 [ o€, Ha(€)e ds.
where
po(é. ) = L E D,

17



The Dirichlet to Neumann map Dp for this problem is given by
dsv(a,0) = Dpg = — T, *0ag.

The solution to (4.1) is related to the one of (4.4) by means of harmonic conjugates.
Namely, given a real-valued solution u to (4.1), we consider its harmonic conjugate v,
i.e., satisfying the Cauchy-Riemann equations

Uy = —U,g
Up = Vg
Ogu(a, —h) = 0.

Then v is a solution to (4.4) provided that the Dirichlet data g for v on the top is
determined by the Dirichlet data f for v on the top via the relation

g=-Thf.

Conversely, given v, there is a corresponding harmonic conjugate u (which is uniquely
determined modulo real constants). Here u and v can be thought of as smooth functions
within the strip S, whose traces on the top belong to the class of temperate distributions.
Within the context of this paper, one can simply take g € L? and f € L? + H,{

4.2. Holomorphic functions in the canonical domain. Here we consider the real
algebra of holomorphic functions w in the canonical domain S := {a+if : a € R, —h <
f < 0}, which are real on the bottom {R — ¢h}. Notice that such functions are uniquely
determined by their values on the top {5 = 0}, and can be expressed as

w = u+ 1,

where u and v are harmonic conjugate functions satisfying the equations (4.1), respec-
tively (4.4).

Hereafter, by definition, we will call functions on the real line holomorphic if they are
the restriction on the real line of holomorphic functions in the canonical domain S which
are real on the bottom {R —ih}. Put another way, they are functions w: R — C so that
there is an holomorphic function, still denoted by w: S — C, which satisfies

Imw=—-T,Rew

on the top. The complex conjugates of holomorphic functions are called antiholomorphic.

4.3. Holomorphic coordinates and water waves. Recall that Q(t) denotes the fluid
domain at a given time ¢ > 0, in Eulerian coordinates. In this section we recall follow-
ing [31, 33] (see also [25, 30]) how to rewrite the water-wave problem in holomorphic
coordinates.

We introduce holomorphic coordinates z = a 4 ¢, thanks to conformal maps

7Z: S — Qt),

which associate the top to the top, and the bottom to the bottom. Such a conformal
transformation exists by the Riemann mapping theorem. Notice that these maps are
uniquely defined up to horizontal translations in S and that, restricted to the real axis,
this provides a parametrization for the water surface I'.
We set
W :=7—-aq,
18



so that W = 0 if the fluid surface is flat i.e., n = 0. Because of the boundary condition
on the bottom of the fluid domain the function W is holomorphic when o € R.

Moving to the velocity potential ¢, we consider its harmonic conjugate ¢ and then the
function @) := ¢ + iq, taken in holomorphic coordinates, is the holomorphic counterpart
of ¢. Here ¢ is exactly the stream function, see [6].

With this notations, the water-wave problem can be recast as an evolution system for
(W, Q), within the space of holomorphic functions defined on the surface (again, we refer
the reader to [31, 33, 25, 30] for the details of the computations). Here we recall the
equations:

Wi+ F(1+W,) =0

1Qul?] | Waa W (4.5)
FQ, — ¢Th|W]+P P - | =0,
Qo+ FQu—gTul W]+ h[ VN R T S A S CTE RS
where _
J=1+W,]> F=P, {@}

Here Py, represents the orthogonal projection on the space of holomorphic functions with
respect with the inner product in the Hilbert space $);, introduced in [30]. This has the
form

(u,v)g, = /(ﬁReu-’ﬁlReijImu-Imv) dov,

and coincides with the L? inner product in the infinite depth case. Written in terms of
the real and imaginary parts of u, the projection P, takes the form

Py — % [(1— iTy) Rew + i(1 +iT;") Im] . (4.6)

Since all the functions in the system (4.5) are holomorphic, it follows that these relations
also hold in the full strip S for the holomorphic extensions of each term.

We also remark that in the finite depth case there is an additional gauge freedom in
the above form of the equations, in that Re F' is a-priori only uniquely determined up
to constants. This corresponds to the similar degree of freedom in the choice of the
conformal coordinates, and will be discussed in the last subsection.

A very useful function in the holomorphic setting is

Q.
1+W,’
which represents the “good variable” in this setting, and corresponds to the Eulerian
function

R = ¢, —i¢,.
We also remark that the function € introduced in the previous section is described in
holomorphic coordinates by

0 =ImW.
Also related to W, we will use the auxiliary holomorphic function
Wa
Y = )
14+ W,
Another important auxiliary function here is the advection velocity
b= ReF,

19



which represents the velocity of the particles on the fluid surface in the holomorphic
setting.

It is also interesting to provide the form of the conservation laws in holomorphic coor-
dinates. We begin with the energy (Hamiltonian), which has the form

U = /g| Im W[(1 4+ Re W,) + k(+/1+ 2Re Wy + [W,|2 — 1) dov — }1<Q,721[Qa]>m-

One should compare this with (1.5); the two formulas are related via a change of variable.
See also a similar computation in the Appendix of [31]. The momentum on the other has
the form

1
M = §<W,7;L_1Qa>;,h = / ToReW -ReQ,do = / ImW - Re @, do.
R R
and does not depend on &, see (1.8).

4.4. Uniform bounds for the conformal map. In order to freely switch computa-
tions between the Fulerian and holomorphic setting it is very useful to verify that our
Eulerian uniform smallness assumption for the functions (7, Vé|,—,) also has an identical
interpretation in the holomorphic setting for the functions (Im W, R). Our main result is
as follows:

Theorem 4.1. Assume that the smallness condition (1.11) holds. Then we have
| W, B)lxe S eo. (4.7)

This result is in effect an equivalence between the two bounds. We state and prove
only this half because that is all that is needed here.

Proof. The similar result for the X space corresponding to pure gravity waves was proved
in [6], so we only need to add the X; component of the X* norm. We first recall some of
the set-up in [6], and then return to Xj.
The X norm is described in [6] using the language of frequency envelopes. We define
a frequency envelope for (n, Vé,—,) in X to be any positive sequence
{C)\ : h_l < \NE QZ}
with the following two properties:

(1) Dyadic bound from above,
[1PA(1, V=)l xo < ex.

e G) 0

Here 6 < 1 is a small universal constant. Among all such frequency envelopes there
exists a minimal frequency envelope. In particular, this envelope has the property that

1(m, v¢\y:n)||X ~ |lefle

(2) Slowly varying,

We set the notations as follows:

Definition 4.2. By {c\} >1/n we denote the minimal frequency envelope for (n,Vo|y—y)

in Xo. We call {c\} the control frequency envelope.
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Since in solving the Laplace equation on the strip, solutions at depth § are localized
at frequencies < A\ where A &~ ||~} we will also use the notation

cg=cr A= |B7h

This determines ¢z up to an 14 O(e) constant, which suffices for our purposes.

Using these notations, in [6] we were able to prove a stronger version of the above the-
orem for the X norm, and show that one can transfer the control envelope for (1, Vé,—,)
to their counterpart (Im W, R) in the holomorphic coordinates.

Proposition 4.3. Assume the smallness condition (1.11), and let {c)} be the control
envelope as above. Then we have

|Py(Im W, R)||x, < ca. (4.8)

Y

As noted in [6], as a consequence of this proposition we can further extend the range
of the frequency envelope estimates:
Remark 4.4. The X control envelope {c,} is also a frequency envelope for
o (ImW,R) in X,.
1
o W, in H? and L*.
1
e Yin H}.
We remark that this in particular implies, by Bernstein’s inequality, the pointwise
bound
[Wallze < €o. (4.9)

This in turn implies that the Jacobian matrix for the change of coordinates stays close
to the identity.

We now turn our attention to the X; component of the X* norm. From the X;
component of the bound (1.11), we have the additional information that

1
g\ s
Inellz S o (27 (4.10)
and we need to show that )
Waallzz < €0 (g)4 : (4.11)
K

Using the relations n = ImW and z = o + Re W on the top, we use the chain rule to
compute for functions on the top

1
K A
Therefore,
Nez = ! Oa ( L Im Wa)
1+ ReW, 14+ ReW, ’
which implies that
1
1222 = {|Oa (m ImWa) L

Thus we have

1
.
T Weallz2 S 1eall 22+ [Wall [ Waallze S e0 (£) + coll Waall 2
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On the other hand, the real and imaginary parts of W,, have the same regularity at
frequency > h~!; more precisely, we have Im W = T, Re W, so we can estimate

| Re Waallzs S Il m Waallzz + 574 [ Tm Wollz S [/ Tm Weallz2 + h~Heo,

where the L? bound for Im W, comes from the X norm. Combining the last two bounds

we get
1
Woaallze S €0 ((9) Tt hé) .
K

Then (4.11) follows from the relation h?g 2 r, which says that the Bond number stays
bounded. g

4.5. Fixed time bounds at the level of the momentum. Our objective here is to
relate the Eulerian norms of (1,) at the momentum level in E1 (see (1.9)) to their
counterpart in the holomorphic setting for (W, R). Precisely, we have:

Lemma 4.5. Assume that the condition (1.11) holds. Then we have the estimate

|(Tm W, 07" Tm R) || = [|(n, v (4.12)

M-

Proof. Recalling that n = Im W, for the first part of the equivalence we are bounding the
same function but in different coordinates. As the change of coordinates is bi-Lipschitz,
the L? and H! norms are equivalent, and, by interpolation, all intermediate norms.

For the second part of the equivalence we use the relation ¢y = Re (). By the same
reasoning as above, we can switch coordinates to get

1l ~|[[Re@]l ,

where the first norm is relatlve to the the Eulerian coordinate x and the second norm
is relative to the the holomorphic coordinate «. It remains to relate the latter to the
corresponding norm of 9~ R. Differentiating, we need to show that

I@all » 3 gy = NIy -3

(R)+x1H, 4(R)+nzer;%(JR)'

R)+x ZHZ(R) ZHZ (R)++ ZIHZ(]R)

But here we can use the relatlon

Qo = R(14+W,)
along with the multiplicative bound
< T 4.1
Ryt S g+ GO IRy oy (433)

applied with f = W, and then in the other direction with f = Y. Here the uniform
Besov norm bound for W, comes from the X component of X*; this also carries over to
Y by Moser estimates.
[t remains to prove (4.13). By duality we rephrase this as
1
ISRy S (||f||32%’1 + (5/9) 1 all2) By

13 T (4.14)
4HZ (R)N&™1H (R) L(R)NKTTHE (R)

which we approach in the same way as in the earlier proof of (3.4). In the paraproduct
decomposition the terms Ty R and II( f, R) are easy to estimate, using only the L> bound
for f. The term Txrf is more interesting. At fixed frequency A\ we estimate in L? the
product

IaRox.

We split into two cases:
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a) A < X\ = (g/r)2. Here we use Sobolev embeddings to write

1.1
ISRl S grA Al Baalle S A5 1]
1

1
g~ TH!(R)

2%, g_%H%(R)j
which suffices.
b) A > Ao = (g/k)2. Then we estimate
_ 1 1
I£sRaxllze S IallzllRanllzoe S A7H(s/9) "5 [/ 9) 3 I fallze] IR -

11 13 5
g 1HI RNk 1HI(R)

which again suffices.

U

4.6. Vertical strips in Eulerian vs holomorphic coordinates. In our main result,
the local energy functionals are defined using vertical strips in Eulerian coordinates. On
the other hand, for the multilinear analysis in our error estimates in the last section, it
would be easier to use vertical strips in holomorphic coordinates. To switch from one to
the other we need to estimate the horizontal drift between the two strips in depth. As
the conformal map is biLipschitz, it suffices to compare the centers of the two strips. It
is more convenient to do this in the reverse order, and compare the Eulerian image of the
holomorphic vertical section with the Eulerian vertical section. This analysis was carried
out in [6], and we recall the result here:

Proposition 4.6. Let (zo,n(x0)) = Z(ap,0), respectively (ao,0) be the coordinates of a
point on the free surface in FEulerian, respectively holomorphic coordinates. Assume that
(1.11) holds, and let {c)} be the control frequency envelope in Definition J.2. Then we
have the uniform bounds:

|Re Z (g, B) — xo + BIm W, (ap, B)| < ey, 18] ~ A1 (4.15)

As a corollary, we see that the distance between the two strip centers grows at most
linearly:

Corollary 4.7. Under the same assumptions as in the above proposition we have
|Re Z(aw, B) — 0| < €0l B]- (4.16)

4.7. The horizontal gauge invariance. Here we briefly discuss the gauge freedom due
to the fact that Re F' is a-priori only uniquely determined up to constants. In the infinite
depth case this gauge freedom is removed by making the assumption £ € L?. In the finite
depth case (see [30]) instead this is more arbitrarily removed by setting F'(aw = —00) = 0.

In the present paper no choice is necessary for our main result, as well as for most of
the proof. However, such a choice was made for convenience in [6], whose results we also
apply here. Thus we briefly recall it.

Assume first that we have a finite depth. We start with a point o € R where our
local energy estimate is centered. Then we resolve the gauge invariance with respect to
horizontal translations by setting a(xg) = o, which corresponds to setting Re W (z() = 0.
In dynamical terms, this implies that the real part of F' is uniquely determined by

0 = Re Wy (o) = Re(F (1 + W,))(xo),

which yields
Im Wa (.1’0)

Re F(zg) = ImF(a:U)1 R W (rg)”
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In the infinite depth case, the canonical choice for F' is the one vanishing at infinity.
This corresponds to a moving location in the « variable. We can still rectify this following
the finite depth model, at the expense of introducing a constant component in both Re W
and in F. We will follow this convention in the paper, in order to insure that our infinite
depth computation is an exact limit of the finite depth case.

5. LOCAL ENERGY BOUNDS IN HOLOMORPHIC COORDINATES

5.1. Notations. We begin by transferring the local energy bounds to the holomorphic
setting. Recall that in the Eulerian setting, they are equivalently defined as

1 1
1, D) Les = g2 [nllLee + &2 1nel e + (VO -3

where

Inllzeo == sup [Inllr2s@o), VO, -1 = sup [Vollr2(s(a))-
zoER zo€ER

Here S(xg), respectively S(zg) represent the Eulerian strips
S(xg) :={[0,T] x [xg — 1,20 + 1]}, S(zg) := S(xg) x [—h,0].

In holomorphic coordinates the functions n and V¢ are given by Im W and R. Thus
we seek to replace the above local energy norm with
1 1
(W, B)lles = g2 [ Tm W[ Lpo + 2 [ Im W[ Lgo + [|RI[ -1
with
[T W[ po := sup [[Im W[L2(s,@op, IRl -3 = sup IRl 228, (o) -
xo

roER

Here Sy (zo) and Sp,(x) represent the holomorphic strips given by
Sp(xo) == {(t,a) : t € [0,T], o € [ag — 1,0 + 1]}, Sh(xg) := S(xo) x [—h,0],

where oy = ag(t, zg) represents the holomorphic coordinate of xy, which in general will
depend on t.

We call the attention to the fact that, while the strips Sp(xo) on the top roughly
correspond to the image of S(xy) in holomorphic coordinates, this is not the case for
the strips Sp,(x) relative to S(zp). In depth, there may be a horizontal drift, which is
estimated by means of Proposition 4.6.

We can now state the following equivalence.

Proposition 5.1. Assuming the uniform bound (1.11), we have the equivalence:

1, V)| = [|(W, R) || Lv- (5.1)

Proof. Here the correspondence between the LE° norms of  and Im W is straightforward

due to the bi-Lipschitz property of the conformal map. However, the correspondence

between the LE~2 norms of V¢ and R is less obvious, and was studied in detail in [6].
Moving on to the LE® norms of 1, and Im W, we have

ne = J 2 Im W,

Since J = 1 4 O(e) and the correspondence between the two sets of coordinates is bi-

Lipschitz, it immediately follows that ||n.||Lgo = [|[Wal| LEo- O
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One difference between the norms for Im W and for R is that they are expressed in
terms of the size of the function on the top, respectively in depth. For the purpose of
multilinear estimates later on we will need access to both types of norms. Since the
local energy norms are defined using the unit spatial scale, in order to describe the
behavior of functions in these spaces we will differentiate between high frequencies and
low frequencies. We begin with functions on the top:

a) High frequency characterization on top. Here we will use local norms on the
top, for which we will use the abbreviated notation

lullzry, = sup [[ull ez (jao-1,a0+1):
zo€ER

where again ag = ag(zo, t).

b) Low frequency characterization on top. Here we will use local norms on
the top to describe the frequency A or < A part of functions, where A < 1 is a dyadic
frequency. By the uncertainty principle such bounds should be uniform on the A\~! spatial
scale. Then it is natural to use the following norms:

HUHLfogC(Bg ‘= sup HUHLngO(BA(xO))a
ToER

where
Bi(zo) ={a €R: |a—ag] S}
We remark that the local norms in a) correspond exactly to the By(zo) norms with A = 1.
Next we consider functions in the strip which are harmonic extensions of functions on

the top. To measure them we will use function spaces as follows:

al) High frequency characterization in strip. Here we will use local norms on
regions with depth at most 1, for which we will use the abbreviated notation

HuHLfXZOC(Al) = f;le]% ”uHLfX(Al(:co))v

where X will represent various Sobolev norms and

Ar(zo) = {(e, 8) : [B] S 1, |a—ao| S 1}

bl) Low frequency characterization in strip. Here a frequency A < 1 is associated
with depths |3] &~ A~1. Thus, we define the regions

Ax(mo) = {(a. B) : |Bl = A7, o — ] S AT, A<,
as well as

BI(IO) = {(Oé,ﬂ); |C¥ - a0| <1 B < [_170]}7
B, (o) i= {(c, #); Ja— gl <A1, B € [-AL 0]}, for A < 1.

In these regions we use the uniform norms,

Hu‘|Lfo§C(A>\) = ::Jé% HUHL?LZO}B(A)\(IO))J

and similarly for B! and B,.
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5.2. Multipliers and Bernstein’s inequality in uniform norms. Here we recall the
results of [6] describing how multipliers act on the uniform spaces defined above. We will
work with a multiplier M, (D) associated to a dyadic frequency A. In order to be able to
use the bounds in several circumstances, we make a weak assumption on their (Lipschitz)
symbols m(§):

mA€)] S (LA™, and 9T ma(€)] S ew 117 (1 +ATHED T (5:2)

Examples of such symbols include

e Littlewood-Paley localization operators Py, P<.
e The multipliers pp(3, D) and py (8, D) in subsection 4 with |3| ~ A1

We will separately consider high frequencies, where we work with the spaces LZLY

loc?
and low frequencies, where we work with the spaces L7L! (B,) associated with a dyadic
frequency 1/h < A < 1.

A. High frequencies. Here we consider a dyadic high frequency A > 1, and seek to

understand how multipliers M, (D) associated to frequency A act on the spaces L7L .

Lemma 5.2 ([6], Lemma 6.2). Let A\ > 1 and 1 <p < g <oo. Then

[MA(D)p2rr —r2ra S AP 4. (5.3)

loc

B. Low frequencies. Here we consider two dyadic low frequencies 1/h < A\j, Ay < 1,
and seek to understand how multipliers M,,(D) associated to frequency Ay act on the

spaces L7LP (By,). For such multipliers we have:

Lemma 5.3 ([6], Lemma 6.3). Let 1/h < A, \a <1 and1<p<qg< 0.
a) Assume that \y < Xy. Then

11
[ Mo (D)l 2222, (8,120 (B S A5 °- (5.4)
b) Assume that Ao < \y. Then
11
HM/\2(D)HL%L;’OC(BM)—>L§L;106(B,\2) SATA Y (5.5)

We remark that part (a) is nothing but the classical Bernstein’s inequality in disguise,
as the multiplier My, does not mix A; ! intervals. Part (b) is the more interesting one,
where the A\[! intervals are mixed.

5.3. Bounds for n = Im W and for n, = J ~2 Im W,. Here we have the straightforward
equivalence

/| Leo = || Im W{| L o, 72|l Lo = || Tm Wy || Lo, (5.6)

as n and Im W are one and the same function up to a bi-Lipschitz change of coordinates.
We begin with a bound from [6] for the low frequencies of Im W on the top:

Lemma 5.4 ([6], Lemma 6.5). For each dyadic frequency 1/h < A < 1 we have

110 Wellzzzs 5y S 0 W 0. (57)
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Here one may also replace Im W by W,,

Wo,<xllzzzzs

o.(Bx) SJ ||Wa||LEO' (58)
Since
IWallgo S | Im Wo |l Lgo + A~ Im W[ go,

we can also estimate the same expression in terms of Im W,

IWa<xllzzrzs 5y S Al Tm W go. (5.9)

loc

On the other hand, for nonlinear estimates, we also need bounds in depth, precisely
over the regions A, (zg). There, by [6], we have

Lemma 5.5 ([6], Lemma 6.6). For each dyadic frequency A < 1 we have
[T Wl 2 2

loc

() A IWallzzzee (ay) S 1T Wl go. (5.10)

loc

We will also need a mild high frequency bound:
Lemma 5.6. The following estimate holds:
[ Tm W[z

loc

() 118Wall 2

Proof. For 8 € (—1,0) we can define both Im W (8) and W, (8) in terms of Im W via
zero order multipliers localized at frequency < |3|7!, as follows:

%0 (A7) < HIIIIW”LEO (511)

loc

ImW(B) = Po(D, /) ImW,  SImW(8) = iBDPp(D, §) Im W, (5.12)
where we recall that
_sinh((8 + h)§)
pD(S?B) - smh(hf)

Both multipliers in (5.12) are bounded, with symbol type regularity, and rapidly decaying
for || > |B|~!. Hence a standard analysis shows that their respective kernels Kz are
uniformly integrable and uniformly decaying outside the unit scale,

[1Kstallda S 1. 1Kale)] £ Jal

This easily implies the bounds (5.11).
U

5.4. Estimates for F(W,). Here we consider a function F' which is holomorphic in
a neighbourhood of 0, with F(0) = 0 and prove local energy bounds for the auxiliary
holomorphic function F(W,).

Lemma 5.7 ( Holomorphic Moser estimate, [6], Lemma 6.8). | Assume that ||W,|| 1~ <
1. Then
a) For A\ > 1 we have

IEWaallzzzz, S MWllezzz, -

loc loc

(5.13)
b) For A <1 we have

IEWa)allzree sy oy S MW lezez, -

2 (5.14)
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In both cases, one should think of the implicit constant as depending on ||[W,|| L.
We note that both estimates follow directly from Lemma 5.5 if F'(z) = z. However to
switch to an arbitrary F' one would seem to need some Moser type inequalities, which
unfortunately do not work in negative Sobolev spaces. The key observation is that in
both of these estimates it is critical that W, is holomorphic, and F(W,) is an analytic
function of W,. This lemma was proved in [6] for the expression

Y = Wa_
1+ W,’

but the proof is identical in the more general case considered here.

6. THE ERROR ESTIMATES

The aim of this section is to use holomorphic coordinates in order to prove Lem-
mas 3.1, 3.4, 3.5, which for convenience we recall below.

Lemma 6.1. The following fized estimate holds:

— <
] I e robanduda| Sl gyl e (6D
Lemma 6.2. The integrals IT ., and I3 are estimated by
I Eottom| + 151 S 2 Il o (6.2)

Lemma 6.3. The expression 15 is estimated by
e g
1751 5 e(Inel o + ZlnliE o). (6.3)

We begin by expressing the quantities in the Lemma using holomorphic coordinates.
We first recall that
0 =ImW, ¢ =Im R,

and, recalling the correspondence between Eulerian and holomorphic coordinates
r+iy=W+ (a+1if)
by the chain rule we have, within the strip .5,

Wa Wa
=1 = : 4
0. m(1+Wa>, g, Re(1+Wa) (6.4)
A second use of chain rule yields
1 W 1 1
Ope =1 Oa, = =0y Im ——+—. 6.5
m{1+Wa (1+Wa>} 2 m(1+Wa)2 (6.5)

Finally, H(n) is expressed as
l
H(n) = —
=1,

We recall that the local energy norms are easily transferred, see Proposition 5.1

Ba(J72(1+ W,)).

InllLex = ([ Im W[ Lgx, 172\ L = [ Tm Wa | s
while, by Theorem 4.1, for the uniform bound we have

I W|xe S fimllxs (6.6)
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The last item we need to take into account in switching coordinates is that the image
of the vertical strip in Euclidean coordinates is still a strip Spe(¢) in the holomorphic
setting with O(1) horizontal size, but centered around ay(t, 5), where

|ao(t, B) — o, 0)] S €l B

This is from Proposition 4.6.

6.1. Proof of Lemma 6.1. We begin by rewriting our integral in holomorphic coordi-
nates,

Ii 4, :// Jmy(z — xo) Im W Im R dadf.
S

where we recall that in holomorphic coordinates x = o + ReW. In view of the norm
equivalence in Lemma 4.5, for this integral we need to prove the bound

ol S I W| gl B[y

1 3 1 _3
4H}?OH71H}? ngh‘l—s—nZHh‘L

(6.7)

where the norms on the right are taken on the top. Here we recall that m, is a bounded,
Lipschitz bump function with support in the strip Sy (¢). This is all we will use concern-
ing m,. The strip Sy (t) is contained in the dyadic union

Sna(t) C Ar(zo)| ) | Aslo).
h=l<a<1
Correspondingly we split the integral as
Loy=TL+ > I
h—l<A<1
For I, we directly estimate
3] S AT T W oo (oo | T Rl o0 (4 0

For the pointwise bounds we recall that Im W (3) = Py(8, D) Im W, and similarly for
Im R, where, for 8 ~ A\7!, the multiplier Py(3, D) selects the frequencies < X. Hence,
harmlessly allowing rapidly decaying tails in our Littlewood-Paley truncations, we obtain
using Bernstein’s inequality

DOILIS D A Im Way|poe | Tm Rey[ o

<1 A<l
S DAY A Im W Y v Tm Ry
<1 pn<A <A
< 7 min {(u/v)3 /) I Wyl g2l T Ry
w,r<l

~

S Wy [ I Rat] -y
Sl W 11 %” ImR| , 11 -3,
g 4H, Nk~ 1 H, g4H, “+r4H,
where the last step re-accounts for the rapidly decaying tails in the frequency localizations,
which have been neglected through the above computation.
It remains to consider I, for which it suffices to estimate at fixed 8 € [0, 1] (the norms
for Im W and Im R at depth /3 are easily estimated by the similar norms on the top):

n N4 H

/meImWIdea Sl ImeImW| , +  s||ImRl|, 1, _s,
R g 4 g4Hh4+H4Hh4
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where for the first factor we further estimate as in the proof of (3.4),

| /m ImWHg*le HyfOk™ H"4 ~ ||m$||W11||JImW|| H4m *ZH‘*

S (e + (5/9) 5 [ Jall2) [ Tm W, .y

1
IH4 - 4
g *H, Nk 2H

and for the L? norm of J, we use our a-priori X* bound given by Theorem 4.1 to get
(see also (4.11)).

(k/9) | Jall 2 < e

6.2. Proof of Lemma 6.2. a) The bound for If; ... By (6.4), on the bottom § = —
we have |0,| ~ | Re W, |, so the integral IT, ., has size

Hioton ~ [ el ReWalPdor S R Wl i, 00
Then the bound (3.12) for If, ., follows directly from (5.5).

a) The bound for I5. Taking into account the above properties, we bound the integral

15 by
T
< / / / 10,11y (022) — 6, dod Bt
0 Shot (t)

As in [6], we split the integration region vertically into dyadic pieces, which are contained
in the regions A;(xg), respectively Ay(zo) with h~! < A < 1 dyadic, and all of which
are contained in By /,(29). We also take advantage of the fact that the second factor is
smooth on the A scale and vanishes on the top in order to insert a (8 factor. Then we
estimate

T
3 < / / / 186,|dadB sup |8~ (Hy(0ss) — Ous)|+
0 Al(:vo) A1 (zo)

+ZA " sup |86, sup |87 (Hy(0re) — Oa)| dt

=1 Ax(zo) Ax(zo)

h71
S <||59y||L§L°°(A1(mO)) +Z /\_1||59y’|L$Lw(AA(mO))> 16~ (Hy(0za) — O) || L2 Loo (B1/7 (20)) -

A=1

Then it suffices to prove the following bounds:

1861l 2200 (A (o)) S (1T W | 2o, (6.8)
180,12 (A ey S 11 T Wl o, (6.9)

respectively
187 (HN (Onz) = Ouo) | 215 (810 )y S 272 T W[ 0. (6.10)

Given these three bounds, the conclusion of the Lemma easily follows. It remains to
prove (6.8), (6.9), respectively (6.10).

Proof of (6.8), (6.9): In view of the representation (6.4) for 6,, these bounds are

direct consequences of Lemma 5.6, respectively Lemma 5.5.
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Proof of (6.10): Here we are subtracting the Dirichlet and Neumann extension of
a given function. This we already had to do in [6], where the idea was that the only
contributions come from very low frequencies < h=1,

HN(Q:E:E) - Hx:p ~ P<1/h6xz-

If instead of 6,, we had its principal part Im W, then the argument would be identical
to [6], gaining two extra 1/h factors from the derivatives. The challenge here is to show
that we can bound the very low frequencies of 6,, in a similar fashion. But given the
expression (6.5) for 6,,, this is also a direct consequence of Lemma 5.7, applied to the
function
1
F(We) = (1+W,)? !

6.3. Proof of Lemma 6.3. As before we bound 4 as

T
15 < / / / 0,11 H (H (1) — 0,0)| dadpdt.
0 Shot(t)

We write on the top

H(n)—%zlm[ Do(J 73 (1 + W) 1 Ga( W )}

1+ W, 1+ W, 1+ W,

Y

1 1
= [Ww ((1+Wa)3(1+Wa)é - (1+Wa)3>

where the linear part cancels and we are left with a sum of expressions of the form

Im[aaFl(Wa)Gl(Wa)]7 Im[aaF2(Wa)]a

where the subscript indicates the minimum degree of homogeneity. The first type of
expression is the worst, as it allows all dyadic frequency interactions, whereas the second
involves products of holomorphic functions which preclude high-high to low interactions.
Since Fy(W,) and G(W,) have the same regularity as W, and W, to streamline the
computation we simply replace them by that. Hence we end up having to bound trilinear
expressions of the form

T
I:/ // (Wal[Hy(WaaWa)| dadf3dt. (6.11)
0 Shot(t)

Here we remark that the argument of Hy, discussed above, is only used on the top,
whereas the |W,| factor is used within the entire strip S in view of (6.4). We also note
that the Neumann extension is identical in the Eulerian and the holomorphic setting.

To estimate this expression we use again a dyadic decomposition with respect to depth.
We consider dyadic 3 regions || &~ A~! associated to a frequency A € (0, A7']. But here
we need to separate into three cases, depending on how A\ compares to 1 and also to

Ao =+/g/k > 1

Case 1, A\ > )y > 1. The harmonic extension at depth A is a multiplier which

selects frequencies < A, with exponentially decaying tails; this applies both to W, and
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to the Neumann extension in (6.11). In addition the Sy, (t) localization translates into a
localization to A;, therefore we need to estimate an integral of the form

T
]/\ = / // 1A11|6|z)\*1|Wa,<>\||P<)\(WaaWa)| dadﬂdt, (612)
0 S

where all the entries above are viewed as functions on the top. Then we use two local
energies for the W, factors and one apriori bound W, € €(g/ m)iLz arising from the X;
norm (see (4.11)) plus Bernstein’s inequality to bound this by

I S A Wallol| Pax(WaaWa)|| Lo
SN Woall Lo A2 [Waall 2 [ Wal Lo
S AN (g/R) 1| Wall? o,

where the dyadic A summation is trivial for A > Aq.

Case 2, 1 < X\ < ). Here we still need to estimate an integral of the form (6.12) but
we balance norms differently. Precisely, for the first W, factor we use the local energy
norm for Im W instead, as in (5.10), and otherwise follow the same steps as before. Then
we bound the integral in (6.12) by

IS A N2 (g/k) 1] T W | o | W || o

Again the dyadic A summation for A < )y is straightforward, and we conclude by the
Cauchy-Schwarz inequality.

Case 3, A < 1. Here the corresponding part of the integral (6.11) is localized in the
intersection of the strip Sp,(xo) with Ay, and we estimate it using L norms in Ay, by

T
I = )\1/ sup |Wa’ sup |HN(WaaWa)’dt
0

Ax(zo) Ax (o)
S /\_IHWaHLfLOO(AA)||HN(WaaWa)HL?L°° (Ay)-

loc

For the first factor we use the local energy of W, via (5.10),
||Wa||L§L°° (A)) S A Im W[ po.

loc

For the bilinear factor we recall again that the harmonic extension at depth 8 ~ \7! is
a multiplier selecting frequencies < A, see (4.2). Then we use the a-priori L? bound for
Weaa and the local energy of W, and apply the Bernstein inequality in Lemma 5.3:

“P<>\(WaaWa>HL§L°°(BA) Sj >\”WaaWaHL§L1 (By) 5 >\HWaaHLt°°L2HWa“L§L2 (By)

loc loc
< Aelg/R)INTZ | Wa o

Overall we obtain the same outcome as in Case 2.
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