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ABSTRACT

We studied the accretion disc structure in the doubly imaged lensed quasar SDSS J1339+1310 using r-band light curves and UV-
visible to near-IR spectra from the first 11 observational seasons after its discovery. The 2009-2019 light curves displayed pro-
nounced microlensing variations on different timescales, and this microlensing signal permitted us to constrain the half-light radius
of the 1930 A continuum-emitting region. Assuming an accretion disc with an axis inclined at 60° to the line of sight, we obtained
log (r1/2/cm) = 15.4’:8:2. We also estimated the central black hole mass from spectroscopic data. The width of the C1v, Mg11, and HB
emission lines, and the continuum luminosity at 1350, 3000, and 5100 A, led to log (Mg /M) = 8.6 + 0.4. Thus, hot gas responsible
for the 1930 A continuum emission is likely orbiting a 4.0 x 108 M, black hole at an r/, of only a few tens of Schwarzschild radii.

Key words. accretion, accretion disks — gravitational lensing: micro — gravitational lensing: strong —
quasars: individual: SDSS J1339+1310 — quasars: supermassive black holes

1. Introduction

Microlensing-induced variability in gravitationally lensed
quasars allows astronomers to determine the sizes of compact
continuum-emission regions in distant active galactic nuclei
(e.g. Wambsganss 1998). Hence, this extrinsic variability has
become an extremely powerful tool, as evidenced by results for
QSO0 2237+0305 (e.g. Kochanek 2004; Eigenbrod et al. 2008;
Mosquera et al. 2013). In particular, visible continuum light
curves of a lensed quasar at redshift z ~ 1-2 may provide radii
for UV continuum sources in the accretion disc around its cen-
tral supermassive black hole (SMBH). To gain a more complete
perspective of the inner accretion flow, it is also necessary to
measure the SMBH mass from spectroscopic data (e.g. Morgan
et al. 2018, and references therein). For a Schwarzschild black
hole, its mass defines the innermost stable circular orbit (ISCO)
of the gas in the disc, and thus, it provides information about
the relative sizes of UV continuum sources. Furthermore, using
data for 11 lensed quasars, Morgan et al. (2010) found a phys-
ically relevant correlation between disc size and SMBH mass.
The precision of this correlation continues to be improved by
the addition of measurements from new lensed quasar systems
(Morgan et al. 2018; Cornachione et al. 2020).

Inada et al. (2009) reported the discovery of a set of dou-
bly imaged gravitationally lensed quasars, which included SDSS
J1339+1310. The two images (A and B) of this quasar are

* Tables 1, 3 and 4 are only available at the CDS via anonymous ftp
to cdsarc.u-strasbg.fr (130.79.128.5) or viahttp://cdsarc.
u-strasbg.fr/viz-bin/cat/J/A+A/646/A165
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located at the same redshift, z; = 2.231, while the early-
type galaxy G at z; = 0.607 acts as a gravitational lens
(Shalyapin & Goicoechea 2014; Goicoechea & Shalyapin 2016).
It is also thought that stellar mass objects in G act as gravi-
tational microlenses, strongly affecting image B (Shalyapin &
Goicoechea 2014, henceforth Paper I). Thus, SDSS J1339+1310
is very well suited to the study of its central engine from vis-
ible continuum light curves and spectroscopic observations. In
order to reproduce observed microlensing variations via numeri-
cal simulations, and measure the SMBH mass, reliable extinc-
tion and (macro)lens models are also required. These mod-
els should rely on robust observational constraints, some of
which were presented in Table 1 of Paper 1. In addition to
the astro-photometric solution in the last column of that table,
we simultaneously obtained the macrolens magnification' ratio
uB/pa = 0.175 + 0.015 and the dust extinction ratio € g/€ga =
1.33 +0.11 at 5500 A in the G rest-frame using some emission
line cores and narrow components of carbon emission lines that
presumably come from very extended regions not affected by
microlensing (linear extinction; Goicoechea & Shalyapin 2016,
henceforth Paper II). In Paper II, we also measured the time
delay Atyp = 47fg d (A is leading), which is a critical quan-
tity for accurately isolating the microlensing-induced variability
from the source quasar’s intrinsic variability.

In this paper, we mainly focus on the structure of the inner
accretion flow in SDSS J1339+1310. Section 2 presents r-band
light curves and UV-visible to near-IR (NIR) spectra spanning

' The macrolens magnification is usually denoted by M, but we use u

instead to avoid any confusion with masses.
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11 years (2009-2019). Our extinction and lens models for the
system are described in Sect. 3. Section 4 is devoted to determin-
ing the mass of the central SMBH, and the r—band microlensing
variability and the size of the corresponding continuum source
are discussed in Sect. 5. Our conclusions appear in Sect. 6.
Throughout the paper, we use a flat cosmology with Hy =
70kms~! Mpc™!, Qy = 0.3, and Q5 = 0.7 (Hinshaw et al.
2009).

2. Observational data
2.1. Light curves in the r band

Within the framework of the Gravitational LENses and DArk
MAtter (GLENDAMA) project?, whose objective is to perform
and analyse observations of a sample of ten gravitationally
lensed quasars (Gil-Merino et al. 2018), we are conducting an r-
band monitoring of SDSS J1339+1310 with the 2.0 m Liverpool
Telescope (LT; Steele et al. 2004). Light curves basically cov-
ering the first visibility season after the discovery of the double
quasar, as well as four additional seasons in 2012—-2015, were
presented in Paper II. Here, we add four new seasons of LT data
(2016-2019) and combine our LT light curves with magnitudes
from other facilities. It is noteworthy that these complementary
data are used to fill the 2010-2011 gap in LT brightness records
and improve the sampling in other monitoring years.

The updated light curves of SDSS J1339+1310 consist of
241 observing epochs (nights). On the LT, we used the RATCam
Charge-Coupled Device (CCD) camera and the Sloan r filter
with a central wavelength (CWL) of 6247 A during 68 epochs,
and the 10:0 CCD camera (Sloan r filter with CWL = 6187 A)
during 145 epochs. The properties of both cameras, exposure
times, and pre-processing tasks were described in Paper II. For
the LT monitoring campaign between 2009 and 2019, the median
value of the full-width at half-maximum (FWHM) of the seeing
disc was 1”740. The first part of the Panoramic Survey Telescope
and Rapid Response System project (PS1; Chambers et al. 2016)
also imaged the double quasar in the r band with CWL = 6215 A.
The PS1 Data Release 2° (Flewelling et al. 2020) included warp
frames at six epochs over the 2011-2014 period. Despite the use
of short exposures of only 40s, the pixel scale of 07258 pixel ™!
and good seeing conditions (median FWHM of 1707) yielded
useful photometric data (see below).

We also used frames of the lens system taken with the 1.5 m
Maidanak Telescope (MT) on six nights in July and December
2010. These observations were carried out with the SNUCAM
camera and the Bessell R filter (CWL = 6462 A; Im et al. 2010).
SNUCAM uses a CCD detector with a 07266 pixel™! scale,
and several 180 or 300s exposures were obtained at each of
the six epochs. Basic pre-processing tasks were then applied to
MT frames: bias subtraction, trimming, flat fielding, and World
Coordinate System mapping. The median FWHM was 1”715. In
addition, the science archive of the National Optical Astron-
omy Observatory* provides public access to frames of SDSS
J1339+1310 taken with the ANDICAM instrument (DePoy et al.
2003) on the 1.3m SMARTS Telescope (ST). We selected
the R-band exposures (CWL =6576 A) at 16 epochs over the
2013-2016 period. ANDICAM has a 0737 pixel™! scale, and
three 300 s exposures are available for each observation night.
These ST frames were conveniently pre-processed before start-

2 https://gravlens.unican.es
3 http://panstarrs.stsci.edu
4 http://archive.noao.edu
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ing photometry. The median FWHM for the 16 observing epochs
was 1”/50.

Our photometric technique is detailed in Paper II, but we give
a brief outline of main steps here. We obtained quasar fluxes
through point-spread function (PSF) fitting as well as the IRAF
(Tody 1986, 1993) and IMFITFITS (McLeod et al. 1998) soft-
ware programs. The photometric model consisted of two PSFs
(images A and B), a de Vaucouleurs profile convolved with the
PSF (light distribution of G) and a constant sky background, and
it was applied to all LT, PS1, MT, and ST frames. The Sloan
Digital Sky Survey (SDSS) r-band magnitude of a reference star
was used for calibrating quasar magnitudes, and typical errors
of new LT data were estimated from root-mean-square devia-
tions between magnitudes on consecutive nights (see Paper II).
MT errors were derived from standard deviations of magnitudes
on each observation night, while we adopted the typical errors in
LT records as the PS1 and ST photometric uncertainties. The 11-
year light curves are available in Table 1 at the CDS: Column 1
lists the observing date (MJD—-50000), Cols. 2—3 give magni-
tudes and magnitude errors of A, and Cols. 4-5 give magnitudes
and magnitude errors of B. These curves are also displayed in
Fig. 1. Although we mostly use observations in standard r bands
(in 219 out of 241 epochs), there are data at slightly redder wave-
lengths in 22 epochs. This results in an effective, weighted aver-
age wavelength of 6237 A, which translates to a UV continuum
emission at 1930 A. We also note that the LT data are in reason-
ably good agreement with those from PS1 and ST.

The light curves over the full observing period 2009-2019
were initially used to cross-check the time delay measured in
Paper II. In Appendix A, we confirm the delay based on a shorter
monitoring period and show that the adopted error bar is very
conservative.

2.2. UV-visible-NIR spectra

Spectroscopic observations of SDSS J1339+1310 were also per-
formed between 2009 and 2019. Main details are incorporated
into Table 2, and observing epochs are indicated in Fig. 1.
The calibrated SDSS-BOSS spectra are publicly available in
the SDSS database’. However, the BOSS spectrograph collected
light into a 2”’-diameter optical fibre (Dawson et al. 2013), which
was centred on image A in the first epoch and on image B in the
second. Hence, the two-epoch observations do not provide clean
spectra of A or B. For instance, in the first epoch, although the
spectral energy distribution mainly corresponds to A, a signifi-
cant contribution of B and the lensing galaxy is also expected.
We also conducted long-slit spectroscopy with the GTC, the
TNG, and the NOT as part of the GLENDAMA project. The
GTC-OSIRIS observations allowed us to resolve A, B, and G,
and accurately extract their individual spectra (Paper I; Paper II).
Using the RS00R grism, the C1V emission line in quasar spectra
appears close to its blue edge, whereas the MgII emission line
is located on its red edge. The C1V emission of the quasar is,
however, seen in the central part of the R500B grism wavelength
range. Additionally, our spectroscopic follow-up of both quasar
images with NOT-ALFOSC and TNG-NICS, provided relatively
noisy shapes for the C1v emission line and the first detection of
Ha emission. These recent spectra will be presented in a future
paper and not further considered here.

The HST Data Archive® also contains slitless spec-
troscopy of SDSS J1339+1310 with the WFC3 instrument. The

> https://www.sdss.org
® http://archive.stsci.edu/hst
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Table 2. Spectroscopic observations in the 2009—-2019 period.

vations are marked by vertical dotted
lines.

Date Instrumentation Wavelength range (A) Res. power Main emission lines Ref
2012-Mar-16 SDSS-BOSS 3600-10400 2000 Lya, C1v, Cur], Mgt 1
2012-Mar-29 SDSS-BOSS 3600—-10400 2000 Lya, C1v, C11], Mgt 1
2013-Apr-13  GTC-OSIRIS-R500R 4850-9250 400 Crv, Ca], Mgt 2
2014-Mar-27  GTC-OSIRIS-R500R 4850-9250 400 Crv, Cua], Mgt 3
2014-May-20  GTC-OSIRIS-R500B 3600-7200 320 Lya, C1v, C111] 3
2016-Feb-18 HST-WFC3-UVIS 2000-6000 70 Lya, C1v 4
2017-Apr-06 VLT-X-shooter 3050-20700 6700, 8900, 5600 Lye, C1v, Cua], MgIL, HB, [O11] 5
2018-Feb-23 VLT-X-shooter 3050-20700 6700, 8900, 5600 Lye, C1v, Cui], MgIL, HB, [O11] 5
2019-Mar-15 TNG-NICS-HK 13500-24 700 500 Ha 6
2019-Jun-10 NOT-ALFOSC-G18 3450-5350 1000 Lya, C1v 6

Notes. @SDSS-BOSS = Baryon Oscillation Spectroscopic Survey (BOSS) spectrograph for the SDSS, GTC-OSIRIS-R500x = OSIRIS instrument
(R500x grism) on the 10.4 m Gran Telescopio Canarias (GTC), HST-WFC3-UVIS = UVIS channel of the WFC3 instrument on the Hubble Space
Telescope (HST), VLT-X-shooter = X-shooter spectrograph (UVB, VIS, and NIR arms) on the 8.2 m Very Large Telescope (VLT), TNG-NICS-HK
= NICS instrument (HK grism) on the 3.6 m Telescopio Nazionale Galileo (TNG), and NOT-ALFOSC-G18 = ALFOSC instrument (grism #18)

on the 2.5 m Nordic Optical Telescope (NOT).

References. (1) Dawson et al. (2013); (2) Paper I; (3) Paper II; (4) Lusso et al. (2018); (5) VLT-X-shooter programme 099.A-0018 (PI: M.

Fumagalli); (6) This paper.

observations were made using the G280 grism in the UVIS chan-
nel, and were presented by Lusso et al. (2018). Unfortunately,
Lusso et al. (2018) only displayed resulting spectra for the two
quasar images in their Fig. 2. Thus, we downloaded the HST-
WEFC3-UVIS original data and then extracted the quasar spec-
tra that are plotted in Fig. 2. The overall shape of +1st order
spectra (labelled as A™ and B") agrees with that of —1st order
ones (A~ and B™). However, the throughput of the G280 grism
is higher for the +1st order, and the associated spectra are less
noisy. We accordingly take A* and B* as our final data. These
HST-WFC3-UVIS spectra are available in tabular format at the
CDS: Table 3a includes wavelengths in A (Col. 1), and fluxes and
flux errors of A in 1077 ergem™2s~! A~! (Cols. 2 and 3), while
Table 3b includes wavelengths inA (Col. 1), and fluxes and flux

errors of Bin 1077 ergem™2s™' A1 (Cols. 2 and 3). The spectral
energy distributions show the C IV emission line around 5000 A
(~1550 A in the quasar rest-frame).

We also downloaded and analysed observations in the three
arms (UVB, VIS, and NIR) of VLT-X-shooter (Vernet et al.
2011). These are publicly available at the ESO Science Archive
Facility’, and details on the observing programme are given in
Table 2. For each of the two epochs, we used the 2700 (3 x900) s
exposure and a three-component fitting to resolve the spectra
of A, B, and G. Our multi-component extraction technique is
robust and has been recently applied to some lens systems (e.g.

7 http://archive.eso.org/cms.html
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Fig. 2. HST-WFC3-UVIS spectra of SDSS J1339+1310AB in February
2016. The first order spectra are A* and B* (+1st order data), as well
as A~ and B~ (—1st order data). Fluxes from LT r-band frames on 14
February 2016 are also shown for comparison purposes.
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Fig. 3. VLT-X-shooter spectra of SDSS J1339+1310ABG in April
2017. The fluxes in the UVB, VIS, and NIR arms are depicted in the
top, middle, and bottom panels, respectively. Grey highlighted regions
display very noisy behaviours that are related to strong atmospheric
absorption.
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Sluse et al. 2007; Shalyapin & Goicoechea 2017; Goicoechea &
Shalyapin 2019). The model we used can be described in a nut-
shell as follows: three 1D Moffat profiles in the spatial direction
for each wavelength bin. Telluric absorption in the VIS and NIR
arms was also corrected via the Molecfit software (Smette et al.
2015; Kausch et al. 2015). Final calibrated spectra of A, B, and
G on 6 April 2017 are available at the CDS: Table 4 contains
wavelengths in A (Col. 1), fluxes and flux errors of A (Cols. 2
and 3), fluxes and flux errors of B (Cols. 4 and 5), and fluxes and
flux errors of G (Cols. 6 and 7). The wavelength coverage ranges
from 3050—20700 A (UVB, VIS, and NIR arms), and the fluxes
and their errors are expressed in units of 1077 ergem 257! A1,
These VLT-X-shooter spectra are also shown in Fig. 3. In addi-
tion to CIV emission of the quasar in the UVB arm spec-
tra (top panel), MgIl and HB emissions are also seen around
9000 A (~2800 A in the quasar rest-frame; middle panel) and
15700 A (~48601°\ in the quasar rest-frame; bottom panel),
respectively.
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3. Extinction and lens models

The position on the sky of SDSS J1339+1310 was used to esti-
mate its extinction in the Milky Way at three wavelengths of
interest. Based on the results of Schlafly & Finkbeiner (2011),
the NASA/IPAC Extragalactic Database® provided Milky Way
transmission factors (eviw) of 0.93 at 4362 A, 0.98 at 9693 A,
and 0.99 at 16478 A. These wavelengths correspond to 1350,
3000, and 5100 A in the quasar rest-frame (see Sect. 4). While the
Galaxy produces equal extinction in both quasar images, the lens-
ing galaxy gives rise to a differential extinction between images.
According to Paper II, emission lines in GTC-OSIRIS spectra
and a linear extinction law in G (e.g. Prévot et al. 1984) lead to
a dust extinction ratio (ratio between the transmission of B and
that of A) of 1.33+0.11 at 5500 A in the lens rest-frame. Addi-
tionally, GTC-OSIRIS and VLT-X-shooter spectra indicate that
Mg 11 absorption at the lens redshift is much stronger in A than
in B. Therefore, it is reasonable to assume that the lens galaxy’s
dust essentially affects image A, which translates to transmission
factors (eg.4) 0f 0.56 +0.09, 0.77 £ 0.06, and 0.86 + 0.04 for light
emission at 1350, 3000, and 5100 A, respectively (adopting an
achromatic transmission factor €5 5 = 1 for image B).

We also modelled the (macro)lensing mass using observa-
tional constraints in previous papers. We took the image posi-
tions, and the galaxy position, effective radius, ellipticity, and
position angle in the fifth column of Table 1 of Paper I as con-
straints. The image fluxes were also considered to derive lens
models. These fluxes are consistent with the macrolens mag-
nification ratio measured in Paper II (see Sect. 1). The over-
all set of constraints allowed us to fit 11 free parameters with
d.o.f. =0, where ‘d.o.f.” denotes the degrees of freedom. We used
the GRAVLENS/LENSMODEL software (Keeton 2001), adopt-
ing a gravitational lens scenario that consists of three compo-
nents. De Vaucouleurs (DV) and Navarro-Frenk-White (NFW,
e.g. Navarro et al. 1996, 1997) mass profiles describe the stel-
lar (light traces mass) and dark components of the main deflec-
tor G, whereas an external shear (ES) accounts for additional
deflectors.

The sequence of DV+NFW+ES models started by assum-
ing that all mass of G is traced by light, namely constant mass-
to-light ratio model. The free parameters of such a model were
the position, mass scale, effective radius, ellipticity, and position
angle of the DV profile, the strength and direction of the ES,
and the position and flux of the source quasar. By progressively
decreasing the luminous component of G and adding a concen-
tric dark matter halo, we completed a sequence of ten realis-
tic lens models with f, ranging between 1.0 and 0.1, where f.
is the mass of G in stars (DV profile) relative to its maximum
value in the absence of a dark matter halo (we note that f. was
called fy. in several previous papers; e.g. Morgan et al. 2018;
Cornachione et al. 2020). For the f. < 1 models, the free param-
eters were the common position, ellipticity, and position angle
for both components of G (DV and NFW profiles), the effective
radius of the DV profile, the mass scale of the NFW profile, the
strength and direction of the ES, and the position and flux of the
source quasar.

Some local parameters (at image positions) of the DV+
NFW+ES models are shown in Table 5. The last three columns
of Table 5 give the magnification factor of A and B for each
time delay, so we took the measured delay (AIAB=47’:2 d;
Paper II, and discussion in Appendix A) as an additional

8 https://ned.ipac.caltech.edu
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Table 5. DV+NFW+ES lens models.

S Ki /K Atap (d)
A B A B A B A B
0.1 067 090 002 005 030 035 521 9.1 22.7
02 062 08 005 011 034 045 317 55 27.7
03 073 084 007 0.17 023 040 427 715 21.5
04 065 079 010 024 029 052 251 44 28.1
05 057 073 014 032 036 065 163 29 34.6
06 048 0.68 020 042 042 077 115 20 41.1
07 040 063 028 052 049 090 85 1.5 47.6
0.8 032 058 040 065 056 102 6.6 1.2 542
09 024 052 060 081 062 115 52 09 60.7
1.0 016 047 100 1.00 069 127 43 07 67.2

Notes. The ten lens models fit the observational constraints with y> ~ 0 (d.o.f. = 0; see main text). The parameter f, represents the luminous mass
of G relative to that for the model without dark matter halo (f. = 1). We list the convergence (k), stellar to total convergence ratio (k./«), shear
(y), and macrolens magnification (u) for each model and image position. The last column shows the predicted time delay between images for each

model.

constraint to estimate reliable intervals for us and up. First,
results for the models in the range 0.6 < f. < 0.8 were used to
construct power-law cross-correlations between magnifications
and delays. If y = uy (or pup) and x = At4p, we derived laws
y « x~%, where the power-law index is @ ~ 2. Second, these x—y
relationships and the extreme values of the measured delay inter-
val (x =41 and 52d)ledtouy =94 +2.2and up = 1.6 + 0.4.

4. Black hole mass

For a given broad emission line, it is thought that the line-
emitting gas is distributed within the gravitational potential
of the central SMBH, so there is a relationship between its
motion, the size of the region, and the SMBH mass (Mgy; e.g.
Vestergaard & Peterson 2006, and references therein). The gas
motion is responsible for the emission-line width, while the
radius of the line-emitting region scales roughly as the square
root of the continuum luminosity (e.g. Koratkar & Gaskell
1991; Bentz et al. 2009). Hence, we aimed to use the single-
epoch spectra of SDSS J1339+1310 in Table 2 to measure
the black hole mass of the quasar. Although there are spec-
tra for the two quasar images, image B is strongly affected by
microlensing. Thus, we only considered image A when esti-
mating Mpy. We were primarily interested in the width of the
Crv, Mg11, and HB emission lines, as well as the continuum
flux for emissions at 1350, 3000, and 5100 A (e.g. Vestergaard
& Peterson 2006; Vestergaard & Osmer 2009). After the de-
redshifting of the observed spectra of A to the quasar rest-
frame, Apest = Aobs/(1 + z4), if the continuum flux Feonea(Arest)
is in 1077 ergem™2s™' A~! and the corresponding luminosity
Leont(Arest) 1s in erg s~!, then both quantities are related through
the equation

1.22 % 1042/1resthont,A(/lresl)

EMW (/lrest ) €G.A (/lresl )#A

Leont(Arest) = (D
All factors in the denominator of Eq. (1) are discussed in Sect. 3.

The C1V emission line is well resolved in the GTC-OSIRIS-
R500B spectrum of image A. In Fig. 4 of Paper II, we presented
a multi-component decomposition of its profile in both images.
For clarity, the carbon line profile in A is also depicted in the top
panel of Fig. 4. After subtracting the local continuum, the resid-
ual signal is modelled as a sum of three Gaussian contributions.

We focused on the C1V total (broad + narrow) emission line and
calculated the square root of its second moment (o, ; Peterson
et al. 2004). The line width was then estimated from the spec-
tral resolution-corrected line dispersion o = (0'12ine - o-iznst)l/ 2 =
3978 kms~'. Moreover, the continuum flux at Aeq = 1350 A in
May 2014 reached a level of 5.9 x 1077 ergem™2s™' A~!, that
1S Feonta(1350 A) = 5.9. We additionally considered the HST-
WEFC3-UVIS spectrum of A and analysed the region around the
C1v line (see the bottom panel of Fig. 4). Thus, we obtained an
independent line width o = 4294kms~! based on HST data.
Despite the fact that both spectra (GTC and HST) yield simi-
lar values of o, the Feona (1350 IOA) values in the two observing
epochs were very different. The continuum flux in February 2016
was Feonra (1350 A) = 15.6. A dramatic change in the r-band
flux between May 2014 (minimum level) and February 2016
(maximum level) is also seen in Fig. 1. From Eq. (1), accounting
for uncertainties in the dust extinction and macrolens magnifi-
cation of image A, we found log[Lcon (1350 A)] =4530+0.13
(GTC) and 45.72 + 0.13 (HST).

Vestergaard & Peterson (2006) derived equations for estimat-
ing the central black hole mass in a quasar from the C1V line
width and Lo (1350 A), and we used their Eq. (8) to obtain C1v-
based masses. The spectral observations in May 2014 (GTC) and
February 2016 (HST) led to log [Mpu(C1V)/My] = 8.62 + 0.33
and 8.91 + 0.33, respectively. We have not considered uncer-
tainties generated by errors in o and Lcoy (1350 A) since the
uncertainty in log [Mgy(C1V)/M;y] is dominated by an intrin-
sic scatter of +0.33 dex rather than contributions from such
errors. An error of 100kms™! in o propagates to +0.02 dex in
log [Mgy(C1V)/M;], whereas the uncertainties in Lgon (1350 A)
propagate to +0.07dex in the logarithm of the mass. Typi-
cal mass logarithms of 8.56 (GTC) and 8.83 (HST) were also
inferred from Eq. (2) of Park et al. (2013).

Although both C1v-based masses are consistent within
errors, and this would permit us to ‘confidently’ calculate the
average, we carefully analysed the Mg1I and HB emission lines
in the VLT-X-shooter spectrum of A in April 2017. These VLT
observations were made at an epoch for which the r-band flux
reached an intermediate level (see Fig. 1), and therefore they
may help to decide whether one of the two C1v-based estimates
is relatively biased or not. In Fig. 5, we show multi-component
decompositions of the Mg 11 and Hg profiles (see the caption for

A165, page 5 of 10



A&A 646, A165 (2021)

175 —— data
= model
—“ 15.0 * narrow
ot = broad
T o125 == Hel
7
o™
|
0.0
E 10,
>
=0 L.
et Qo4
(=
-
23 5.0
—
0.0 Sl . e e e - N
1450 1500 1550 1600 1650 1700
Aroht (;&)
16 i data
\ CIV ——
=14 * narrow
= ——— broad
7 12 4 == Hell
s
10
=t
“og ]
&0
=
O
6
-
[
— 41
~
N \A
0 2

1550 1600 1650

)\l‘(‘.xl ( -‘& )

1450 1500

Fig. 4. Multi-component decomposition of the C 1V line profile in SDSS
J1339+1310A. The profile is decomposed into three Gaussian compo-
nents: C1V broad + CIV narrow + He II complex. The grey rectangles
highlight the two spectral regions that we used to remove a linear con-
tinuum under the emission line, and the vertical dotted lines correspond
to the centres of the Gaussians. Top panel: GTC-OSIRIS-R500B data
in May 2014, while bottom panel: HST-WFC3-UVIS data in February
2016.

details). First, we measured FWHM(MgI) = 3984kms™! and
Feont (3000 A) =2.3. In addition, Eq. (1) provided the relevant
continuum luminosity at 3000 A, namely log[Lcon (3000 A)] =
45.08 £ 0.11. Using Eq. (1) of Vestergaard & Osmer (2009) at
Arest = 3000 A, Eq. (10) of Wang et al. (2009), and Eq. (3) of
Shen & Liu (2012), we obtained typical log [Mpg(MgI1)/ M]
values ranging between 8.58 and 8.70, in good agreement with
those from the CIV line width and L.y, (1350 A) in the GTC
spectrum taken in May 2014.

From the decomposition in the bottom panel of Fig. 5
and Eq. (1), we also derived FWHM(HB)=4928kms!,
Feona(5100A) = 0.53, and 1og[Leon (5100 A)] = 44.61 + 0.11.
Following the prescription of Vestergaard & Peterson (2006), we
only used the broad component of the HB emission to determine
FWHM(HB). The FWHM(HB) and log[Lcon (5100 A)] values
yielded log [Mpu(HB)/ M| = 8.60+0.43 (Eq. (5) of Vestergaard
& Peterson 2006), indicating an excellent agreement between the
new measurement and log [Mpy(C1V)/Mg] from GTC data. We
finally adopted log (Mpn/Mg) = 8.6 + 0.4. This interval encom-
passes all our black-hole mass measurements from GTC and
VLT spectra.
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Fig. 5. Multi-component decomposition of the MgII and HpS line pro-
files in SDSS J1339+1310A. The data correspond to VLT-X-shooter
observations in April 2017. The original wavelength bins contain a
very noisy signal (lighter blue), so a nine-point median filter is used
to smooth original data (darker blue). In the rop panel, after subtract-
ing a power-law continuum, the residual signal is modelled as a sum
of two contributions, i.e. Mg II broad emission (Gaussian curve around
the vertical dotted line) and Fe 11 pseudo-continuum. There is no evi-
dence of a Mgl narrow line or an additional very broad component.
The continuum windows at 2195-2215 A and 3020-3070 A are high-
lighted using grey rectangles, and the FeII pseudo-continuum is cre-
ated from the FeII template of Tsuzuki et al. (2006) convolved with a
Gaussian function to account for the Doppler broadening of Fe II lines.
Bottom panel: decomposition in the spectral region around the HB emis-
sion. The grey rectangle highlights one of the two windows that we used
to remove a power-law continuum under emission lines (3790-3810 A
and 5080-5100 A; Kuraszkiewicz et al. 2002). The residual signal is
decomposed into four Gaussian components: HB broad + HS narrow +
[O111] doublet, plus the Fe Il contribution from two individual lines in
the spectral range 4750-5100 A (e.g. Kovacevi¢ et al. 2010). Vertical
dotted lines show the centres of the four Gaussians.

5. Accretion disc size from microlensing variability

We analysed the r-band light curves using the Monte Carlo
analysis technique in Kochanek (2004). The method is fully
described in that paper, but we provide a brief summary here.
Using the convergence «, convergence due to stars k., shear
v, and shear position angle 6, from each of the models in our
sequence (see Table 5), we generated a set of 40 magnification
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Fig. 6. Image B r-band light curve from the LT shifted by the 47-d time delay and subtracted from the contemporaneous magnitude of image A,
i.e. my(t) — mp(t + 47 d) (equivalent to a ratio in flux units), leaving only variability that is not intrinsic to the source itself. Plotted in black are five

good fits to the microlensing variability from our Monte Carlo routine.

patterns per macro model to represent the microlensing condi-
tions at the location of each lensed image. Our model sequence
has 10 macro models in the range 0.1 < f, < 1.0 (see Sect. 3),
so we generated a total of 400 sets of magnification patterns.

Each of the 400 realisations was generated randomly using
the inverse ray-shooting technique as described by Kochanek
et al. (2006), the distribution of stellar masses for which were
drawn from the Galactic bulge IMF of Gould (2000) in which
dN(M)/dM o« M~'3. The square magnification patterns repre-
sent a region 40 rg on a side, where rg is the source-plane pro-
jection of the Einstein radius of a 1 M, star. With dimensions of
8192 x 8192 pixels, each pixel represents a physical distance of
1.60 x 10'%(M,/My)"? cm on the source plane, where (M,) is
the mean mass of a lens galaxy star.

We convolved the magnification patterns with a simple
Shakura & Sunyaev (1973) thin disc model for the surface
brightness profile of the accretion disc at a range of source sizes
14.0 < log(f‘s/<M*/M@)1/2 cm) < 18.0. The quantity 7 is a thin
disc scale radius where the hat indicates that the distance is being
reported in ‘Einstein units’ in which quantities are scaled by a
factor of the mean mass of a star in the lens galaxy. For exam-
ple, converting a scale radius or velocity in Einstein units into
a physical unit is accomplished using r, = #(M,/My)"/? and
Ve = Dol M, /M)"?, respectively.

In essence our technique is an attempt to reproduce the
observed microlensing variability using a realistic model for
conditions in the lens galaxy. We run our model magnification
patterns by a range of model source sizes on a range of trajecto-
ries in an attempt to fit the observed data. According to Bayes’
theorem, the likelihood of the set of physical &, and trajectory &
parameters given the data D is

P(&p,&ID) o< P(DI&p, E)P(Ep)P (€0, @)

where P(&;) and P(&;) are the prior probabilities for the trajectory
and physical variables, respectively. In a given trial, we chose

the velocity randomly from the uniform logarithmic prior 1.0 <
log[de/((M,/My)"> kms™")] < 5.0. We evaluated the goodness-
of-fit with the chi-square statistic in real time during each trial,
and for computational efficiency we aborted and discarded any
fit with y?/d.o.f. > 1.6 since they do not contribute significantly
to the Bayesian integrals. We attempted 10’7 Monte Carlo fits per
set of magnification patterns for a grand total of 4 x 10° trials.
Of those trials, ~10° met our )(2 threshold, and the remainder
of our analysis was performed on those solutions. In Fig. 6, we
display examples of five good fits to the observed microlensing
variability.

We generated a statistical prior for the effective veloc-
ity between source, lens and observer using four components.
We found the transverse velocity of the observer by calculat-
ing the northern (vo, = —110.7km s71) and eastern (voe =
—218.5kms~!) components of the CMB dipole across the line of
sight to the target. Following Bolton et al. (2008), we estimated
the velocity dispersion o, = 379 kms~! in the lens galaxy using
the monopole term of its gravitational potential. We estimated
the peculiar velocity of source and lens using their redshifts,
following the prescription of Mosquera & Kochanek (2011).
Using the technique presented in Kochanek (2004), we com-
bined the velocities to generate a probability density for the
effective velocity (see the left panel of Fig. 7). Also shown in
the left panel of Fig. 7 is the probability density for the effective
velocity in Einstein units 9, yielded by marginalising over the
other variables in the set of successful solutions from the Monte
Carlo run
P(0e|D) o f P(Dp, b.)P(p)P(0.)dp, 3)
where P(D|p, 0.) is the probability of fitting the data in a partic-
ular trial, P(p) sets the priors on the microlensing variables &, &
&, and P(0.) is the (uniform) prior on the effective velocity. The
total probability is then normalised so that f P(0.|D)di. = 1. We
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The lighter black curve is our prior on the true effective velocity of source (in physical units km s~') generated from a model of the effective
velocity of source, lens, observer and the velocity dispersion of lens galaxy stars. Right panel: probability density for the mean mass of a lens
galaxy star (M.) derived by convolving the probability density for the effective velocity . with our model for the true effective velocity (see
left panel). Since (M. /M) = (ve/D.)?, the distribution is broad. The expectation value for (M.) = 0.029*051 M, is lower than the predictions of
standard IMF models, but our results for the accretion disc size are consistent when we assume a more physical uniform prior 0.1 < (M, /My) < 1.0

(see the right panel of Fig. 8).
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Fig. 8. Accretion disc structure in SDSS J1339+1310. Left panel: probability density for the source size in Einstein units ((M./My)'/> cm). The
distribution levels off at ~2 x 10'* cm since the pixel scale in our magnification patterns is 1.6 x 10'* cm. All solutions become equally likely below
that size scale. Right panel: probability density for the half light radius of the continuum-emission region in SDSS J1339+1310 at A,y = 1930 A
assuming an inclination angle cosi = 0.5. The solid black curve was derived by convolving our probability density for (M..) (right panel of Fig. 7)
with that of 7; (see left panel). The dashed black curve assumed a uniform prior on the mean mass of a lens galaxy star 0.1 < (M..) < 1.0. The solid
green curve shows the result without the mass prior scaled to 2500 A for comparison to other models. The Schwarzschild radius rse, = 2GMpgy/ c?

and ISCO at 3rg, are plotted for reference.

0.1 < (M./My) < 1.0. While the two results are fully consistent,
we promote the measurement without the uniform mass prior,
the expectation value for which is log{(ry/2/cm)[cos i/0.5]'/?} =
15.4+8'3 This measurement is the half-light radius of the quasar

carried out an analogous Bayesian integral to find the probabil-
ity density for the source size in Einstein units, dP(7)/d log(7s),
which we display in the left panel of Fig. 8.

Now, to convert our result from Einstein units to true phys- Toa
ical units, we developed a probability density for the mean continuum source at the rest-frame effective wavelength Areg =
microlens mass (M.) (see the right panel of Fig. 7) by con- 1930 A (see the end of Sect. 2.1).
volving the prior on v, with the probability density on 9, from We also investigated the impact of uncertainty in the time
the simulation since 9. = ve(M./My)""/2. To find the probabil- delay on our measured microlensing sizes. We repeated our
ity density for the source size in physical units, dP(r;)/dlogrs, microlensing analysis at both the lower and upper 1o~ bounds
we convolved the probability density for (M.) with that of 7. of the time delay, 41 and 52d. We found size measurements
Assuming an inclination angle of 60°, we display the resulting of log{(ri;>/cm)[cosi/0.5]'?}=15.5"03 and log{(ri;»/cm)
distribution for the half-light radius (ry/;) in the right panel of [cosi/0.5]'/%} = 15.4%03, respectively. These are fully consistent
Fig. 8. In Fig. 8, we also show the probability density for r;»  with the size measurement for the 47-d delay, demonstrating that
using an assumed uniform prior on the mean microlens mass time delay uncertainty has a small impact on the size.
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6. Conclusions

We measured the virial mass of the SMBH at the centre of
SDSS J1339+1310 using optical-NIR spectra of image A. This
resulted in log (Mgy/My) = 8.6 £ 0.4. Our black hole mass
estimate is robust against the choice of the emission line and
continuum luminosity, and it takes into account the macrolens
magnification, and the dust extinction in the Milky Way and lens-
ing galaxy. Additional disregarded effects (e.g. extinction in the
quasar host galaxy and microlens magnification) are expected to
play a secondary role or even offset each other. While it is dif-
ficult to accurately quantify these effects, when correction fac-
tors ranging from 2/3 to 3/2 are applied to the denominator of
Eq. (1), changes in the logarithm of the mass (<0.1 dex) are well
below its uncertainty. There are previous efforts to obtain virial
black hole masses from samples of lensed quasars (e.g. Peng
et al. 2006; Greene et al. 2010; Assef et al. 2011). The sixth and
eighth columns of Table 5 in Assef et al. (2011) show black hole
mass estimates based on Balmer lines for a sample of twelve
objects. A quarter of the 12 lensed quasars harbour SMBHs with
a typical mass <4.5 X 10% M, and SDSS J1339+1310 belongs
to this population of light objects.

For a black hole of mass Mgy = 4.0 x 108 Mo, the grav-
itational radius is 7, = GMgy/c* = 5.9 x 1083 cm. This
black hole mass also determines the ISCO radius of the gas in
a Schwarzschild geometry, which amounts to rigco = 3.5 X
10 cm. In addition, the observed microlensing variability in
the r band allowed us to constrain the half-light radius of the
region where the UV continuum at 1930 A is emitted. We found
log{(ry2/cm)[cos i/0.5]"/?} = 15.4*03, leading to a radial size of
about 2.5 x 10" cm ~ 7 rigco for i = 60°. Therefore, although
UV observations are required to resolve the ISCO around the
SMBH powering SDSS J1339+1310, our microlensing analy-
sis resolves gas rings that are relatively close to the inner edge
of the accretion disc. Moreover, using the simple thin-disc the-
ory of Shakura & Sunyaev (1973), our two measurements (Mpy
and rp) yielded an Eddington factor log (L/nLg) = 0.8 £ 1.3
for i = 60°. Despite the large uncertainty, the central value of
this factor is consistent with a reasonable radiative efficiency
n=0.16(L/Lg).

In Fig. 8, we also display the probability density for the half-
light radius of the accretion disc in SDSS J1339+1310 scaled
t0 Apest = 2500 A according to the standard thin-disc physics
(Shakura & Sunyaev 1973). The expectation value for the
2500 A half-light radius log{(r{/»/cm)[cos i/0.5]'/?} = 155703
is at 21-107 r, for an inclination of 60°. This 1o interval is
barely consistent with the prediction of the accretion disc size
— black hole mass relation (Morgan et al. 2010) as updated by
Morgan et al. (2018)

log[ri/a/cm] = (16.24 +0.12) + (0.66 + 0.15) log(Mpy/10° M),
“

which predicts an accretion disc half-light radius at 2500 A of
106 < rij2/rg < 243 for a black hole of mass Mgy = 4.0 X
108 M. The minor discrepancy could easily be explained by the
scatter in the SDSS J1339+1310 black hole mass estimate. If the
disc is more edge-on than our 60° assumption, the inclination
correction would also bring the measurement into closer agree-
ment with the Morgan et al. (2018) scaling relation. However, it
is important to realise that very high inclinations are unlikely in
the presence of a dusty torus surrounding the gas disc (Antonucci
1993).
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Appendix A: Time delay through the updated
dataset

The light curves of the two images of SDSS J1339+1310 display
significant parallel variations on long timescales (see Fig. 1).
Therefore, long-timescale variations must be closely related to
quasar physics, providing an opportunity to estimate the time
delay between A and B. We focused on the most densely sam-
pled seasons, and as such, data in 2010—-2011 were excluded for
the time delay analysis. A reduced chi-square minimisation was
then used to match the light curves of both images. In addition
to a time delay At4p, we considered a magnitude offset Amyp
for each of the nine seasons in 2009 and 2012-2019. These
seasonal offsets account for long-timescale extrinsic (microlens-
ing) variability. Our technique is fully described in Sect. 5.1 of
Paper 11, and it relies on a comparison between the curve A and
the time-shifted and binned curve B. The time-shifted magni-
tudes of B are binned around the dates of A, and the semisize of
bins is denoted by «.

For =204, in Table A.1, we compare the best solution in
Paper II and the new best solution through the updated light
curves. The combined light curve for this new solution is also
shown in the nine panels of Fig. A.1. As expected, there is a good
agreement between the global trends of both images. Although
areasonably good agreement is also seen within some particular
season (e.g. 2009, 2015 and 2018), short-timescale microlens-
ing variability is present (e.g. intra-seasonal events/gradients in
2013-2014, 2016 and 2019). This rapid extrinsic variability is
not taken into account in our reduced chi-square minimisation
(see discussion below). From standard bins with @ = 20d, we
also found a 47-d solution that is practically as good as the one
in the third column of Table A.1. Additionally, using 1000 pairs
of synthetic curves (see Paper 1), we derived best solutions for
a = 15, 20, and 25d. The distribution of 3000 delays resulting
from simulated light curves and a reasonable range of a values,
permited us to estimate uncertainties. Only delays within the
interval from 46 to 50d have an individual probability greater
than 10%, leading to an overall probability of 85%, and hence
a conservative 1o measurement Afyp = 48 = 2 d. This delay
interval basically coincides with the 10 measurement from the
seasonal microlensing model in Paper Il (Atsp = 47f% d).

In Paper II, we also tried to account for all extrinsic vari-
ability using cubic splines and the PyCS software (Tewes et al.
2013; Bonvin et al. 2016). However, such a method did not pro-
duce very robust results because it was not originally designed
to model extrinsic variations that are as fast as or faster than
intrinsic ones (Tewes et al. 2013). Despite this fact, we obtained
a lo confidence interval Atyp = 47f2 d using simulated light
curves and a weak prior on the true time delay (i.e. it cannot
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Table A.1. Best solutions for @ = 20d.

Paper I This paper

Atap (d) 47 48

Amyp(2009)  0.349 0.348
Ampp(2012)  0.419 0.417
Amap(2013)  0.133 0.139
Amyp(2014)  0.118 0.116
Amap(2015)  0.304 0.302
Amap(2016) - 0.189
Amyp(2017) - 0.159
Am,p(2018) - 0.261
Amsp(2019) - 0.136

Notes. The time-dependent magnitude offset Amap(#) = ma(f) — mp(t +
Atyp) is assumed to be constant within each season. All seasonal offsets
are positive because we use the opposite sign to that in Paper II.

| 2009 185 2012 |57 Lass 2013
~L o 9 o’
srle %ﬂ‘b@ 18.7 # rﬁi, iﬂ*%a . 189 ‘ﬁ'lﬁﬁﬁ.‘%ﬁ)
18.9 13 &3 -
i fond

1 1 19.1 b 1 1 1 1 1 1
1900 5000 5950 6000 6050 6100 6300 6400 6500

ap o 2014 185 2015 183 F 2016
Euml s . PR AL
'5‘ I ® moo|lB7f e 5 eaimon
A wal® ool ﬂ; k:E
o hﬂ 18.9 -EP] 18.7 |
U 195 F °
o . L 19.1 bt . gy L \

6600 6700 6800 7000 7100 7200 7400 7500
1851 2017 |4 L 2018 |55 L o 2019
87k % g mﬁ“b . o e g

ol 189 F & ﬁ e olIg7 L Qe .
189 h y L ©
: ey (101 [% t 189 F i

xRy

19.1 b

L L L L L L L
7800 7900 8100 8200 8300 8500 8600

MJD-50000 (days)

Fig. A.1. Combined light curve in the r band from the best solution in
the third column of Table A.1. The A curve (red circles) is compared
to the magnitude- and time-shifted B curve (blue squares). Open cir-
cles and squares are associated with the full brightness records, while
filled circles and squares correspond to periods of overlap between both
records. In the overlap periods, magnitudes of B are binned around dates
of A using @ = 20d (filled squares; see main text).

be shorter than 30 d or longer than 60 d). Hence, the spline-
like microlensing model led to a significantly enlarged error bar,
which is adopted in this paper. We think this 1o interval is exag-
geratedly large, and thus very conservative. First, considering
only long-timescale extrinsic variability, a decade of monitor-
ing observations with the LT and other telescopes strongly sup-
ports an error bar covering the delay range of 46—50 d (see
above). This model exclusively has one non-linear parameter
(time delay) and is appropriate. It accounts for extrinsic varia-
tions that distort the apparent long-term intrinsic signal, while
the short-term extrinsic signal is assumed to be an extra-noise.
Second, when all extrinsic variability is modelled, one deals
with a complex non-linear optimisation, which may yield local
minima, degeneracies, and so on. We have not yet found a fair
way to simultaneously fit the delay and all microlensing activity.
Despite these drawbacks, we are working on PyCS-based codes
to account for the full microlensing signal in SDSS J1339+1310-
like systems. These codes could produce robust results in a near
future.
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