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Abstract

We present several first-order and second-order numerical schemes for the Cahn—Hilliard equation with unconditional energy
stability in terms of a discrete energy. These schemes stem from the generalized Positive Auxiliary Variable (gPAV) idea, and
require only the solution of linear algebraic systems with a constant coefficient matrix. More importantly, the computational
complexity (operation count per time step) of these schemes is approximately a half of those of the gPAV and the scalar auxiliary
variable (SAV) methods in previous works. We investigate the stability properties of the proposed schemes to establish stability
bounds for the field function and the auxiliary variable, and also provide their error analyses. Numerical experiments are
presented to verify the theoretical analyses and also demonstrate the stability of the schemes at large time step sizes.
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1. Introduction

The Cahn—Hilliard equation [1] plays a key role in the modeling of two-phase and multiphase flows based on
the phase field (or diffuse interface) approach [2—5]. Under appropriate boundary conditions, the mass (or volume)
of each fluid component described by the Cahn—Hilliard equation is conserved. Indeed, the Cahn-Hilliard equation
can be derived from the mass balance equations for individual fluid components in a multicomponent fluid mixture
by choosing an appropriate form for the free energy density function; see e.g. [4,6,7]. Developing effective and
efficient numerical algorithms for the Cahn—Hilliard equation can have important ramifications on the modeling and
simulation of two-phase and multiphase flows. This problem has witnessed a sustained interest from the research
community, and we refer to [8—11] for some examples.

The design of numerical schemes for the Cahn—Hilliard equation confronts several challenges. The predominant
issue among these is posed by the nonlinear term. The nonlinear term in the Cahn—-Hilliard equation stems from
the potential energy (double-well) in the free energy density function. The system described by the Cahn—Hilliard
equation admits an energy balance equation (energy law) on the continuous level. To achieve discrete energy stability
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in the numerical scheme, i.e. retaining a corresponding discrete energy law, hinges on the numerical treatment of
the nonlinear term. Energy-stable schemes allow the use of larger time step sizes, which can potentially accelerate
dynamic simulations if its computational cost per time step is manageable. A downside about energy-stable schemes
is that their cost is typically markedly higher when compared with semi-implicit type schemes (see e.g. [5,12—16]),
which are only conditionally stable. This is because the energy-stable schemes oftentimes entail the solution of
nonlinear algebraic equations, or the solution of linear algebraic systems (either coupled linear systems or a linear
system for multiple times). To achieve discrete energy stability and a low computational complexity (or operation
count) per time step in the numerical scheme is the focus of the current work.

Numerical algorithms for the Cahn—Hilliard equation available in the literature generally consist of two classes:
nonlinear schemes and linear schemes. With nonlinear schemes one treats the nonlinear term or a part of the
nonlinear term implicitly, and this requires the solution of nonlinear algebraic equations upon discretization; see
e.g. [17-24], among others. Among the nonlinear schemes, convex splitting of the potential energy [25,26] and
its variants are a widely-used approach for treating the nonlinear term. Other approaches include the midpoint
approximation [17,27], Taylor expansion approximation [20], and special quadrature rules [28], among others.

Unlike nonlinear schemes, the linear schemes (see e.g. [16,29-31]) require only the solution of linear algebraic
systems upon discretization, due to the explicit treatment of the nonlinear term, while maintaining energy stability.
Among the linear schemes, incorporation of a stabilizing zero term, together with a modified potential energy
with bounded second derivative, is an often-used method [16,29]. Other researchers have also employed a Lagrange
multiplier to enforce energy stability [16,32]. In the past few years, the use of certain auxiliary functions or variables
proves to be effective in devising linear energy-stable schemes. The invariant energy quadratization (IEQ) [30]
and the scalar auxiliary variable (SAV) [31] are two prominent examples of such methods; see also [11,33-38],
among others. The IEQ method introduces an auxiliary field function as an approximation of the square root of the
potential energy density function together with a dynamic equation for this field function, and allows one to ensure
the energy stability relatively easily. It gives rise to a system of linear algebraic equations involving time-dependent
coefficient matrices upon discretization. The SAV method uses an auxiliary variable (a scalar number rather than
a field function) to approximate the square root of the potential energy integral. It retains the ease to ensure the
energy stability, and moreover leads to linear algebraic systems with a constant coefficient matrix, thus making
the implementation considerably simpler [11]. The use of the square root function form in IEQ and SAV, either
for a field function and a scalar number, is critical to the proof of energy stability in these methods. A recent
further development in this area is the generalized Positive Auxiliary Variable (gPAV) method [39]. The gPAV
method also employs a scalar-valued number as the auxiliary variable to ensure the energy stability, and it gives
rise to a linear algebraic system with a constant coefficient matrix. This method makes three advances in terms
of the methodology: (i) gPAV allows the use of a general class of function forms to define the auxiliary variable,
not limited to the square root function as in IEQ and SAV. (ii) gPAV guarantees the positivity of the computed
values for the auxiliary variable. (iii) gPAV applies to general types of dissipative or conservative partial differential
equations (PDE) for the development of energy-stable schemes, not limited to gradient type systems.

In the current paper we present several unconditionally energy-stable linear schemes with first- and second-
order accuracy for solving the Cahn-Hilliard equation, and provide analyses for their stability properties and
errors. The unconditional stability properties are with respect to a discrete energy, not the original free energy
of the system. These schemes stem from the gPAV idea [39], and inherit the useful properties of guaranteed
positivity for the computed auxiliary variable and constant coefficient matrix for the resultant linear algebraic system
upon discretization. Two advances have been made algorithm-wise: (i) Stability bounds for both the phase field
function and the auxiliary variable can be established with the current schemes. In contrast, with the original gPAV
scheme [39] the stability property is only through the auxiliary variable. (ii) The operation counts (or computational
cost) per time step of the current schemes are comparable to that of the semi-implicit schemes (see e.g. [14]), and
are about a half of those of the gPAV scheme [39] and the SAV scheme [31]. This is because the linear system
resulting from the Cahn-Hilliard equation only needs to be solved once within each time step with the current
schemes. In contrast, with gPAV [39] and SAV [11,31] the linear system needs to be solved twice for the two
copies of the field function therein within each time step. We provide the stability analyses and error estimates for
these schemes, and present numerical experiments to verify the theoretical analyses.

The contributions of this work consist of two aspects: (i) the unconditionally energy-stable schemes for the
Cahn-Hilliard equation, and (ii) the stability and error analyses for the proposed schemes.
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The rest of this paper is organized as follows. In Section 2 we reformulate the Cahn-Hilliard equation using
the gPAV idea, and present two first-order and two second-order schemes for numerically solving the reformulated
system of equations. We prove the unconditional energy stability properties of these schemes and provide the error
estimates. In Section 3 we present numerical examples to verify the convergence rates and the unconditional stability
of these schemes. Section 4 then concludes the presentations with some closing remarks. In the Appendix we
provide proofs to several theorems from the main text.

2. gPAV-based unconditionally energy-stable schemes
2.1. Cahn-Hilliard equation and gPAV formulation

Let 2 € RY(d = 2,3) be a bounded domain with a smooth boundary 92. We consider the following gradient
flows
¢
o
where ¢(x, t) is the phase field function, A > 0 is a constant parameter, A is the Laplace operator, and x and ¢ and
the spatial coordinate and time. The nonlinear term

=Apn=A(-A¢ +1p + h(9)) 2.1)

1
h(¢)=H'(¢) =¢’ — ¢, with H(¢) = Z(qsz -1y (2.2)

being the double-well potential function [1,40]. As is well-known, this is the celebrated Cahn—Hilliard equation
with A = 0.
Eq. (2.1) is supplemented by the initial condition

dx,t =0) = ¢in(x) (2.3)
where ¢;, denote the initial phase field distribution, and the boundary conditions of either
Vo -n=Vu-n=0 ondf, (2.4

or the periodic boundary conditions for ¢. Here n denotes the outward-pointing unit normal vector of the boundary.
Taking the L? inner product between (2.1) and ¢, using the integration by parts and (2.4), we derive the following
free energy functional E;,, for this system

1 2 )" 2
Evot) = / (5|V¢| + 267+ Hp)) dx
2

To facilitate energy-stable numerical approximations of the system (2.1), we define a shifted energy of the following
form

1 A
E(t) = E[¢] = /Q <§|V¢|2 + 5¢2 + H(¢)) dx + co, (2.5)

where cp is a chosen energy constant to ensure that E(r) > 0 for 0 < ¢t < T, and T denotes the time interval
on which the system to be solved. It is straightforward to verify that the system (2.1)—(2.4) satisfies the energy
dissipation law

— = / (Vo -V + 1o + h(@)p) dx = / $ipdx = —/ IVulPdx <0, (2.6)
0 [0} 2

where ¢, denotes the time derivative of ¢.
Following the gPAV idea [39], we introduce a positive scalar variable R(t)> = E(t) (or R(t) = /E(1)). R(t)
satisfies the following evolution equation

dR dE
2R— = — = —/ |Vuldx. 2.7)
dt dt 0

Noting that % =1, we rewrite (2.7) into

_ __ 2, __ﬁ/ 2
7 /|VM| x «/_/Q| ml dx 2J—J—/| pl*dx = °E QIVMI dx.  (2.8)
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Then, we rewrite (2.1) into the following equivalent form

o= Ap, (2.9a)
R2

w=—Ap+rp+ fh(<;>), (2.9b)

dR _ R )

- =% /Q |Vul?dx. (2.9¢)

In this reformulated system, the dynamic variables are ¢, i and R, which are coupled in Egs. (2.9), together with
the boundary conditions (2.4), the initial condition (2.3) for ¢, and the following initial condition for R(#)

R(0) = \/El$in),  where E[¢;,] = /Q (%«pfn + %qumﬁ + H(qu)) dx + cy. (2.10)

Note that R(¢) in this system is determined by solving the coupled system of equations, not by using the relation
R*(t) = E(¢). Therefore R%(¢) is an approximation of E(t), rather than E(¢) itself.

2.2. Preliminaries

We first outline the notation used herein and recall some basic results, including the existence, uniqueness, and
regularity results about the H~! gradient flows.

For the non-negative integers p, k and an open Lipschitz subdomain D C 2, let L?(D) denote the standard
Banach space with norm |vllop0 = (/f, |v|”dx)l/p and W*P(D) the standard Sobolev space with the norm
llkpp = (X et So 1D%0II,d$2)""". For simplicity, we take the Sobolev space H(D) = W*2(D) with the
norm || - [lx,p and semi-norm |- |, p, and the space H%(D) = L*(D) with the usual L2-inner product (-, -)p and
L2-norm || - [lo.p. If D is chosen as 2, we abbreviate them by the norms || - [lx, || - ||lo, the semi-norm | - |, and the
inner product (-, -), respectively. Therefore, we introduce the space L7(0, T; V), L*°(0, T; V) and C(0, T; V) with
the norms

T 1/p
||¢||LP<0.T:V>=[/ ||<0(t)||€df] s+ ll@llLe@.r;v) = esssup lo@)|lv and ||<p||c<o,r;w=0maxT||<p(t)||v.
0

0<t<T =I=

Assume that the nonlinear free energy potential H(s) € C3(R). For some cases, in order to ensure the uniqueness,
we assume the following condition: there exists a constant ¢; > 0 such that

H'(s) = I'(s) > —ci. @2.11)

Lemma 2.1 (See [41]). (i) For the H™' gradient flow, assume that (2.11) holds, ¢, € L*(2) and there exists
po > 0 such that

sh(s) = b|s|" — ¢z, (2.12)
where b > 0 and c, are constants. Then, for any T > 0, there exists a unique solution ¢ for (2.1) such that

¢ € CO, T; L*(2)) N L*0, T; H*(2)) N LP(0, T; LP0(12)). (2.13)
(ii) For the H™' gradient flow, assume that ¢;, € H>(2) and

|7 ()| < C(|x|P' + 1), p1 > Oarbitrary if d = 1,2; 0< p; <4ifd =3, 2.14)

| (x)| < C(|x|P? + 1), p2 > Oarbitrary if d = 1,2; 0 < p, <3ifd =3, (2.15)

where d denotes the dimension in space. Then, for any T > 0, there exists a unique solution ¢ for (2.1) such that
¢ € CO, T; HX(2))NL*0, T; H*(12)). (2.16)

Lemma 2.2 (See [34]). Assume that ||¢||; < M.

(i) Under the conditions of (2.14) and ¢ € H3(12), there exist 0 < o < 1 and a constant C(M) such that
IVR@)I§ < CM)(L + [V ASIIF). (2.17)
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(ii) Under the assumptions of (2.14), (2.15) and ¢ € H*(12), there exist 0 < o < 1 and a constant C(M) such that

ARG < C(M)(1 + | A%BII57). (2.18)

Lemma 2.3 (Discrete Gronwall Lemma [42]). Let a;, b;, ¢;, d;, At and Cy, for integers i > 0, be non-negative
numbers such that

a, + Atib,- < Atidiai + Atzn:ci +Co, Vn=>0.
i=0 i=0 i=0

Then, if d; At < 1 for all i,

011+At2n:bif(CO‘FAZ‘XI’:CI‘)GXP(AIX’Z:I%;AI), Vn>0.

i=0 i=0 i=0

Lemma 2.4 (Discrete Gronwall Lemma [43,44]). Let a;, b;, c;, d;, At and Cy, for integers i > 0, be non-negative
numbers such that
n n—1 n—1
a, + Ath,» < AtZd,u,» + Athi +Cy, Vn=>0.
i=0 i=0 i=0
Then,

n n—1 n—1
a, + Athi < (Co + Ath,-) exp (AtZd,-) , VYn>0.

i=0 i=0 i=0
2.3. First-order schemes

We introduce several unconditionally energy-stable schemes for solving the reformulated Cahn—Hilliard equations
(2.9), the boundary conditions (2.4), and the initial conditions (2.3) and (2.10). These schemes stem from the gPAV
idea [39], and they inherit some of the attractive properties of gPAV. For example, the auxiliary variable is computed
via a well-defined explicit form, and its computed values are guaranteed to be positive. The departure point lies in
that all the schemes presented herein require only the computation of a single copy of the field functions per time
step. In contrast, the original gPAV method [39] entails the computation of two copies of the field functions within
each time step. The amount of operations involved in the current schemes is approximately a half of that in the
scheme of [39]. The current schemes have a computational cost roughly the same as the semi-implicit schemes for
the Cahn—Hilliard equation (see e.g. [14]).

We provide stability analysis and error estimates for these schemes in what follows. The first-order schemes are
discussed in this section, followed by the second-order schemes in the subsequent section.

2.3.1. Scheme 1A

Let At > 0 be the time step size and n > 0 denote the time step index, and we set " = nAf for0 <n < N
with N = T /At. For a generic function x(x,t) continuous in ¢, let x” denote the approximation of x(x, ") at
time ", where x can be ¢, u or ¥ (defined below). Similarly, let R” denote the approximation of R(¢"). Set

¢° = din, 1°=—2A¢"+ 219"+ h(g"),
R = JE©) = \/f <%|V¢°|2 F 2P + H(¢°>) dx + co.
0

5

(2.19)
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Then given ¢", u" and R", we compute ¢"+!, u"*! and R"*! through the following scheme,

¢n+1 _ ¢n _

A n+1’ 2.20
At ” ( 2
= = AT g+ I h(e", (2.20b)
R+l _ R ElnA+1 / 5
= — IVu"|"dx, (2.20c¢)
At 2VE9"] Jo
with the boundary conditions
Vo' n=vu"T' - n=0, onadf, (2.21)
where
Rn+1
éln:l _ . (2.22)
vE[¢"]
Note that here EI"A’L' is an approximation of the constant ;% =1.

Remark 2.5. In this scheme we have treated the nonlinear term /(¢) in (2.20b) and the |Vu|* term in (2.20c)
explicitly. Consequently, Eq. (2.20c) for R™*! is not coupled with Eqs. (2.20a) and (2.20b) for ¢"*! and u"*' on
the discrete level.

Substituting the EI"A“ expression in (2.22) into Eq. (2.20c), we get

Rn
En+1 — )
o VEWT+ s [o Vi Pdx

Since R > 0 according to Eq. (2.19), we conclude by induction that él"A > 0 for all n. Then R"*! is given by, in
light of (2.22),

R — Er:l\/m' (2.24)

We conclude that R"*! > 0 for all time steps #.

The time stepping with the current scheme is thus as follows. Within a time step, given ¢", u” and R", we
compute E[¢"] by (2.5), EI”A“ by (2.23), and R**! by (2.24). Then with EI”A“ known, we compute ¢"*! and p"*+!
by solving Egs. (2.20a)—(2.20b) together with the boundary conditions (2.21).

It should be emphasized that the Cahn—Hilliard field equation is only solved once per time step with the current
scheme. This is very different from the previous gPAV and SAV-type schemes (see e.g. [11,31,39]), which require
solving the field equations twice per time step (for two copies of the field variables therein). Therefore, the operation
count induced by the current scheme is approximately a half of those with the previous SAV and gPAV schemes, and
it is comparable to that of the semi-implicit type schemes (see e.g. [14]). It can further be noted that the auxiliary
variables R"*! and éf:' are computed by well-defined explicit forms, with their values guaranteed to be positive.

(2.23)

Stability properties. The scheme given by Egs. (2.20)—(2.22) is unconditionally stable. We summarize its stability
properties into several lemmas or theorems below.

Lemma 2.6. The scheme (2.20) is mass conserving in the sense that (¢"t', 1) = (¢", 1).

Proof. In light of the boundary conditions (2.21), the L? inner product between (2.20a) and the constant one leads
to

@ —¢". 1) = Au(Ap™t! 1) = — AV, V1) = 0.
So the solution of (2.20) satisfies (¢", 1) = (¢°, 1) for any n. [

Lemma 2.7. With the scheme (2.20) for all time step n,
0 < R < R™. (2.25)
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Proof. Multiplying 2A¢R"*! to Eq. (2.20c) and using Eq. (2.22), we get
At|R |
E[¢"]
We arrive at (2.26) by further noting that R” > 0 for all n. O

R = R < R = [R'+ |R™ = RY) = / V' Pdx < 0. (2.26)
Q
Lemma 2.7 implies that there exists a constant M, depending only on {2, ¢, and ¢, such that for any n,
R" < M. (2.27)

Note that ¢ in (2.5) is a chosen constant to ensure E(t) > 0 for 0 < r < T. We can choose ¢ such that E(t) > C,,
for some constant Cy > 0. It then follows from Eq. (2.23) that SI"AH is bounded from above, since

R" R" M
gl = = — < < : (2.28)
VE[¢H]+T\/WIQ|VI‘L"| dx — JE[9"] — (o

Theorem 2.8. Suppose ¢;, € H>($2) and the condition (2.14) holds. The following inequality holds for all n with
the scheme (2.20),

. Ao At . . At & ~
IV UG + S8 + IV AT + A4r Y N A G+ == 3 IvettIG < G,
k=0 k=0
where C) = exp (C(M)T) (V113 + 2119°13 + %IIVA(ﬁOII%), and C(M) is a constant depending on M.

Proof. Taking the L? inner product between (2.20a) and Aru”t! and between (2.20b) and —(¢"+!' — ¢"), and
summing up the two resultant equations, we have

1 A
§<||V¢>”+1 15— IV IIg + IVe™™ — Vo' I5) + 5(||¢"+1 15— " 113

n n n n 2 n n n
+ 1" — "0 + AtV TG = — & (h(g™), ¢ — ¢, (2.29)
where the boundary condition (2.21) has been used. In light of (2.20a), we have

— [EM P (g, 9" — @) = —IEMH At(h(¢"), A = (&7 P ANV ("), Vi)
€1t Ar
2

Taking the L? inner product between (2.20a) and A¢"*! and between (2.20b) and A?¢"*!, and summing up the
resultant equations, we arrive at

At
< 7||w"+‘||é + IVR($™II5. (2.30)

1
5<||V¢>"+‘ 15— V"5 + IV@"T — ¢"MIg) + At[VAG" TG + At A" [§
4
" Ar
2
By incorporating (2.30) into (2.29) and summing up Egs. (2.29) and (2.31), we get

n 2 n n At n n
= Atlg! S (Vh@", VAT < ZIVAGHG + IVR(@™)I5. (2.31)
A
V" l5 = 199" 115+ 1V9" " = V" 5 + S (1" 15 = 1”115 + " = ¢" 1)

At At u w4
+ S IVHHIG + S IVAGT G + 2 Ar Agm G < 18] A VA@" 5. (2.32)

To deal with the term on the right hand side of (2.32), we use an idea from [34,41]. Noting that Vh(¢") =
W (@")V¢", Eq. (2.2) and the relation (2.14), we have

IVR(@™MIG < 1 @5 oIV 15 < C (V" 115 + 1V 151" 1500 - (2.33)
Let ¢" = it Jo ¢"dx. Lemma 2.6 implies that

Y2 v0,2 1
19"" = 19"" < —

012 ) 2.34
_|Q|II¢> lp<C (2.34)
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Using Sobolev embedding theorems H'(£2) < L®(2) (d = 1), H'*?°(£2) < L>®(2) for any o > 0 (d = 2), the
Agmon’s inequality (d = 3, see [34,41] for more details) and the interpolation inequality about the spaces H*({(2),
we deduce that
ClIVe™lio ford =1,
16" = ¢" oo < | CUV"lly " IVAP"[I§  for d =2, (2.35)
ClIve I IV A |l for d = 3.

By the triangle inequality, we have
16" 15 0 = 8 (1" = 6" o0 + 161 ) -

By setting 0 = 1/4 and using ||q§”||3 o < C, we arrive at the relation

CIVe"l§+ ClIVe™Il§ ford =1,
IV 516" 10,00 < {1 CUVY"IF+ CIVP" I3V AP [lg  ford =2,
CIVe" [+ CIVY"IRIVAP o for d =3.
Applying the following inequality
& = VE[@'T+ ij‘ |V |2dx = ﬁdg"ﬁ
2JE$™] J 2 0
and (2.28), i.e. EI”A“ < C(M), we obtain

(2.36)

CODIVE" 5+ {5 199" ford =1,

E IV 121167 I < | CODIVE" G+ Szl V" 51V AP" [l for d =2
14 0% T0,00 = N 0 ’
CODIVY" I+ (G IV IV A"y for d =3,

By using the Cauchy Schwarz inequality, for any &; > 0 (i = 1, 2), there exist constants C(g;, M) depending on ¢;
and M, such that

CM|IVY" I ford =1,
n 4 n n n n
E VAR < | CODIVE IR+ Cler. M)IVY" 3+ &1 |[VAG" I3 for d =2, 2.37)
CM)|IVY" (|5 + Cle2, M) V" ||§ + &2l VA" I§  for d = 3.
We set 1 = ¢, = % and combine the above inequalities with (2.32), and then

A At
Ve HI5 — IV II5 + 5(||¢"+‘ 15— " lI5) + 7||w"+1 15

At
+ S IVAS G — VA" ) + 2. Ae g™ |F < CON ALV 5. (238)

We conclude the proof by summing up the above relation for indices from 0 to n and by using the discrete Gronwall
lemma 2.4. O

Theorem 2.9. Suppose ¢;, € H*(2), and that the conditions for Lemmas 2.1 and 2.2 hold. The following inequality
holds for all n with the scheme (2.20),

At At & - ~
||A¢n+l ”(% + 7||A2¢)n-'rl ”% + 7 Z ||A2¢k+l “% + 20 At Z ||VA¢k+l ”% < C,,
k=0 k=0

where C, = || Ag|13 + 41| A%¢°[13 + C(M)T.

Proof. The proof is similar to that for the SAV scheme in [34], by using Lemmas 2.1 and 2.2. [

8
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Error estimate. We next examine the errors of the solution to the Cahn—Hilliard equation with the scheme (2.20).
Let

ey =¢" — ("), e, =p" —u@") and e =R"— R(E"). (2.39)
Assume that ¢;, € H*(£2) and the solution (¢, i) of Egs. (2.1)-(2.4) satisfies

¢ € L0, T; W»2(2)), ¢, € LY0, T; H'(2)NL*(0,T: H'(2)),
¢ € L¥0,T; H (1)), we L®0,T: H'(2)). (2.40)

In light of Lemma 2.1 and Theorems 2.8 and 2.9, we conclude that

¢l =C,  ll¢"l = C, (2.41)

where the constant C is dependent on T, ¢;,,, and £2. Since H?(£2) — L>(§2), we conclude that

|, W), | @), [h(@™)], W (#")], |h"(#")] < C. (2.42)
Based on the relation R(¢) = /E[¢] and Eq. (2.5), we have

d’R 1 2
—_— = V¢ -Vo, + rpp, + h ¢ )d
i = I TEoT (/Q( ¢ Vor + 299+ hi$)p) x)
1
+ [ —
2VE[9] /Q (
Combining (2.4), (2.40), (2.41) and (2.42) with (2.43), we deduce that

r

where ¢,, denotes the second time derivative of ¢.
The truncation errors 7, "' and T;*! are defined by

V> + Vo - Vi + Moy |* + Ay + 1 (D) |> + h(@)dr) dx. (2.43)

d*R

2 T
e / (19014 + e + 1 l12,) i, (2.44)
0

") —pt") wity Lot
— = Ap(™h + ET"’“‘ , (2.45a)
R n+1,\2

p(e™ ) = — A" + 2p(" ) + %h(«p(r"“», (2.45b)
R("™1) — R(t" R(t" 1

R s [ R+ i (2450

where
tn+l [’H’l

d*R(¢
Jd;_

Tq;ll-j;l :f (tn - t)¢tt([)d[ and T;;l-;l :/ (thrl _ t) dtz
m m

(2.46)

With the above definitions and relations, the errors of the scheme (2.20) is summarized by the following result.

Theorem 2.10. Suppose the condition (2.40), and the conditions for Theorems 2.8 and 2.9 hold. The following
result holds with sufficiently small At,

1 A At 2 o~
SIVeR™ G+ Slep ™ 15 + IV g + 1™ I < G A, (2.47)

-~ k n+1
where Cy = Cexp(At Y o =) Jo (19T + 1613 + g ()12 ) ds, r* = 14|V p¥|I3 and the constant
C iS depel’ldent on T, ¢l‘n, -Q, ||¢||LOO(O,T§W3‘°°(Q)) al’ld ”/"(’”LOO(O,T;HI(.Q))'



Y. Qian, Z. Yang, F. Wang et al. Computer Methods in Applied Mechanics and Engineering 372 (2020) 113444

Proof. By subtracting (2.45) from (2.20), we have
n+l _ n

e¢ e¢ _ +1 1 n+1
T = Ae:i Ar T¢1A , (2483)
Z—H _ _Aeg+1 +)Len+1 + A’llJrl, (248b)
n+1 n
€p  —€p 1 n+1 1 n+1
=AMt T 2.48
At 2 Ar Rias (2450
where
tn+1)2
Al gt Zh ny _ ( W@ !
= TR = @)

erll€+1(Rl1+l + R(l‘"+l)) . il 2(
— h R
i @™ + R@™)
MG hGEY) )
R n+1,\2 _
RO (Ew(r")] E¢(t"+1>]

h(¢") h(¢(t”))>
E[¢"]  El[¢(™)]

§n+1
Athl:L‘/ V"zd / \V4 n 2d
5 = ot 9 = gy [, T
n+1 ( n+l) ) 5
/ Vi [Pdx + /(lVM"| — [Vu@"| )dx

E[¢”] E[¢"
-~ 1 / ) R(In+l) R(Z‘n)/ )
+ R(t )<E[q§" E[qb(t") ) IVe™")"dx + El6(m)] IVu(™)dx.

Taking the inner product between (2.48a) and Az‘e’”rl and between (2.48b) and e’”rl — e¢, multiplying (2.48c)
by 2Ate”Jr1 and combining the resultant equations, we get

—<||v 56— IVegllg + 1Ves™ = Vegllp) + 5 e ra P AT
+ e —ehlIp) + A Vert g = (Tgljl, ety — (AT eyt — ), (2.49a)
T = e+ e — el = —ArALT Rt — 2 Tt (2.49b)

By the Taylor expansion theorem, we deal with the truncation errors as follows,
At 2 -
—(TpH, et < ?llwﬁ“né + 1= 22
At 12 2 o 2
=< ?IIW,Tr g+ CAr / e (N2 ds,
tYl
z)H»l dzR(s) 2

dr? as,

1
26} TR < Arlel |+ XIT"HI < At + CAtzf

R
14 o

where (—A)~!/2 denotes the power of —A by the spectral theory of self-adjoint operators. We treat the A’{’Ll term
on the right-hand side of (2.49a) as follows.

— e%‘f‘l(RrH*l + R(tn+1)) (h(¢n) e(};-‘rl _ eg)

E[¢"]
h n
— IR 4 R (—E([‘Z)] AtAel T;;;')
Vh(¢")
n+1 n+1 1/2n+1
cel (Avert o + 12T o H o ‘ (2.50)
h(@")ve"
_ n+1 n+1 1/2pn+1
= CeR+ (At”VeM"' llo + II(=4)~ T¢1A || H El¢"] .

ln+l

SV + Cane P+ car [ 1,612 as.

m

10
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Additionally,
_ R(tn+l)2 h(¢n) _ h(d)(tn)) €”+1 N en
E[¢"] Elpan]* 7

. V@) VRGE) P /
”W I+ c] El¢g']  Elp(m) |, +ear t

R([Vl+1)2 ( h(¢(tn)) h(¢(tn+1)) n+l n)

A+l

llre ()1I% ,ds,

n

Elp(™)]  E[p( )] “
Vi) Vh@) 2 )
Elp@)]  ElpG )] |, +ear /

Note that f o @(H)dx is a constant and f o T(;l‘zldx = 0. Noting the definition of E[¢] and that H(s) € C 3(R),
we have

E[¢"] — E[¢(t")]
1 s
=3 / (V9" + V") Veydx + 2 / (@" + P )esdx + / (H(¢") — H(p(")))dx
0 2 2

m+l

e ()11, ds.

At
= S IVeHIg+car H

n

(2.51)
< CVejllo+ Cliejllo + fn H'(0¢" + (1 — 0)p(t") (9" — ¢(t™))dx
< CVesllo+ Cliello.
We rewrite the term % — % into
Vhg") _ Vh@(") _ Vh@g") = Vh@E") Vh(@(")(E[¢")] — E[¢"])
E[¢"]  Elp(t™)] E[¢"] E[¢"|E[¢(t")] '
It follows from the Holder’s inequality and Sobolev embedding theorem that,
IVR(¢") — VR@E" o <II(h'(@") — K (@M lo + 1A' (@")Ve o
<C|Ve(™esllo + ClIVeyllo < CUIVE ozl llos + Ve llo)
<Clpl2llesll + ClIVeyllo < C(lIVello + llej llo)-
Then,
H Vh(¢")  Vh(g@") ‘2
E[¢"]  E[pm] I,
_H VA(@") = Vh@(")  Vh@)(E9G™)] - El¢"]) ?
B E[¢"] E[¢"|E[¢(t")] o
<C|Vh($") = VR@E DI + CIIVAGE)IE|El¢"] — ElpG™)]|’
<C(IVeslig + llejl13)- (2.52)
Similarly,

H Vh(@(t")  Vhg@") ”
E[p(tm)]  Elp@"t)]

<C||Vh(@@") — V@G NIZ + CIVR@GE IR El¢@ )] — Elp™)]|
<C(IVp"™) — Voa™llg + lp" ) — ¢™Ip)

i+l

<cAr / Iu(s)I12ds. 253)

n
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Next, we treat the right-hand side of (2.49b) as follows:

At|€n+1 ;
“Elo] / Vi Pdx < CAVR" e T,

Atel PR .
. /(IVMI V") Pdx

At PV R Y
< R—uwzuouvm + Vel

E[¢"]
A
< CA(IVI"R + Dl +—’||Ve" I3,
1
— AtR(" et (E[¢"] E[¢(t”)])/ |V (e’ dx (2.54)

< CAVuER (s + |El¢"] — Elpa™]|)

< CA(Ie1" + Ve I3 + e 3)

R(thrl) _ R([")
Yy e —— f V(") *dx

® E[¢p(™)]
n n ny|2

< CANVREI (1ei1 + [Ra™ = RaM[)
il dR(S) 2
dt
By combining the above inequalities with (2.49a) and (2.49b), we have

<At + CAﬂ/

m

At
—<||v o= VeI + 5 e R = bl + Lt = Iekl? + (Ve IG — 1V epI)

1 2 1 1 2
||Ve"+ — Ve + —||e"+ — b3 et — el

s+l

n n 2 n n
< CA(L+ VR IDIeR™ ™ + CAt(IIVes 1§ + lle}l13) + C Ar? f e (s)l1ds

mn

2
ds. (2.55)

dR(s)

d2 2 ) M+l
ds + C At any
ar | T /, di

We sum up the above inequality for the indices from O to n and use the discrete Gronwall lemma 2.3 to finish the
proof. [J

ln+l tn+l
+ CAIZ/ e ()II* s + CAtZ/
15

n h

2.3.2. Scheme IB

An alternative algorithm, in some sense reciprocal to the scheme presented in the previous section, is as follows.

Let ¢°, u° and R be defined by (2.19). Given (¢", R"), we compute (¢!, "+, R"*!) by the following procedure,

¢n+1 _ ¢n
I 7 = Aut, 2.56
At H ( Y
Mn+1 — _A¢n+1 +A¢n+1 + |%.]r18|2h(¢n)’ (2.56b)
R+l — Rn gt / 2
= — IV dx, (2.56¢)
At 2 /E[¢n+l] 0
with the boundary conditions
Vo' n=vu"™'.n=0, onaf, (2.57)
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where
Rn+1
%_lnl;&-] _ ) (2.58)
/E[¢n+1]
Note that El’lgl is again an approximation of the constant ;% =1

Remark 2.11. In this scheme Egs. (2.56a)—(2.56b) are not coupled with Egs. (2.56¢) and (2.58), because of the
explicit treatments of h(¢") and &' in (2.56b). Therefore, the computations for (¢"*!, u"*!) and for R"*! are
de-coupled with this scheme.

Substituting the El"ljl expression in (2.58) into Eq. (2.56¢) leads to
Rl‘l
é;l:] = E[¢”+1]+ At f |V "+1|2dx‘ (2.59)
2 /E[¢n+l] 2 H

Since R° > 0, we conclude by induction that 351”3 > 0 for all n.

Given ¢", " and R", we first compute ¢"*' and u"*' by solving Egs. (2.56a)~(2.56b), together with the
boundary conditions (2.57). Then, we compute E[¢"*!] and él”;' by Egs. (2.5) and (2.59), respectively. R"*! can
then be computed based on Eq. (2.58) as follows,

R — E,nBH\/W~ (2.60)

We therefore conclude that R”*! > 0 for all n with this scheme.

Similar to Scheme 1A from Section 2.3.1, this scheme requires the solution of the Cahn—Hilliard field equation
only once per time step. Its operation count per time step is comparable to that of Scheme 1A, and is approximately
a half of those of the original gPAV scheme [39] and the SAV scheme [11,31]. Note that in Scheme 1A R"1 s
computed first, followed by the fields (¢"*!, u"*!). In contrast, in the current scheme the fields (¢"+', u"*!) are
computed first, followed by the variables (£/7!, R"*).

Stability properties. The scheme given by Eqgs. (2.56)—(2.58) is unconditionally stable. Its stability properties are
summarized by the following results.

Lemma 2.12. The scheme (2.56) is mass conserving in the sense that (¢"+t', 1) = (¢", 1).
Proof. Integrating equation (2.56a) over {2 and using the boundary condition (2.57) lead to the result. [

Lemma 2.13. With the scheme (2.56),

0< R < RA'F M, (2.61)
0<emtl < — | (2.62)
' VG

for some constant Cy > 0, and a constant M that depends only on (2, ¢;, and cy.

Theorem 2.14. Suppose ¢, € H3(2) and the condition (2.14) holds. The following inequality holds with the
scheme (2.56),

A At - At & ~
IV G+ S19™ MG + IV AG™H G +aAe 3 1A G+ = 3 Ve G < G
k=0 k=0

where Cy is the constant as given in Theorem 2.8.

The proof of this theorem is provided in Appendix.
13
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Theorem 2.15. Suppose ¢;, € H*(12), and the conditions for Lemmas 2.1 and 2.2 hold. The following inequality
holds,

At AAr < ~
140" G + 1A% + Z I A% G+ == D IVAGHIG < G,
k=0
where the constant 62 is given in Theorem 2.9.

Proof. The proof is similar to that for the SAV scheme in [34], by using Lemmas 2.1 and 2.2. [

Error estimate. We define the errors of the variables by (2.39). Suppose that the solution (¢, ) of Egs. (2.1)—(2.4)
satisfies (2.40). Based on Lemma 2.2 and Theorems 2.14 and 2.15, we have the same results expressed by the
inequalities (2.41), (2.42) and (2.43), i.e.

¢l = C, 9"l < C,
(@), |H (@), Ih”(d))l,TIh(d)”)l, Ih' (™), 1h"(¢")] < C,

"1d*R 4 2 2
/ o dt < C/ (eIt + el + llpee112,) 2.
0 ! 0
The truncation errors 7! and T,g”;l are given by
trH—l _ " 1
¢( ) (p( ) — A (thrl) + — dl)H'l’ (2633)
At At 13( n+l)2
u(@™y = =A™ + 1" + Wk@(r"*‘)) (2.63b)
R — R(t™) R(@™) ntl |
= gy, T (2639
where
mtl 1

d*R (t)

n+l __
T¢1B _/n

Theorem 2.16. Suppose the condition (2.40) and the conditions for Theorems 2.14 and 2.15 hold. We have the
following result with sufficiently small At,

(" = O¢u(dt and Tyl = / -2

n

(2.64)

1 n n n
SIVes I + —|| R 4 et +— § Vel < Caar?,
k=0

~ k1 ntl
where Cy = Cexp(At Yo —e) fo - (I8l + 1612 + 19u(I2,) ds, ¥ = 1+ [Vuk|2 and the
constant C depends on T, Gin, 2, (Pl Looo.7:w3.00(52) and |14l Loogo, 71 111 (62))-

The proof of this theorem is provided in Appendix.

2.4. Second-order schemes

We next present two second-order schemes for solving the reformulated system of equations, both of which
are unconditionally energy stable. Similar to their first-order counterparts from Section 2.3, these schemes solve
the Cahn-Hilliard field equation only once per time step. A prominent feature of these schemes lies in that the
Cahn—Hilliard field equation and the dynamic equation for the auxiliary variable are discretized in time by different
methods, the former by the backward differentiation formula (BDF2) and the latter by the Crank—Nicolson scheme
(CN2). This allows the computation of the auxiliary variable, and ensures the positivity of its computed values, in
a very straightforward way. We provide stability analyses for both schemes, as well as the error estimate for the
second scheme. Due to a technical difficulty caused by its multi-step nature, the error estimate for the first scheme
(Scheme 2A) is not available at this time.

14
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2.4.1. Scheme 2A
Suppose (¢°, u°, R) is given by (2.19). Define

¢" =00 u'=—A¢"+ae" +h(g"). w, = u'
Given ¢", R", "' and u"~! for n > 0, we compute ¢"*!, u"*! and R"*! as follows,

3¢n+l _ 4¢n + ¢n71

= Ap"tt, (2.652)
[T A¢"“ +ag" Ié"“l h(@"), (2.65b)
Rn-H Rn E;’A 2
= V2|1 dx, 2.65
At 2 /E[¢n+1/2] | H | x (2.65¢)
n-Ve¢"t' =n.vp"tt=0, on 40, (2.65d)
where
Rn+1
éznAH _ ) (2.66)
E[¢']

The symbols in the above equations are defined by

3 1,
S

Lo ~ntl/2 _
", 7 7

-n n n— n 3 n
¢ =20"—¢",  §=2¢"—3

2
Obviously, @" is a second-order explicit approximation of ¢"*!, and /i"*!/? is a second-order explicit approximation
of u at step (n+ 1/2), both by extrapolations. It follows that ’;‘2":1 in (2.66) is a second-order approximation of the
R(’) =1 at step (n + 1).

Notice that we have used BDFZ to approx1mate in (2.65a) and enforced this equation at step (n + 1). On the
other hand, we approximate d R by the Crank—Nlcolson form, and enforce all terms in Eq. (2.65c), except for the
variable S;A“, at the time step (n + 1/2). Note that the é;A“ variable in (2.65¢) is approximated at the time step
(n + 1) according to (2.66). This is a crucial point, and it allows R"*! to be computed by a well-defined formula
and ensures the positivity of its values. It should be appreciated that this approximation of SZ”A“ does not spoil the
second-order accuracy of the overall scheme, because EZ”A“ is an approximation of the constant jé% =1

Thanks to the explicit nature of fi"*'/2 in (2.65¢c), the computation for R"*! from (2.65¢) and (2.66) is un-
coupled with the computations for ¢"*' and p"*' from (2.652)~(2.65b). Substituting the &)'*" expression in (2.66)
into Eq. (2.65¢), one finds

constant

Rn
gl = ) (2.67)

Ed" At v n+1/2)?
[¢]+2ng| W |dx
Since R° > 0, we conclude by induction that & 2"A > 0 for all n > 0. It then follows that R" > 0 for all n > 0.
To implement this scheme, we first compute Sz"A“ from Eq. (2.67) and R"*! from (2.66). Then we solve

Egs. (2.652)—(2.65b) for ¢"! and pu"*!. It can be noted that the Cahn—Hilliard field equation (2.652)—(2.65b) is
solved only once per time step with this scheme.

Stability properties. The scheme given by Eqs. (2.652)—(2.66) is unconditionally stable. The following lemmas and
theorems summarize its stability properties.

Lemma 2.17. The scheme (2.65) is mass conserving in the sense that (¢"+', 1) = (¢°, 1).
Proof. Taking the L? inner product between equation (2.65a) and the constant 1 leads to (¢"*!, 1) = %(4&”, 1) —

e ", 1) for all n > 0. Since ¢"~|,—o = ¢° by definition, we conclude by induction that (¢", 1) = (¢, 1) for all
n>0 0
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Lemma 2.18. With the scheme (2.65),

0<R"' <R"<M, (2.68)
n+1 M
0 <& T (2.69)
V O

for some constant Cy > 0, and a constant M that depends on (2, ¢;, and cy.

Theorem 2.19. Suppose ¢, € H>(2) and the condition (2.14) holds. The following inequality holds for all n with
the scheme (2.65),

Vo™ IS + ||V(2¢"+1 - ¢">||é IIV(¢”“ oIS+ <||<z>"“||0 + ||2¢"+l ¢" %)
+ 1AL A" G + ||VA¢"+‘ I5 + —||VA<¢"+‘ PG + At Z IVt < Cs.
k=0
where Cs = 2[[V°|1% + All¢°112 + 2 At]| AgC |12 + 25|V A¢0||2) exp (C(M)T).

The proof of this theorem is provided in Appendix.

Theorem 2.20. Suppose ¢;, € H*($2), and that the conditions for Lemmas 2.1 and 2.2 hold. The following
inequality holds for all n with the scheme (2.65),

1 1 1
5||A¢"+' g+ 5||A<2¢"+‘ — MG+ 5||A<¢"+‘ — @G+ 1AV AS" |5

3At At . ~
+ 1A+ A @ — ¢MIG + 24y IVAG < Co,
k=0

where Co = || Ag|12 + 28| A2¢0|12 + 1 At ||V Ag°||2 + C(M)T.

The proof of this theorem is provided in Appendix.

2.4.2. Scheme 2B
Suppose (¢°, 1, R?) are given by (2.19), and let ¢"'|,—o = ¢° and R""!|,—o = R°. Given (¢", ¢"~!, R",
R"1) for n > 0, we compute (¢"+!, u"+!, R"*1) as follows,

3¢n+l _ 4¢n +¢n—]

M = Ap"t, (2.70a)

't = ¢"+' +ag" |s" ’h@"), (2.70b)
Rn+1 Rn %—;B 2

= V2| gy, 2.70c

At 2 /E w,nﬂ/z] 0 [Vt (2.70¢)

n-vo"tl =n. =0, ondf, (2.70d)

where
Rn+1
il = —— 2.71)

The symbols in the above equations are defined by

ﬁ”ZZRn_Rnfl’ ¢ _2¢ ¢n 1 /E\ZI‘LB — ,

~ 3 1 1
n+1/2 — T Ht _ _ n—1 n+1/2 —_ _ n+l1 n .
¢ 245 2¢ . M 2(pL +u")
It can be noted that R and ¢" are second-order explicit approximations of R"*! and ¢"*!, respectively. So ’5\2"3 is
a second-order explicit approximation of the constant R )t =1 at the time step (n + 1).
It should be noted that Eqgs. (2.70a)—(2.70b) are enforced at the time step (n + 1), while Eq. (2.70c) is enforced

at the step (n + 1/2), except for the term 52"3“, which is approximated at the time step (n + 1). Similar to Scheme

16
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2A in the previous subsection, this treatment of E”“ here does not spoil the second-order accuracy of the scheme

and ensures the positivity of the computed values for R"! and &4 it
Substitution of the 5;';1 expression in (2.71) into Eq. (2.70c) leads to
Rl’l
ézn;l — = YT (2.72)
[d) + ZW fQ| n | X

Since R® > 0, we conclude by induction that & "+l > 0 and R"*! > 0 for all n > 0 with the current scheme.

Thanks to the explicit nature of S ", the ﬁeld Eqs (2.70a2)—(2.70b) are de-coupled from Eq. (2.70c). To compute
(@"*1, w1, R™1), we can first solve (2.702)—(2.70b) and (2.70d) for ¢"*! and p"*'. Then we compute S;’;l by
(2.72), and compute R+l by Eq. (2.71).

Stability properties. This scheme is also unconditionally energy stable. Its stability properties are summarized by
the following results.

Lemma 2.21. The scheme (2.70) is mass conserving in the sense that (¢"+', 1) = (¢°, 1).

Lemma 2.22. The scheme (2.70) satisfies, for all n,

0<R'"' < RA’/’If M, (2.73)
0 <& < —, (2.74)
JC
~ 3y
523 < «/_C_7 (2.75)
0

for some constant Cy > 0, and a constant M that depends on (2, ¢;, and cy.

Theorem 2.23. Suppose ¢i, € H3(2) and the condition (2.14) holds. The following inequality holds for all n with
the scheme (2.70),

1
VO™ I+ IV Qo™ = M5 + S IV@" = dM)l5 + 5 <||¢"“||0+ ||2<z>"+1 ¢"115)
3At At
+ 2 A1 A" + == IV AG" G + 7||VA<¢"+' PG + At Z IVurG < Cs.,
k=0

where 65 is given in Theorem 2.19.

The proof of this theorem is provided in Appendix.

Theorem 2.24. Suppose ¢° € H*(12), and that the conditions for Lemmas 2.1 and 2.2 hold. Then the following
inequality holds with the scheme (2.70),

1 1 1
5IIA¢"+‘II%+5||A<2¢"+‘—¢">||3 146" =@Ml + 2AHIY A"

3At
+ == 14%" G + ||Az<¢"+1 ¢l + 1At Z IV A 13 < Ce,

2 k=0
where 66 is given in Theorem 2.20.
The proof of this theorem is provided in Appendix.
Error estimate. Assume that

¢ € L0, T; W3°°(Q)) ¢ € L0, T; L (Q))mL ©,T; H' (Q))mL 0, T; H'(2)),
¢ € L0, T; H'(2)), e € L0, T; H'(2)), € L0, T; H'(2)). (2.76)

By Lemma 2.2 and Theorems 2.23 and 2.24, we can also arrive at the boundedness properties in (2.41) and (2.42).
In light of the relation R(¢) = /E[¢], we have

f_R_;@_E)S_;d_Ecﬂ_h;f_E
e’ 8. /E[]° 4/E[pP dt di>  2/E[¢] di*’

17
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where
d*E
dit?
d3tE
s

It follows that

T\d3R|?
I

de3
Based on the Taylor expansion theorem, we arrive at

3" — 49" + (")

= f IV > + V¢ - Vor, + Alr|* + Apdy + B ()| |* + h(d)r.) dx,
; (3Ve: - Vou + Vo - Vo + 34y i + Ay + ' (@)@, + 30 (9 + h(P)pus) dx

T
dt < c/ (1pellT + e llT + Nee T + e I12) dt. (2.78)
0

n+1 n+1
Y = Aul(t R(intl {ét Tyt (2.792)
U™ = — AU + A + pr T @A), (2.79b)
R n+1 — R(" R n+1 1
") - RG™ _ RG™T) / v M(tn+1/2| dx + — T,';“ (2.79¢)
At \/E[¢(t”+l)] 2\/E[¢(t”+l/2)] Ar 28
where
e+l el
T = f (t ="y (Ddr — 7 / (t =",
11‘” ot d3R m—1 t”+1/2 d3R (280)
n+l __ n+1 2 n 2
Tt = E/ﬂm/z(t H_p W(r)dr— E/,n " -1 ﬁ(t)dt-

Theorem 2.25. Suppose the condition (2.76), and the conditions for Theorems 2.23 and 2.24 hold. The following
inequality holds for sufficiently small At,

At 2 A
(||v STUG+ Ve —epll) + (|| 56+ 12¢5T! = €glg) + SNV G + ek | < G A,

- 1 k12
where C; = Cexp(At Ypts i) [ (I + 16112 + 19uI? + ()2, ds, 12 = 1 4
||Vlik+l/2||%, and the constant C depends on T, $in, 2, ”¢||L°°(0,T;W3~°°(Q))r ||¢t||L°°(o,T;L2(Q)) and ||M||L0<>(0,T;H1(Q))~

The proof of this theorem is provided in Appendix.

Remark 2.26. The four schemes presented in this section share several common characteristics: (i) They are all
unconditionally energy stable. (ii) The Cahn—Hilliard field equation only needs to be computed once per time step,
by solving linear algebraic systems with a constant coefficient matrix. (iii) The auxiliary variable is given by a
well-defined explicit form, and its computed values are guaranteed to be positive.

Remark 2.27. In the analysis of these schemes (Schemes 1A/1B and 2A/2B) we have focused on the boundary
conditions given by (2.4). We would like to point out that the stability properties about these schemes proved in
this section equally hold with periodic boundary conditions for the domain.

3. Numerical examples

In this section we provide numerical results to verify the stability and error analysis of the proposed numerical
schemes from the previous section. The convergence rates of these schemes are first demonstrated using a
manufactured analytic solution. We then look into the coalescence of an array of drops and show that the proposed
schemes produce stable and accurate numerical results.

In the forthcoming numerical experiments, we add the mobility coefficient and the interfacial thickness parameter
to the Cahn—Hilliard equation as follows so that it resembles the applications (e.g. in two-phase flows) more closely,

¢ =modp+ f(x,0), p=—-LA¢+h(9), (3.1)
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Fig. 3.1. Temporal convergence rates: L* and L? errors of ¢ at t = ty versus At for the (a) first-order, and (b) second-order schemes. L™
and L? errors of the auxiliary variable £(¢) (for ¢ € [fo, tr]) versus At for the (c) first-order and (d) second-order schemes. The parameters
are tg = 0.1, ty = 1.1, (Ny, Ny) = (20,20) and co = 1.

where h(¢) = H'(¢) with H(¢) = A&((f)z — 1)%. Here, the constant mq (mg > 0) is the mobility of the interface, n
is a characteristic scale of the interfacial thickness, § is the mixing energy density coefficient and is related to the
surface tension by 8 = %a n, where the constant ¢ is the interface surface tension. f(x, ¢) is a prescribed source
term for testing the convergence rate only, and will be set to f = 0 in practical simulations. For simplicity and
efficiency, we will consider periodic boundary conditions in the following tests. These algorithms are employed to

numerically integrate the governing equation (3.1) in time from t = fy to t =ty (f and ¢/ to be specified below).
3.1. Convergence rates

We first test the convergence rates of the proposed methods using a manufactured analytic solution. Consider
Eq. (3.1) in the domain {2 = [0, 2] x [0, 2] with a manufactured solution

¢(x,t) = cos(mx) cos(mwy)sin(z). (3.2)

The external source term f(x,?) in (3.1) is chosen such that this equation is satisfied by the analytic expression
given in (3.2). Periodic conditions are assumed for the boundaries in the x and y directions. We employ the Fourier
spectral method for spatial discretization throughout this section. Let Ny and N, denote the number of Fourier
collocation points along x and y directions, respectively. In the simulations, we set (N, N,) = (20, 20), with which
the spatial discretization error is negligible compared with the temporal discretization error. Other parameters are
to = 0.1, 1t = 1.1, mg = 0.01, B = 0.01, n = 0.1 and ¢p = 1. The L*> and L? errors of the field function ¢
(against the analytic solution (3.2)) at t =ty = 1.1 are plotted respectively for the Schemes 1A/1B and 2A/2B in
Fig. 3.1(a) and (b). In Fig. 3.1(c) and (d) we plot the L> and L? errors of the auxiliary variable £ (against the
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Fig. 3.2. Temporal sequence of snapshots showing the evolution of an array of 361 drops governed by the Cahn—Hilliard equation. Simulation
results are obtained using Scheme 2A with Ar = 1073, (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

constant 1) as a function of At corresponding to different schemes. Here the L>° and L? errors are computed based
on the £(¢) data on the interval ¢ € [f, ty]. We can observe the expected convergence rate for all cases. The error
curves of ¢ corresponding to Schemes 1A and 1B, and also for Schemes 2A and 2B, essentially overlap with each
other, indicating a negligible difference in the error levels. On the other hand, the error values of £ corresponding
to Scheme 1B appear to be slightly and consistently lower than those of Scheme 1A. Similarly, the error values of
& corresponding to Scheme 2B appear slightly and consistently lower than those of Scheme 2A.

3.2. Coalescence of an array of drops

Another test problem we would like to consider is the evolution and interaction of 361 circular drops of one
material, with their centers arranged on a 19 x 19 grid (see Fig. 3.2(a)), which are immersed in another material.
We assume that the evolution of the material regions is described by the Cahn—Hilliard equation. The computational
domain is taken to be [0, 4] x [0, 4], and the initial phase field distribution is given by

19 19 — 2 — N2
gox, 1 =0)=360— 3 " tanh(y/(x x’)\/;n(y ) RO), (3.3)

20

i=1 j=1
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Fig. 3.3. Early evolution of the two material regions: (a) t = 0.15, (b) t = 0.2, (¢c) t = 0.3, and (d) + = 1.0. The initial drops of material one
(red) merge to form the new background material. The space between the initial drops filled with material two (blue) form a new 18 x 18
array of blue drops in the new background material (red). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

where Ry is the initial drop radius with Ry = 0.085, and x; = 0.2 xi and y; =02 x j fori, j =1,2,...,19.
We employ 512 grid points in both x and y directions in the Fourier spectral discretization. The other simulation
parameters are mgy = 107% o =151.15, = 0.01, B = ﬁon and cp = 1. We set f(x,?) = 01in (3.1) and periodic
boundary conditions are prescribed on the domain boundaries in both directions.

The regions for the two materials (circular drops, and the background) are observed to evolve and coalesce to
form coarser regions. This process is visualized in Fig. 3.2 with a long temporal sequence of snapshots of the
phase field distributions obtained using Scheme 2A with At = 1073, The first material is marked by red and the
other material is marked by blue. Increasingly coarser regions can be observed to form over time. Comparison
between Fig. 3.2(a) and (b) indicates that the roles (foreground/background) of the two materials seem to have
reversed early in the evolution. The first material (initial red drops) evolves into a new background material, while
the second material (initial blue background) form blue drops in the red background; see Fig. 3.2(b). This process is
illustrated in Fig. 3.3 with four snapshots at the early stage of the evolution. We can observe that the initial 19 x 19
array of red drops coalesce to form a new background material, while the second material in the spaces between
the red drops evolves into a new 18 x 18 array of blue drops immersed in the red background material.

The distribution of the material interface at + = 100 obtained with several time step sizes, ranging from
At = 107* to At = 1072, computed using Scheme 2A are shown in Fig. 3.4. It is observed that the results
obtained with At = 10~* and Ar = 1073 are essentially the same. With the larger time step size At = 1072, we
can observe some differences in the material distribution from those obtained using smaller At values, indicating
that the simulation starts to lose accuracy with this step size.

Note that the quantity & = R,Et(),) is an approximation of the unit value. This £ can serve as an indicator of the
accuracy of the simulations. If the deviation of & from the unit value is small, then the simulation tends to be more
accurate. In Fig. 3.5(a), we depict the time histories of &£, computed using Scheme 2B with various time step sizes
ranging from At = 1 to 10~*. It can be observed that £ remains close to 1 for small time steps 1073 ~ 107, While
for relatively larger time step sizes 1 ~ 1072, £ exhibits an obvious deviation from 1, suggesting that the simulation
results are no longer accurate. In Fig. 3.5(b), we compare the time histories of &, obtained using the four schemes
(1A/1B and 2A/2B) with At = 1073, The schemes 1A, 2A and 2B all produce quite accurate simulation results
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(a) At =10"% (b) At =10"3 (c) At =10"2

Fig. 3.4. Coalescence of arrays of 361 circles: snapshots of the phase field function at + = 100 computed using Scheme 2A with (a)
Ar=107% (b) Ar=1073, (c) Ar=10"2
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Fig. 3.5. Coalescence of an array of drops: time histories of &£(f) = R(t)/+/E(t) corresponding to (a) a range of time step sizes
At = 1,1071,1072,1073, 1074, computed using Scheme 2B, and (b) computed using different schemes (Schemes 1A/1B, 2A/2B) with
a fixed Ar = 1073,

with this time step size, with the computed & taking essentially the unit value. On the other hand, the £ computed
by Scheme 1B has the unit value initially, and at about # = 10 it decreases sharply to a small positive value (on
the order 107%) and remains at that level for the rest of the simulation. As a result, the simulation with Scheme 1B
loses accuracy completely from that point onward. It should be noted that this occurs not at the beginning, but after
a quite long time (around 10,000 time steps) into the simulation. Since the system is very dynamic, it is hard to
pin-point what interactions in the evolution of the drops cause the method to lose accuracy. We can observe from the
convergence-rate tests in Fig. 3.1(c) that the Scheme 1B appears to produce more accurate values for the auxiliary
variable & than Scheme 1A in short-term simulations (The convergence tests cover a unit value in time). The test
results here suggest that this is apparently not the case in longer-time simulations. Overall, these results indicate
that among the four schemes developed here the Scheme 1B might be somewhat inferior to the other schemes under
the same conditions in long-time simulations.

To validate the stability analysis of the schemes in the previous section, we look into the time histories of the
H? norm of the phase field function ¢ in Fig. 3.6. Fig. 3.6(a) shows the time histories of the H?-norm of the
phase field function ¢ corresponding to a number of time step sizes, ranging from At = 10™* to At = 1, obtained
using Scheme 2A. It is observed that with smaller Az values the H? norm decreases over time, and for larger At
values it remains approximately at some constant level over time (except for an initial dip at the early stage of the
simulation). These characteristics signify the stability of the computations. In Fig. 3.6(b), we fix At = 1 and depict
the time histories of the H2-norm of ¢ obtained using the different schemes developed herein. Since the At is quite
large, we do not expect these simulations to be accurate. Nonetheless, it can be observed that the H2-norms are all
bounded, indicating the stability of the proposed schemes.

Finally, we compare the performance of the current schemes with the SAV method [11,31] and the semi-implicit
scheme [14] for the drop evolution problem. In the SAV method, the auxiliary variable is defined based on the
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Fig. 3.6. Coalescence of an array of drops: time histories of [¢|lj2(,) corresponding to (a) a range of time step sizes Ar =
1,107, 1072, 1073, 1074, computed using Scheme 2A, and (b) computed using different schemes with a fixed Ar = 1.

potential energy only, R;(¢) = ,/ f o H(@)d§2 + co. Here we use Ri(t) to denote the auxiliary variable in SAV,

in order to distinguish the auxiliary variable R(¢) employed here based on the total energy (R(t) = +/E()). In
the semi-implicit scheme [14], the nonlinear term %(¢) is simply treated explicitly and the linear terms are treated
implicitly. Note that in the SAV method, the linear system resulting from the Cahn—Hilliard equation needs to be
solved twice within a time step [11,31]. On the other hand, with the schemes proposed here we only need to solve
the linear system once per time step. So the operation counts of the current schemes are comparable to that of the
semi-implicit scheme, and are about a half of that of the SAV method.

Fig. 3.7(a) shows the time histories of the total energy E[¢] obtained using the current Scheme 2A and the
SAV method with several time step sizes (ranging from At = 107* to At = 107"), together with the semi-implicit
scheme with a time step size Ar =5 x 1073. We note that the history curves corresponding to the relatively small
time step sizes At = 10~* and Ar = 1073 all overlap with one another for both the current scheme and SAV, while
some difference between them can be discerned in the history curves corresponding to At = 1072, suggesting that
both the current scheme and SAV exhibit similar accuracy with relatively small time step sizes. With the larger step
size At = 10!, the simulation result is no longer accurate for both the current scheme and SAV, and indeed we
can notice significant differences when compared with the curves obtained with smaller time step sizes; see also
Fig. 3.8 for a snapshot of the field distributions at t = 100 obtained using these two methods with Ar = 107,
which shows a marked difference. Nevertheless, the stability in the computations with the current scheme and SAV
is evident. This, however, is not the case with the semi-implicit scheme. Simulation using the semi-implicit scheme
blows up after a while into the computation with a relatively small Az = 5 x 1073, with the energy suddenly
growing exponentially. These comparisons indicate that the current methods share some characteristics with SAV
in terms of the accuracy and stability. Note that the current methods require the solution of the linear system only
once within a time step. So their computational cost is about half of the SAV method.

The schemes proposed here guarantee the unconditional positivity of the computed R(¢) values, irrespective of
the time step size. In Fig. 3.7(b) and (c) , we show the time history of the auxiliary variable R(¢#) computed using
the current Scheme 2A and the history of the auxiliary variable R;(¢#) obtained by the SAV method, both with
At = 0.4. Note that in the current schemes R(¢) is computed by a dynamic equation stemming from the relation
R(t) = /E(7), while in the SAV method the auxiliary variable R;(z) is computed by a dynamic equation stemming

from the relation R,(t) =,/ [, o H(@)d$2 + co. So both auxiliary variables should be positive physically. The current
schemes indeed guarantee the positivity of R(#). In contrast, SAV lacks such a property and the auxiliary variable
computed using SAV can take negative (unphysical) values, which is evident from Fig. 3.7(c).

4. Concluding remarks

In this paper we have presented two first-order and two second-order unconditionally energy-stable schemes,
in terms of a discrete energy, for numerically solving the Cahn-Hilliard equation. The stability properties of
these schemes have been investigated in relative detail, and their error analyses are provided. Besides the discrete
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Fig. 3.7. Comparison of current gPAV method with other methods (SAV scheme and the semi-implicit scheme). (a) Time histories of the
total energy E(r) obtained by the current Scheme 2A and the SAV scheme with At = 107! — 107, and by the semi-implicit scheme
from [14] with Ar =5 x 1073, (b) Time history of the auxiliary variable R(f) obtained by the current Scheme 2A. (c) Time history of the
auxiliary variable (denoted by R;(z)) obtained by the SAV method.

(b)

Fig. 3.8. Snapshot of the field function ¢ at + = 100 computed with Ar = 0.1 using the (a) Scheme 2A and (b) SAV method.

unconditional stability, these schemes have several other attractive properties: (i) These are linear schemes, and only
linear algebraic systems with a constant coefficient matrix need to be solved. (ii) The auxiliary variable (scalar-
valued number) involved in each of these schemes is computed by a well-defined explicit form, and its value is
guaranteed to be positive. (iii) The computational complexity (operation count or computational cost per time step)
of these schemes is comparable to that of the semi-implicit schemes, and is about a half of the gPAV and SAV

schemes.

The proposed schemes allow the use of fairly large time step sizes in dynamic problems and stable computations
can be attained. These have been demonstrated by numerical examples. Thanks to the aforementioned properties,
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these schemes are computationally efficient and simple to implement. They can be a useful tool for two-phase and
multiphase problems and materials applications.
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Appendix. Proofs of several theorems

Theorem 2.14. Suppose ¢, € H>(2) and the condition (2.14) holds. The following inequality holds with the
scheme (2.56),

A At " At & ~
n+1y2 n+1y2 n+1y2 k+12 k+1,2
IV 5 + S 19" I + =1V Ag ||o+kAth_(;||A¢ ||0+7§||w I12<C,

where C | is the constant as given in Theorem 2.8.
Proof. Taking the inner product of (2.56a) and (2.56b) with Aru”*! and ¢"*!' — ¢", respectively, we have

1 A
5<||V¢"+‘ 15— IVe™ 1§ + IV — VeII5) + 5(||¢>"+1 15— lle" 115 + ||¢":' ¢"113)
At (3 |
+ AtV G = =& P(h(@"), ¢ — ") < S IV G + B v G- (A1)

Take the inner product of (2.56a) and (2.56b) with A¢"*! and A%¢"*!, respectlvely. Applying the boundary
condition (2.57), we arrive at

1
5<||V¢>"+‘ 15— V"5 + V@™ — @) + At||[V A" ||3 + mrnAqs"“ 15

n
|§13|

A
= " PAU(Vh($"), VAP") < Ttnww“n% Bis v G- (A2)

Summing up (A.1) and (A.2), we have
Ve HI5 — IV II5 + ||V¢"+‘ V"l + <||¢"+‘ 5 — 9" 1I5 + ¢" " — ¢"II5)
At
- 7||W’“||S ||VA¢”“||0 +AAr||A¢"“||0 < |8 1* At| VA" (A.3)

As is shown in the proof of Theorem 2.8, the nonlinear term ||Vh(¢>”)||% can be estimated by using the positive
auxiliary variable SI"AJF', which satisfies the properties (2.36) and (2.28). Notice that &', satisfies similar properties,
i.e. él"g < C(M) and

o R" _C(M)
B JEG"T ~ et

The rest of the proof parallel those steps in the proof of Theorem 2.8. [

Theorem 2.16. Suppose the condition (2.40), and the conditions of Theorems 2.14 and 2.15 hold. We have the
following result with sufficiently small At,

1 ~
12 I 12 k1 2
§||V€$Jr o + —|| 5G4 et E IVey 5 < CaAr?,
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-~ k+1 n+l
where Cy = Cexp(At Yh_g o) fo (18I + 16 IR+ (12, ds, ¥ = 1+ Vi3 and the
constant C depends on T, Gin, 2, (Pl oo, 7:w3.00(52) and |14l Loogo,7: 111 (62))-

Proof. By subtracting (2.63) from (2.56), we have

n+1

% —% = Aent! — ! — T, (A.4a)
n+]A Aen+1 + )Len+4+ An+1 (A4b)
e';eﬂ — e _ lArH-l 1 el (A.4c)

At 274 At R’ :
where
An+1 _ qen 2 n ( n+1)2 n+1
3 =18, 17h(9") — Wh(ff)(l )
R+ RA™)Y R — R@Y ntly2 <h(¢") h(¢(t”))>
Elgr] @)t o MO RET Tien T Elean

L REy (h(qs(z")) h(qﬁ(r”?)))
e PO EGE

An+l _—/ \v/ n+1 2d —/ \v/ tn+l d
; Vi - ot | v

EL_(]&"

R([”+1) v n+1,2 v n+1 2d
E[qb”'H] El'[qbn“ (V™ = V@™ )] dx
j V") dx.

A%
+ R ( 1 -
E[¢"']  E[p@"+h)]
Taking the inner product of (A.4a) with Az‘e’”rl and (A.4b) with e”“ — ey, and multiplying (A.4c) with 2Ate"+l,

we get the following:

n+1 x +

_(||wn+1||0_||w¢||o+||v3"+l Ve¢||o>+ e SIS — llep I

+1 +1 +% +1 +1 +1
e e¢||0+>1+ At et = - T;i e L (A5 et = ep) (A.5a)
lex | — IeRI + ey — el = —AtA]T e — 26 T,’;]B . (A.5b)
Now, the right-hand side terms of (A.5a) can be treated as follows.
At
—(TpH et < —||v mHE ||< A VTG
=5 ||Ve"+‘ 5 + C Ar? e ()17 s,

_Er;g(R" + R(")) (Z([(z:;)] > e;'ﬂ — eZ) = eR(Rn + R(™) <E([(Z;n] AtAeZJrl T(;‘l‘;lz
= Cek (A’ 19" o + (= 2)" V2T ) h[<¢ )
]/2Tn+1 ) n (Q?
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Ml

+ C A llre ()12 s,

—R(t”+1)2<h(¢(tn)) LG n):R(t,,H)z’zh(W» G GRS

E[¢m]  Elp@+h)] E[pm]  E[p@"+h)] o o1
Vh(p(t"))  Vh(@@"* ))H

b E[¢(tM)]  El¢@"t)]
+CAr? / e ()17 ds.

n

||Ve"+1||0 +CAr H

Next, the right-hand side terms of (A.5b) can be treated as follows.
At n+1
|e—n+1| Va1 Pdx < CAV T RBleit T,
Ate’}eHR(t"er) 2 2

_ —""R vV 7 V n+1 _ V tn+1 dx

E[pm] L(I w = V@)
Ately
<
- E[¢n+1]
< CA(IVI G+ Diei™ LA

2
1
_ AtR(tn+l)€n+l (

IVert o Vi + v/w"“)n

1
IIV Al

n+1
Elg ] [¢(z"+1)]j/ Vil dx
< CcA(je) + |E£ ¢ — E[p(" 1],

2
— 2T TR < Arlel |+ — TRS;W
" 2R [P
m dr?

Combining (2.51), (2.52), (2.53) and the above inequalities with (A.5a) and (A 5b), we have

< At|e”+1| + CAP?

—<||v "“no—nv 3o + 3 2 e 2 e 12) + el — T L2 ||v s
A
||Ve”+‘—Ve¢||o é—,_||e"“—e¢,||0 + et — el
<CAt(1+IIVM”“IIO)I6”+'I +CAr(||Ve"“||o+||e;+‘|| +||Ve¢||0+||e¢||0+|ek|)
12 R(s) dR(s)|?
+CAr? / (eI + i ()lIDds + C Ar* / ‘ ds. (A.6)
m m

dt? dt

Summing up these equations for the indices from 0 to n and using the discrete Gronwall lemma 2.3 conclude the
proof. [J

Theorem 2.19. Suppose ¢, € H>(£2) and the condition (2.14) holds. The following inequality holds for all n with
the scheme (2.65),

Vo™ IS + IV(29™ ™ — ¢™I5 + IIV(¢"“ eI+ = (|I¢"“Ilo+ll2¢"“ ¢" %)

3At At
+ A AL A" G+ 7||VA¢"+‘ 16+ S IVA@"! = ¢Mli5 + Ar Z IVutH5 < Cs.
k=0

where Cs = (2[|Ve° |13 + M¢°l13 + A At Ag°[13 + 224V Ag|13) exp (C(M)T).

Proof. Taking the inner product of (2.65a) and (2.65b) with 2A¢u"*" and 3¢"*' — 4¢" 4+ ¢!, respectively, we
have

(IIV¢”“IIO V" I5 + V2" — ¢™llg — IV(2¢" — ¢" DI + V("™ —2¢" +¢" DI
+ 2<||<z>"+‘||0 9" 115 + 129" — ¢"II5 — 112¢" — ¢" IS + 9"+ — 20" + ¢" 1 I5) + 24t V"3
= [ ((@"), 3¢ —4¢" + ¢" 1) < Ar|| VR 4 1E0H A VARG (A7)
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Taking the inner product of (2.65a) and (2.65b) with AQ2¢"+! —¢") and A2 — ™), respectively, and by using
the boundary conditions, we can re-write the two resultant equations into

1
§<||V¢"+' 15— IV lIg + IVQ2e"™ — ¢™M)II§ — IIVQ2¢" — ¢" DG+ V(9" —2¢" +¢" DY)

LAV — ¢+ £ (IV@"" = ¢"l§ = IV(@" = " Dllg + IV(" —2¢" +¢" D)
+2A1|VAG"HIG + AC(|VAG™ ) — [VAG"[]§ + IV A" — ")) + 22 Ar || Ag"
A0 (1Ag" g — 149" IF + 106" ~ Ag" )

=208 AHVR(@"), VAP + 218 " At(Vh($"), VAG" — ¢")

t 4 —n
= Al[VAG G+ - IVA@™ — ¢+ 3Ae1E] T IVAGIG: (A.8)
Summing up (A.7) and (A.8), we have

V"t 15 — IV II5 + IV 2e" ! — ¢™)II§ — ”mf" — " HIG+20V(@" ™ = ¢MIIG + AtV TS

+3 (IV (@™ — ¢Mlg — IV (@" — ¢"DIIF) + §(|I¢”“ 15— 9" 115 + 129"+ — ¢™II5

At

— 129" — ¢" ') + At|VAY" T I§ + Ar(IVAY" 15 — IV A" 1) + 7||VA(¢"+‘ — "I

+AAL(| Ag" G — 1 AQ" 5 + 140" — Ag" )
< 4 A VARG (A9)

Using Lemma 2.1, one finds

n 4 —n n 4 —n —n n 4 —n —n
AERTTIVA@OIG < 4ET IR @G0 IV 115 < ACIELT IV 5 + 116" 115,00)- (A.10)

A

By using the same technique as in the proof of Theorem 2.8, the Cauchy Schwarz inequality and the triangle
inequality, we have

C(M)IVP" 113 ford = 1,
n+1,4 —n —n —n —-n
4EIVR@IIG < § CODIVE 12+ Cler, MV |12+ ellVAS"|2 for d =2,
C(M)|VP'II2 + Clez, M)V 112+ &2IVAG"|I2 for d = 3.
Noting that
IVAG" I3 < 211V AQ" I3 + 21V A" — " II2,
and by setting ) = &, = le and combining the above inequalities with (A.9), we obtain
VO™ G — IV II§ + IV 29" — ¢™II§ — V(29" — ¢" DI + At V"5
+3 (IV(@@"™ — ¢MIl5 — IV (@" — ¢" " MIIF) + §<||¢”*1 15— ™15 + 129" — ¢" 13
—_ n n 3At n n
— 129" — ¢" M 12) + A AL(| A" T2 — | A" 113) + —(IVA¢ 5= 1VAR" 15
At _
+ (VA" - PMIZ— IVA@" —¢" HII2)
< C(MAL|VE" |5 < CMAt(IV" 15 + V" 113). (A.11)

We conclude the proof by taking the sum of (A.11) for the indices from O to n and using the discrete Gronwall
lemma 2.4. O

Theorem 2.20. Suppose ¢;, € H*(12), and the conditions for Lemmas 2.1 and 2.2 hold. The following inequality
holds for all n with the scheme (2.65),

1 1
| Ag™ 15 + 5||A<2¢"+‘ — MG+ 5||A<¢"+‘ — @G+ LAV AS" 5

n

]
g 3A A
t t N
+ 1A+ A @ — ¢MIG + A4y IVAG < G,
k=0
where Cs = | Ag°|12 + 251 A%¢° )12 + L At|VASY |2 + C(M)T.
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Proof. Multiplying (2.65a) by 2At A22¢"! — ¢™) and combining (2.65a) with (2.65b), we obtain

(I1A@™ 115 — 148" 15 + 14" — @™ — 142" — ¢" DIlG + 1 A@@" ! —2¢" +¢" D)

1
+ 2| A(@™ ! — MG + (||A(¢>"+1 PG — 1A@" — " DG + 1 A" —2¢" + 8" DIIF)

+ 2401 4% g £ At (14767 g = A% g + I A°@™ — ¢1)lig) -
+ ALV A + 1A (IVAGH G — VA1 + [V A@™ = gm)IR)

—ﬂé"HI At(Ah($ 5 A" 4 2188 At(AR($"), A2 (@™ — ¢™))
||A2 S+ ||A2<¢”+1 ¢ + 41Em  Arl| ARG (A.12)

| =

Accordmg to (2.18), for any ¢ > 0, there exists a constant C(¢, M) depending on & such that
n+1.,4 —n -\ 20 -
AENT At AR@)I§ < COD AL + | A" ([57) < e At|| A*@" (|5 + C(e, M)At
By the triangle inequality, we have

1A%6" 113 < 21 A%" 13 + 211 A%(¢" — " D12

Combining the above inequalities with (A.12) and choosing ¢ = %, we have

(I1Ag™ 115 — 149" 15 + ||A<2¢"+1 MG — 1A2e" — ¢" DG+ 1A@" T —2¢" + ¢"DIIG)
+ 2| A" — MG + (||A(¢"+1 MG — I1AWQ" — ¢" DI+ A" — 26" + ¢" DIIG)

3At At
+ At]| A2¢" 5 + - (||A2¢"+1 15— 114%™ 115) + > (142" — ¢ — 1 A%(@" — ¢"DII5)
+ 2L AL VAY" G F 1AL (IVAS TG — IVAS" 15T IVA@" — ¢™II5)
< C(M)At. (A.13)

N =

We conclude the proof by taking the sum of this inequality for the indices from O to n. [

Theorem 2.23. Suppose ¢, € H*(£2) and the condition (2.14) holds. The following inequality holds for all n with
the scheme (2.70),

||V¢"+‘||é+||V<2¢"+‘ ¢>”>||é ||V<¢>"+‘ eI+ = <||¢>"+‘||0+||2¢>"+1 ¢" %)

At
+ 1A A" G + ||VA¢"“ 5 + —||VA<¢"“ oMIlg + At Z IVu*E < Cs.
k=0

where Cs is given in Theorem 2.19.

S S_Mand

=n n
SZB /CO 5ZB

Theorem 2.19, we take the same steps therein but replace Ez"A“ by SZ”B. (|

cm)

= Ten . In parallel to the proof of

Proof. By Lemma 2.22, /5\2"3 satisfies the conditions

Theorem 2.24. Suppose ¢° € H*($2), and the conditions for Lemmas 2.1 and 2.2 hold. Then the following
inequality holds with the scheme (2.70),

1 1 1
§||A¢"+' 5+ 5||A(2¢"+' — MG+ 5||A<¢"+' — @G+ 1AV AS" |5

3At At “ -~
+ 1A+ IAY@" =¢G24 Y IV AGG < Co,
k=0

where Cg is given in Theorem 2.20.

Proof. The proof is essentially the same as for Theorem 2.20. One can refer to the proof of Theorem 2.20. O
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Theorem 2.25. Suppose the condition (2.76), and the conditions for Theorems 2.23 and 2.24 hold. The following
inequality holds for sufficiently small At,

At 2 o~
3 (Ve I3+ IV — eI + 5 (1™ 13 + 12657 — ehI3) + S IVl 13 + 16! < Crae?

Jht1/2
where Cr = Cexp(At Yits o) o (1)1 + 18012 + eI + [ ar()I12,) ds, 442 = 1+
||Vuk+1/2||(2), and the constant C depends on T, $in, §2, @l oo, 7 w3002y 1911000, 7:12(52)) @nd |l pooco.7: 11 (52))-

Proof. By subtracting (2.79) from (2.70), we have

3 n+1 4 n n—1
i 5 e;’ T pe nl ALIT(;';', (A.14a)
ot 240 et AT (A.14b)
el;ll?+1 _e’;? _ lAl‘l+1 1 é‘vn+1 A 14
Ar 2% T A R (A-14¢)
where
AV B Py - LG h(p(t" )
T iljl 2 2E[¢( "L 2 142 Py
R —_R(" R(t")? — R(:"+ - n Toen
_ (R)" = R h@") + ") _n(t ) W@ + RV h(qin) _ h(@@")
E[$"] E[¢ ] El¢p'] E[p(")]

@) B
R n+152 uh _
TR )(Ewm)] Elg@ )]

R(l‘n+l)
APl — 2B Vv t2 2d / V(12 d
6 /—W7E,[¢n+1r{erl o | 12 | X — \/E[¢(tn+l)] \/E'( ¢(t;+1/2)] | ,bL( )l X
_ €R n+1/22 n+1/2,2 n+1/24,2
= \Y dx + \Y% — |Vt d
\/E[¢”+1/2]E ot Jo Vi | dx \/E G2 E[¢pnt1] (Vi | IV Idx
R 1 1

|V;L(t"+l/2)|2dx

+ —_
VEI[¢p"™ \ VE[¢"1/2] /E[¢<rn+1/2)]

R("+1) 1 /|V (t"+1/2)| .
JEG@ )] \ VE[g™] JE[¢(r"+l)1 g

Taking the inner product of (A.14a) with 2Ate"+1 and (A.14b) with 3e”+' —dey + e;_l, and multiplying (A.14c)
with 2Ate’}e+ we get the following:

<||Ve”+‘||0—||Ve¢||o+||w2e"+‘ I — Ve — el DIR) + 24 Vel 3 4 Z(ent I — el

+||2e"+1—e¢||0 12¢; — "5 < —(ATH 3ept! —4el + ) 1)—2(de'2;1, e, (A.15a)
e"+1| —|eb)? + et — et ——AtA”“e"“ 2e TRt (A.15b)

The terms on the right hand side of (A.15a) can be treated as follows.

—n p" Yo h(aﬂ) n n n— h(aﬂ) n n
eR(R" + R(™) (E[¢n],3e —del + ) 1) = ep(R" + R(1") (E[¢n],2AtAe + —2T¢;;1>

< Ce (Az||Ve;1“||o+||(—A> 1”Tt,’;;,gln )H 56"
At _
= S Ivethig +CAz|eR|2+CAt4/ lpres ()% s,

=1

(R(") ~ R(r"+‘)2>( (‘gn)]ﬁ ept! — e +e;1) < %uwz“né + CAfRG" - RG" )’

tn+l

Lol / 9 I ds,

Ry (B8 G iy e <ﬁnw"“nz+c;\IHW’@n)—W’@m)u2
E[@"1 Elgam ™ ? o Jm s 0 E[$"]  EI$um)]
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il

+ cm“f I ds,

il

- At
—dej+ e 1) <= ||Ve:1+1||é+CAz2/ ()12 s
t

Vh(@(")  Vh(g@"t) H2
E[gam]  Elggm I lo

" At C _ " At
—2Tgrt et = S IVetg + I PTG < Vet g + At f[ e (5)12 1 s

R h@(t")) h(p("+1)) 3,1+1
E[¢(t™)]  Elp@"tH]’

+CA1H

Next, the right-hand side terms of (A.15b) can be treated as follows.

tﬂ+1 3
d
— 26T TRt < Az|e’};f1|2 + —|T,g‘;1| < At|e"+1| + CAz“/ 5| ds,
2 m
At n+1
ler" | Vi n+1/2| dx < CAVu" 2 |2le n+1|2’
\/E[¢";j{2]E[g"+1]
At R("
- kX (V12— 19D Pdx < C Al IV 0 VY 4+ I
\/E[¢"+1/2]E[¢"+1] H
< Ca(IVET22 4+ DIt +7<||Ve;1+‘||3+ INCAT?
AtR(" et 1 1 2
— lR — _ — / |V’u(lj’l+l/2)| dx
VEW™ \VEIg12] VEpG 1)) Jo )
1 1 1 1
< CAts! Atle”“l + CAt -
¥ l\/E[<i>”+‘/2] VE[p(t1/2) VE[$12]  JE[p("+1/2)]
AR et 1 1 2
_ ]RZ - _ 1 / |Vu(t"+1/2)| dx
VE[p /2] \VE[p"]  VE[p"1)]) Jo )
1 1 1 1
< CArels! < caney! P+ car -
VET  VEG(T)] VEI"™]  VE[p(m)]

Vh@") _ Vh@E™)
Elp"] Elp(™)]

V@) _ Vh@Gu") _ V@) = V@)  Vh@E)(EL$") — E(8'))
E[¢"l  El()] E[¢"] E[$"1E[$(t™)]
In light of the Holder’s inequality and Sobolev embedding theorem, we have

IVR(@") — VA )llo <II(H (" )—h (@ (" )))V¢(t Mo + I1h'@")Vey llg
=CIVe")egllo + C|Vey pllo = C(IIV¢(t )Ilosll %Ho,e + 1Vegllo)
=Cllg" )II2||?¢||1 + CIIV sllo = CUIVegllo + llegllo).

According to the definition of E[¢], we have

For the term we rewrite it into

—n — 1 —n — A A — —n —
El¢"] - El¢(") = 5 fﬂ (V§" + V(")Veydx + - fg @ + (t")edx + /Q (H@") — H(p(t")))dx
< ClIVeyllo+ Cligyllo + fg H'(06" + (1 —0)$(™) (@ — t"))dx
< C(IVeéyllo + lIgllo)- (A.16)
Then, we have

H Vh(@")  Vh($E") H H V(@) — Vh(p(t")) +w@an»(E[wn—E[a"]) 2

E[¢"]  E[$t)] _El¢"] E[$" 1E[g(1")]
<C|IVh($ 2) Vh(@(")5 + CIVAGE )| Elg¢")] — E[¢]|
<C(IVey g + g, 1lp)- (A.17)

Similarly,

H Vh(@@")  Vhp@™h)
E[¢pam)]  Elp(t"th)]

H <CIVA@") = VARG I + CIVAGE I Elpa™ ] - Elge™][*
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=CUV@ TH = VeahIg + 16" = ¢"lg)
<car / e ()11 7ds,
2 ! |E[p("+1/2)) — E[$n+]/2]|2
- E[¢”+1/2]E[¢(l‘"+l/2) (\/E ¢n+l/2] + \/E ¢(tn+l/2)])2

1 1
VE@ 2] JElp 7))

<c ‘E[¢(Zn+1/2)] E[¢(In+1/2)]‘ +Ci€+[]¢(tn+l/2)] E[¢n+1/2]
< c(vey g + 12219 + car® / tﬁ s (s)113ds,
[ Bt )1 - Big" [
VEI" VER@ | ElgntEIgGr I EI9T + VEIp )
< CUIVey 5 + lie T 1),
[R(™ — RGP = [2RG") — RG"™ — R@"H < A / " d;,z as. (A.18)

By combining the above inequalities with (A.15a) and (A.15b), we have

(||v SIS — IVeER NI + 1VQest = eplls — IV 2e) — €)™ )||0>+—<||V g = Iverld)
A _
+ (e ”“||0—||e¢||0+||2e"+‘—e;||3—||2e¢ e} ‘||0>+|"+‘| — e + e — el

< CAr(l + IVt + CAr(IVey ™ I+ lleg ™ I + 1Veg g + lleglly + 1Veg ™" I
B _ " d®R(s) d*R(s)
+ ey g + [eRl?) + C Art / 1 O+ a1+ | =3 ‘ T

1"

ds. (A.19)

Summing up (A.19) for the indices from O to n, we get
3 (Ive 5 IV Qe - eI + (s G+ 126 — egiE) + S+ 16

2 _
<CAt Z(l + IV 2Dl +CAtZ(||Ve"“||o+ el ™ 15 + IVl 15 + lleh 15 + Vel 13)

k=0 k=0
_ 2 1.2
+CALY (e Ig + lekl™ + lek 1) + c At
k=0
< CALY (1 + IVE 2R (171 + Ve I3 + llek™ 1) + c A, (A.20)
k=0

Based on Theorem 2.23 and the triangle inequality ||V,uk+1/2||% < %(||Vuk||(2) + ||V k! ||%), we have

n+1
Aty V28 < s
k=0
We then use the discrete Gronwall lemma 2.3 to finish the proof. [
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