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GENERALIZED SCHUR ALGEBRAS

ALEXANDER KLESHCHEV AND ROBERT MUTH

Abstract. We define and study a new class of bialgebras, which generalize cer-
tain Turner double algebras related to generic blocks of symmetric groups. Bases
and generators of these algebras are given. We investigate when the algebras are
symmetric, which is relevant to block theory of finite groups. We then establish
a double centralizer property related to blocks of Schur algebras.

1. Introduction

Let k be a commutative domain of characteristic 0 and A be a unital k-superalgebra,
which is free as a k-supermodule. Let a be a unital subalgebra of the even part A0̄,
which is a direct summand of A0̄ as a k-module. Some of the unitality conditions will
be relaxed in the main body of the paper but in this introduction we will consider
a special case.

We define and study generalized Schur (super)algebras

TA
a (n, d) ⊆ SA(n, d).

The algebra SA(n, d) is defined as the algebra of invariants (Mn(A)
⊗d)Sd , and so in

the case A = k we get that Sk(n, d) is the classical Schur algebra. If a = A0̄, then
TA
a (n, d) = SA(n, d), but in general the subalgebra TA

a (n, d) ⊆ SA(n, d) is proper,
although it is always a full sublattice in SA(n, d). Thus extending scalars to a field
K of characteristic 0 produces the same algebras: TA

a (n, d)K = SA(n, d)K. However,
importantly, extending scalars to a field F of positive characteristic will in general
yield non-isomorphic algebras TA

a (n, d)F and SA(n, d)F of the same dimension. It
turns out that in many situations it is the more subtly defined algebra TA

a (n, d)F
that plays an important role.

As a special case of our construction, we recover the Turner double algebras
DA(n, d) studied in [T1,T2,T3,EK1]. In fact, we show in §5.4.2 that

DA(n, d) ∼= T
E(A)
A0̄

(n, d),

where E(A) is the trivial extension algebra of A. Turner double algebras are impor-
tant because of their connection to generic blocks of symmetric groups via Turner’s
conjecture, recently proved in [EK2]. To be more precise, for an appropriate zigzag

algebra Z̄ and a subalgebra z̄ ⊆ Z̄, the generalized Schur algebra T Z̄
z̄ (n, d) is Morita

equivalent to weight d RoCK blocks of symmetric groups. In this way, T Z̄
z̄ (n, d) can

be considered as a ‘local’ object replacing wreath products of Brauer tree algebras
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2 ALEXANDER KLESHCHEV AND ROBERT MUTH

in the context of the Broué abelian defect group conjecture for blocks of symmetric
groups with non-abelian defect groups.

However, it is known that Turner doubles cannot provide a similar ‘local’ descrip-
tion for blocks of classical Schur algebras because the former are always symmetric
algebras while the latter in general are not. We believe that our more general
construction of TA

a (n, d) fixes the problem. In [KM], we formulate an explicit con-
jecture for RoCK blocks of classical Schur algebras in terms of the generalized Schur
algebras TZ

z (n, d), where Z is an extended zigzag algebra.
Furthermore, we will prove in [KM] that, under reasonable additional assump-

tions on a, the algebra TA
a (n, d) is quasi-hereditary if A is quasi-hereditary. This

provides us with a method to produce new interesting quasi-hereditary algebras
from old. In particular, the algebra TZ

z (n, d) from the previous paragraph is quasi-
hereditary, as should be expected if it is to be Morita equivalent to a block of the
Schur algebra.

We now describe the contents of the paper in more detail. Section 2 is preliminary.
In Section 3, given a basis B for A which extends a basis for a, we describe a natural
basis for SA(n, d) in terms of certain elements ξbr,s, where b ∈ Bd, r, s ∈ [1, n]d.
This is an analogue of Schur’s basis of the classical Schur algebra. By rescaling this
natural basis using certain products of factorals defined in Section 2, we define the
full sublattice TA

a (n, d) ⊆ SA(n, d). Our first main result is:

Theorem 1. We have that TA
a (n, d) ⊆ SA(n, d) is a unital subalgebra.

There is another description of TA
a (n, d) as a subalgebra of SA(n, d), which shows

in particular that TA
a (n, d) is independent of the choice of basis B above:

Theorem 2. We have that TA
a (n, d) is the subalgebra of SA(n, d) generated by

Sa(n, d) and the elements of the form

d−1∑

e=0

1⊗d−1−e ⊗ ξ ⊗ 1⊗e,

where ξ ∈ Mn(A) and 1 := 1Mn(A).

A slightly stronger result appears as Theorem 4.13. In order to prove this result,
we first investigate some coproducts and ∗-products. Recall that

⊕

d≥0Mn(A)
⊗d

has a natural coproduct ∇, see §3.3. We then prove

Theorem 3. The coproduct ∇ restricts to coproducts on

SA(n) :=
⊕

d≥0

SA(n, d) and TA
a (n) :=

⊕

d≥0

TA
a (n, d).

In Section 4, we show that the ∗-product (or shuffle product) on
⊕

d≥0

Mn(A)
⊗d

restricts to a product on SA(n) and TA
a (n), which, together with ∇, gives these

objects a superbialgebra structure. We then prove that TA
a (n) is generated under

the ∗-product by Sa(n) and Mn(A). This allows us to prove Theorem 2.
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In Section 5 we first discuss some properties of idempotents and idempotent
truncations in TA

a (n, d). Given an idempotent e ∈ a, we define an idempotent
ξe ∈ TA

a (n, d) and prove in Lemma 5.12 that

ξeTA
a (n, d)ξe ∼= T eAe

eae (n, d).

Section 5 is completed with some important examples of generalized Schur algebras.
We discuss how TA

a (n, d) generalizes the Turner double construction and look at the
case where A is the extended zigzag algebra.

In Section 6 we study the symmetricity of TA
a (n, d). This is important since blocks

of finite groups are symmetric algebras and, inspired by [EK2], we hope that in some
situations TA

a (n, d) could provide a local description of some interesting blocks. As
the example A = k shows, it is certainly not enough to assume that A is symmetric
to guarantee that so is TA

a (n, d). A natural assumption we have to make is that the
symmetrizing form t is (A, a)-symmetrizing, i.e. (a, a)t = 0 and the k-complement
c of a in A0̄ can be chosen so that the restriction of (·, ·)t to a × c is a perfect
pairing. Then we construct an explicit symmetrizing form t

T on TA
a (n, d) and prove

in Corollary 6.7:

Theorem 4. If t is an (A, a)-symmetrizing form on A, then the algebra TA
a (n, d) is

symmetric, with symmetrizing form t
T .

In Section 7 we investigate double centralizer properties. Let S be a k-algebra
and e ∈ S be an idempotent. We say that e is a double centralizer idempotent for
S if the natural map S → EndeSe(Se) is an isomorphism. Given e ∈ a, which is
a double centralizer idempotent for A, it is not in general true that ξe is a double
centralizer idempotent for TA

a (n, d), see Remark 7.19. However, in Theorem 7.2, we
prove the following positive result:

Theorem 5. Let e ∈ A be a double centralizer idempotent for A and d ≤ n. Then
ξe is a double centralizer idempotent for SA(n, d). In particular, if K is the quotient
field of k, then ξe is a double centralizer idempotent for SA(n, d)K = TA

a (n, d)K.

Finally, in Theorem 7.17, we deal with the all-important zigzag case over the
arbitrary k:

Theorem 6. Let Z be the extended zigzag algebra with the standard idempotents
e0, e1, . . . , eℓ. We set e := e0 + · · · + eℓ−1, so that eZe is the zigzag algebra. Then
e is a double centralizer idempotent for Z, and ξe is a double centralizer idempotent
for TZ

z (n, d) provided d ≤ n.

2. Preliminaries

Throughout the paper k is always a commutative domain of characteristic 0.

2.1. Superalgebras and supermodules. Let V be a k-supermodule, i.e. V is
endowed with a k-module decomposition V = V0̄ ⊕ V1̄ (the superstructure could be
trivial, i.e. we could have V = V0̄). If ε ∈ Z/2 and v ∈ Vε, we call v homogeneous
and write v̄ := ε. For a set S of homogeneous elements of V and ε ∈ Z/2 we denote

Sε := S ∩ Vε. (2.1)

A map f : V → W of k-supermodules is called homogeneous if f(Vε) ⊆ Wε for all
ε. A k-supermodule V is free if so is each Vε. Let V be a free k-supermodule. A
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homogeneous basis of V is a k-basis all of whose elements are homogeneous. A (not
necessarily unital) k-algebra A is called a k-superalgebra, if A is a k-supermodule
and AεAδ ⊆ Aε+δ for all ε, δ.

Throughout the paper we will work with a fixed superalgebra A which is free as
a k-supermodule (not necessarily of finite rank). Moreover, we fix a k-subalgebra
a ⊆ A0̄ such that a and A/a are both free as k-modules. Such a pair (A, a) will
be called a good pair. It is called a unital good pair if both A and a are unital and
1a = 1A.

For our fixed good pair (A, a), we pick a k-module complement c for a in A0̄ and
k-bases Ba, Bc, B1̄ for a, c, A1̄, respectively, so that

B = Ba ⊔Bc ⊔B1̄ (2.2)

is a homogeneous basis for A. We call such a basis an (A, a)-basis.
Define the structure constants κba,c of A from

ac =
∑

b∈B

κba,cb (a, c ∈ A). (2.3)

More generally, for

b = (b1, . . . , bd) ∈ Bd and a = (a1, . . . , ad), c = (c1, . . . , cd) ∈ Ad,

we define
κba,c := κb1a1,c1 . . . κ

bd
ad,cd

. (2.4)

Finally, we denote by H the set of all non-zero homogeneous elements of A.
The matrix algebra Mn(A) is naturally a superalgebra. For 1 ≤ r, s ≤ n and

a ∈ A, we denote
ξar,s := aEr,s ∈ Mn(A). (2.5)

Then
{ξbr,s | 1 ≤ r, s ≤ n, b ∈ B} (2.6)

is a homogeneous basis of Mn(A), and by (2.3) we have

ξar,sξ
c
t,u = δs,t

∑

b∈B

κba,cξ
b
r,u (a, c ∈ A, 1 ≤ r, s, t, u ≤ n). (2.7)

2.2. Combinatorics. For r, s ∈ Z we denote [r, s] := {t ∈ Z | r ≤ t ≤ s}. We
fix n ∈ Z>0 and d ∈ Z≥0. For a set X, the elements of Xd are referred to as
words (of length d) with letters in the alphabet X. The words are usually written

as x1x2 · · · xd ∈ Xd. For x ∈ Xd and x′ ∈ Xd′ we denote by xx′ ∈ Xd+d′ the
concatenation of x and x′. For x ∈ X, we denote xd := x · · · x ∈ Xd.

The symmetric group Sd acts on the right on Xd by place permutations:

(x1 · · · xd)σ = xσ1 · · · xσd.

For x,x′ ∈ Xd, we write x ∼ x′ if xσ = x′ for some σ ∈ Sd. If X1, . . . ,XN are sets,
then Sd acts on Xd

1 × · · · ×Xd
N diagonally:

(x1, . . . ,xN )σ = (x1σ, . . . ,xNσ).

The set of the corresponding orbits is denoted (Xd
1 × · · · ×Xd

N )/Sd, and the orbit
of (x1, . . . ,xN ) is denoted [x1, . . . ,xN ]. We write

(x1, . . . ,xN ) ∼ (y1, . . . ,yN )
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if [x1, . . . ,xN ] = [y1, . . . ,yN ].
Let P be a set of homogeneous elements of A. Our main examples will be P = B

and P = H (the set of all non-zero homogeneous elements of A). We have P =
P0̄ ⊔ P1̄. Define TriP (n, d) to be the set of all triples

(p, r, s) = (p1 · · · pd, r1 · · · rd, s1 · · · sd) ∈ P d × [1, n]d × [1, n]d

such that for any 1 ≤ k 6= l ≤ d we have (pk, rk, sk) = (pl, rl, sl) only if pk ∈ P0̄.
Then TriP (n, d) ⊆ P d × [1, n]d × [1, n]d is Sd-invariant and so we have the orbit set
TriP (n, d)/Sd.

For (p, r, s) ∈ TriP (n, d), we consider the stabilizer

Sp,r,s := {σ ∈ Sd | (p, r, s)σ = (p, r, s)},

and denote by p,r,sD a set of the shortest coset representatives for Sp,r,s\Sn. Then
{(p, r, s)σ | σ ∈ p,r,sD} is the set of distinct elements in the orbit [p, r, s].

We fix a total order ‘<’ on P × [1, n]× [1, n]. Then we also have a total order on
TriP (n, d) defined as follows: (p, r, s) < (p′, r′, s′) if and only if there exists l ∈ [1, d]
such that (pk, rk, sk) = (p′k, r

′
k, s

′
k) for all k < l and (pl, rl, sl) < (p′l, r

′
l, s

′
l). Denote

TriP0 (n, d) = {(p, r, s) ∈ TriP (n, d) | (p, r, s) ≤ (p, r, s)σ for all σ ∈ Sd}. (2.8)

We have a bijection

TriP0 (n, d)
∼

−→ TriP (n, d)/Sd, (p, r, s) 7→ [p, r, s].

For (p, r, s) ∈ TriP (n, d), p′ ∈ P d and σ ∈ Sd, we define

〈p, r, s〉 := ♯{(k, l) ∈ [1, d]2 | k < l, pk, pl ∈ P1̄, (pk, rk, sk) > (pl, rl, sl)},

〈p,p′〉 := ♯{(k, l) ∈ [1, d]2 | k > l, pk, p
′
l ∈ P1̄}.

〈σ;p〉 := ♯{(k, l) ∈ [1, d]2 | k < l, σ−1k > σ−1l, pk, pl ∈ P1̄}.

Note that
(−1)〈p,r,s〉+〈pσ,rσ,sσ〉 = (−1)〈σ;p〉. (2.9)

Let us now specialize to the case P = B.

Lemma 2.10. Let (a, r, t), (c, t,u) ∈ TriB(n, d). Assume that, for some 1 ≤ k < d,
either āk = c̄k or āk+1 = c̄k+1. Then

(−1)〈a,r,t〉+〈c,t,u〉+〈a,c〉 = (−1)〈ask,rsk,tsk〉+〈csk,tsk,usk〉+〈ask,csk〉.

Proof. We consider three cases:
Case 1: at least two of ak, ck, ak+1, ck+1 are even. In this case sk does not ex-

change the positions of two odd elements in a or c, so 〈a, r, t〉 = 〈ask, rsk, tsk〉 and
〈c, t,u〉 = 〈csk, tsk,usk〉. We also note that ak+1 and ck cannot both be odd, and
ak and ck+1 cannot both be odd, so 〈a, c〉 = 〈ask, csk〉.

Case 2: Exactly one of ak, ck, ak+1, ck+1 is even. By symmetry we may assume
that ak, ak+1 are odd and one of ck, ck+1 is even. Then we have

(−1)〈a,r,t〉 = −(−1)〈ask,rsk,tsk〉,

(−1)〈c,t,u〉 = (−1)〈csk,tsk,usk〉,

(−1)〈a,c〉 = −(−1)〈ask,csk〉.
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Case 3: ak, ck, ak+1, ck+1 are all odd. Then we have

(−1)〈a,r,t〉 = −(−1)〈ask,rsk,tsk〉,

(−1)〈c,t,u〉 = −(−1)〈csk,tsk,usk〉,

(−1)〈a,c〉 = (−1)〈ask,csk〉.

�

Let (b, r, s) ∈ TriB(n, d). For b ∈ B and r, s ∈ [1, n], we denote

[b, r, s]br,s := ♯{k ∈ [1, d] | (bk, rk, sk) = (b, r, s)}, (2.11)

and define

[b, r, s]! :=
∏

b∈B, r,s∈[1,n]

[b, r, s]br,s! =
∏

b∈B0̄, r,s∈[1,n]

[b, r, s]br,s! (2.12)

(if B is infinite, these are infinite products but all but finitely many factors are 1).
Note that

|Sb,r,s| = [b, r, s]!. (2.13)

Moreover, we define

[b, r, s]!a :=
∏

b∈Ba, r,s∈[1,n]

[b, r, s]br,s!, (2.14)

[b, r, s]!c :=
∏

b∈Bc, r,s∈[1,n]

[b, r, s]br,s!. (2.15)

3. Generalized Schur algebras

Throughout the section, (A, a) is a fixed good pair with an (A, a)-basis B =
Ba ⊔Bc ⊔B1̄ as in (2.2). Recall that H denotes the set of all non-zero homogeneous
elements of A. We also fix n ∈ Z>0 and d ∈ Z≥0.

In this section, we will construct generalized Schur algebras TA
a (n, d) ⊆ SA(n, d).

The definition of the algebra SA(n, d) is straightforward, while TA
a (n, d) is obtained

by making a subtle choice of a full-rank sublattice in SA(n, d) which depends on
a. If a = A0̄, then TA

a (n, d) = SA(n, d), but in general the algebras are different.
In §3.3, we investigate a natural coproduct on SA(n) :=

⊕

d∈Z≥0
SA(n, d) and show

that
TA
a (n) :=

⊕

d∈Z≥0

TA
a (n, d) ⊆ SA(n)

is a subcoalgebra.

3.1. The algebra SA(n, d). Let Mn(A) be the k-(super)algebra of n× n matrices
with entries in A and recall the notation (2.5). There is a right action of Sd on
Mn(A)

⊗d with (super)algebra automorphisms, such that for all a1, . . . , ad ∈ H,
r1, s1, . . . , rd, sd ∈ [1, n] and σ ∈ Sd, we have

(ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd)
σ = (−1)〈σ;a〉ξaσ1

rσ1,sσ1
⊗ · · · ⊗ ξaσd

rσd,sσd
.

The algebra SA(n, d) is defined as the corresponding algebra of invariants

SA(n, d) := (Mn(A)
⊗d)Sd .

Note that SA(n, d) is unital if and only if so is A.
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For (a, r, s) ∈ TriH(n, d), we define elements

ξar,s :=
∑

σ∈a,r,sD

(ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd)
σ

=
∑

(a′,r′,s′)∼(a,r,s)

(−1)〈a,r,s〉+〈a′,r′,s′〉 ξ
a′1
r′1,s

′
1
⊗ · · · ⊗ ξ

a′d
r′
d
,s′

d

.
(3.1)

in SA(n, d), where we have used (2.9) to obtain the last equality. The following is
clear (as noted in [EK1, Lemma 6.10]):

Lemma 3.2. We have that {ξbr,s | [b, r, s] ∈ TriB(n, d)/Sd} is a basis of SA(n, d).

Lemma 3.3. If (a′, r′, s′) ∼ (a, r, s) are elements of TriH(n, d), then

ξa
′

r′,s′ = (−1)〈a,r,s〉+〈a′,r′,s′〉ξar,s.

Proof. This follows from (3.1). �

For (a,p, q), (c,u,v) ∈ TriH(n, d) and (b, r, s) ∈ TriB(n, d), define the structure

constants fb,r,s
a,p,q;c,u,v from

ξap,q ξ
c
u,v =

∑

[b,r,s]∈TriB(n,d)/Sd

fb,r,s
a,p,q;c,u,v ξ

b
r,s. (3.4)

Note by Lemma 3.3 that if (b′, r′, s′) ∼ (b, r, s) then

fb,r,s
a,p,q;c,u,v = (−1)〈b,r,s〉+〈b′,r′,s′〉fb′,r′,s′

a,p,q;c,u,v.

Recalling the notation (2.4), the following generalization of Green’s product rule
[G, (2.3b)] follows from [EK1, (6.14)].

Proposition 3.5. Let (a,p, q), (c,u,v) ∈ TriH(n, d) and (b, r, s) ∈ TriB(n, d).
Then

fb,r,s
a,p,q;c,u,v =

∑

a′,c′,t

(−1)〈a,p,q〉+〈c,u,v〉+〈a′,r,t〉+〈c′,t,s〉+〈a′,c′〉 κba′,c′ ,

where the sum is over all a′, c′ ∈ Hd and t ∈ [1, n] such that (a′, r, t) ∼ (a,p, q)
and (c′, t, s) ∼ (c,u,v).

We can collect some of the equal terms in the formula above to rewrite it in the
following form:

Corollary 3.6. Let (a,p, q), (c,u,v) ∈ TriH(n, d), (b, r, s) ∈ TriB(n, d), and let
X be the set of all (a′, c′, t) ∈ Hd × Hd × [1, n] such that (a′, r, t) ∼ (a,p, q),
(c′, t, s) ∼ (c,u,v), and ā′k + c̄′k = b̄k for all k ∈ [1, d]. We have:

(i) If (a′, c′, t) ∈ X then (a′, c′, t)σ ∈ X for any σ ∈ Sb,r,s. Let Ja′, c′, tK :=
{(a′, c′, t)σ | σ ∈ Sb,r,s} ⊆ X denote the corresponding Sb,r,s-orbit.

(ii) κba′,c′ and the parity of 〈a′, r, t〉+ 〈c′, t, s〉+ 〈a′, c′〉 depend only on the orbit

Ja′, c′, tK.

(iii) The structure constant fb,r,s
a,p,q;c,u,v equals

∑

Ja′,c′,tK∈X/Sb,r,s

(−1)〈a,p,q〉+〈c,u,v〉+〈a′,r,t〉+〈c′,t,s〉+〈a′,c′〉 [Sb,r,s : Sb,r,s ∩Sa′,c′,t]κ
b
a′,c′ .
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Proof. Let σ ∈ Sb,r,s and (a′, c′, t) ∈ X.
(i) To show that (a′σ, c′σ, tσ) ∈ X, note that

(a′σ, r, tσ) = (a′σ, rσ, tσ) ∼ (a,p, q)

and similarly (c′σ, tσ, s) ∼ (c,u,v). Finally, we have ā′σk + c̄′σk = b̄σk = b̄k for all k.

(ii) We have κba′σ,c′σ = κbσa′σ,c′σ = κba′,c′ , giving the first statement of (ii). To

complete the proof of (ii), we now show that

(−1)〈a
′,r,t〉+〈c′,t,s〉+〈a′,c′〉 = (−1)〈a

′σ,r,tσ〉+〈c′σ,tσ,s〉+〈a′σ,c′σ〉

Write σ as a reduced product of simple transpositions σ = sl1 · · · slm (it is not
in general true that sl1 , . . . , slm ∈ Sb,r,s). Since (b, r, s) ∈ Tri(n, d), we have
σk = k for all k such that bk is odd. Therefore for all 1 ≤ j ≤ m, at least one
of (bsl1 · · · slj−1

)lj , (bsl1 · · · slj−1
)lj+1 is even—i.e., no two odd elements are ever ex-

changed by the simple transpositions that comprise σ.
For 1 ≤ j ≤ m, either (a′sl1 · · · slj−1

)lj and (c′sl1 · · · slj−1
)lj are of the same parity,

or (a′sl1 · · · slj−1
)lj+1 and (c′sl1 · · · slj−1

)lj+1 are of the same parity, by the above

paragraph and the fact that a′k + c′k = bk for all k. Therefore we may repeatedly
apply Lemma 2.10 to get:

(−1)〈a
′,r,t〉+〈c′,t,s〉+〈a′,c′〉

=(−1)〈a
′sl1 ,rsl1 ,tsl1 〉+〈c′sl1 ,tsl1 ,ssl1〉+〈a′sl1 ,c

′sl1 〉

=(−1)〈a
′sl1sl2 ,rsl1sl2 ,tsl1sl2 〉+〈c′sl1sl2 ,tsl1sl2 ,ssl1sl2 〉+〈a′sl1sl2 ,c

′sl1sl2 〉

= · · ·

=(−1)〈a
′σ,rσ,tσ〉+〈c′σ,tσ,sσ〉+〈a′σ,c′σ〉

=(−1)〈a
′σ,r,tσ〉+〈c′σ,tσ,s〉+〈a′σ,c′σ〉,

completing the proof of (ii).

(iii) As κbk
a′
k
,c′

k

= 0 unless ā′k + c̄′k = b̄k, we may assume that the summation in

Proposition 3.5 is over all (a′, c′, t) ∈ X. By (i), (ii) and Proposition 3.5, we have

fb,r,s
a,p,q;c,u,v =

∑

Ja′,c′,tK∈X/Sb,r,s

#Ja′, c′, tK (−1)〈a,p,q〉+〈c,u,v〉+〈a′,r,t〉+〈c′,t,s〉+〈a′,c′〉 κba′,c′ .

It remains to note that #Ja′, c′, tK = |Sb,r,s/Sb,r,s ∩Sa′,c′,t|. �

Let τ be a homogeneous anti-involution on A. Then τ induces a homogeneous
anti-involution

τn : Mn(A) → Mn(A), ξar,s 7→ ξτ(a)s,r ,

which in turn induces an anti-involution

τn,d : S
A(n, d) → SA(n, d), ξar,s 7→ ξa

τ

s,r, (3.7)

where for a = a1 · · · ad ∈ Hd, we have denoted aτ := τ(a1) · · · τ(ad) ∈ Hd.
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3.2. The algebra TA
a (n, d). Recalling the notation (2.15), for (b, r, s) ∈ TriB(n, d),

we set
ηbr,s := [b, r, s]!c ξ

b
r,s. (3.8)

Define the k-submodule TA
a (n, d) ⊆ SA(n, d) to be

TA
a (n, d) := span

(
ηbr,s | (b, r, s) ∈ TriB(n, d)

)
.

It will turn out that TA
a (n, d) depends only on a but not on c or B, see Proposi-

tion 4.11.

Lemma 3.9. We have that
{
ηbr,s | (b, r, s) ∈ TriB(n, d)/Sd

}
is a basis of TA

a (n, d).

Proof. Follows from the definition and Lemma 3.2. �

Lemma 3.10. Let a1, . . . , ad ∈ a ∪ A1̄ and r, s ∈ [1, n]d. Then ξar,s ∈ TA
a (n, d).

Proof. By assumption, for 1 ≤ l ≤ d, either al =
∑

b∈a cl,bb or al =
∑

b∈B1̄
cl,bb, with

cl,b ∈ k. It follows that ξar,s is a linear combination of the elements ξbr,s such that b
is of the form b1 · · · bd with bl ∈ Ba ∪B1̄ for all l = 1, . . . , d. But for such b, we have
ξbr,s = ηbr,s ∈ TA

a (n, d). �

Proposition 3.11. We have that TA
a (n, d) ⊆ SA(n, d) is a k-subalgebra. It is a

unital subalgebra if (A, a) is a unital good pair.

Proof. By Lemma 3.10, if 1A ∈ a, then the identity 1A⊗· · ·⊗1A ∈ SA(n, d) belongs
to TA

a (n, d), so we only have to prove the first statement of the lemma.
We now fix (a,p, q), (c,u,v), (b, r, s) ∈ TriB(n, d) and apply Corollary 3.6. Using

the notation as in the corollary, assume that (a′, c′, t) ∈ X is such that κba′,c′ 6= 0.

In view of Corollary 3.6(iii), it suffices to prove that the integer

M := [a,p, q]!c · [c,u,v]
!
c · |Sb,r,s/Sb,r,s ∩Sa′,c′,t|

is divisible by [b, r, s]!c. For b, a
′, c′ ∈ B and r, s, t ∈ [1, n], define

ma′,b,c′

r,s,t := #{k ∈ [1, d] | a′k = a′, bk = b, c′k = c′, rk = r, sk = s, tk = t}.

Then, using that (a′, r, t) ∼ (a,p, q), (c′, t, s) ∼ (c,u,v), we obtain:

|Sb,r,s ∩Sa′,c′,t| =
∏

a′,b,c′∈B, r,s,t∈[1,n]

ma′,b,c′

r,s,t ! (3.12)

[b, r, s]br,s =
∑

a′,c′∈B, t∈[1,n]

ma′,b,c′

r,s,t (b ∈ B, r, s ∈ [1, n]), (3.13)

[a,p, q]ap,q =
∑

b,c′∈B, t∈[1,n]

ma,b,c′

p,t,q (a ∈ B, p, q ∈ [1, n]), (3.14)

[c,u,v]cu,v =
∑

a′,b∈B, t∈[1,n]

ma′,b,c
t,v,u , (c ∈ B, u, v ∈ [1, n]), (3.15)

By (3.13), for every b ∈ B and r, s ∈ [1, n], we have that

ybr,s :=
[b, r, s]br,s!

∏

a′,c′∈B, t∈[1,n]m
a′,b,c′

r,s,t !
∈ Z.
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So
C :=

∏

b∈Ba∪B1̄, r,s∈[1,n]

ybr,s ∈ Z,

and by (3.12), we have

|Sb,r,s/Sb,r,s ∩Sa′,c′,t| =
∏

b∈B, r,s∈[1,n]

ybr,s = C ·
∏

b∈Bc, r,s∈[1,n]

ybr,s.

Now we claim that b ∈ Bc and ma′,b,c′

r,s,t > 1 imply a′ ∈ Bc or c′ ∈ Bc. Indeed, if

a′ ∈ B1̄, then using (3.14), we get ma′,b,c′

r,s,t ≤ [a,p, q]a
′

r,t ≤ 1 as (a,p, q) ∈ TriB(n, d),

which is a contradiction. Thus a′ ∈ B0̄. Similarly, c′ ∈ B0̄. If a′, c′ ∈ Ba, then

κba′,c′ = 0 since a is closed under multiplication. Since ma′,b,c′

r,s,t > 0, this implies

κba′,c′ = 0, which contradicts our choice of (a′, c′, t), proving the claim.

By the claim, for b ∈ Bc and r, s ∈ [1, n], we may write

ybr,s =
[b, r, s]br,s!

(
∏

a′∈Bc, c′∈B, t∈[1,n]m
a′,b,c′

r,s,t !
)(

∏

a′∈Ba∪B1̄, c
′∈Bc, t∈[1,n]

ma′,b,c′

r,s,t !
) .

So M equals
(

∏

a′∈Bc

r,t∈[1,n]

[a,p, q]a
′

r,t!

)

·

(
∏

c′∈Bc

t,s∈[1,n]

[c,u,v]c
′

t,s!

)

· C ·
∏

b∈Bc, r,s∈[1,n]

ybr,s

=

(
∏

a′∈Bc

r,t∈[1,n]

[a,p, q]a
′

r,t!
∏

c′∈B, b∈Bc, s∈[1,n]
ma′,b,c′

r,s,t !

)(
∏

c′∈Bc

t,s∈[1,n]

[c,u,v]c
′

t,s!
∏

a′∈Ba∪B1̄, b∈Bc, r∈[1,n]
ma′,b,c′

r,s,t !

)

× C ·
∏

b∈Bc, r,s∈[1,n]

[b, r, s]br,s!.

Note that the first factor is an integer by (3.14), and the second factor is an integer
by (3.15). We have thus proved that M is divisible by

∏

b∈Bc, r,s∈[1,n]

[b, r, s]br,s! = [b, r, s]!c,

completing the proof. �

3.3. Coproduct on generalized Schur algebras. In this subsection, it will be
convenient to use the following notation. Let T = (b, r, s) ∈ TriB(n, d). We write

ξT := ξbr,s, ηT := ηbr,s,
T
D := b,r,s

D , [T ]!c := [b, r, s]!c, T σ := (b, r, s)σ, etc.

If d = d1 + d2, T
1 = (b1, r1, s1) ∈ TriB(n, d1) and T 2 = (b2, r2, s2) ∈ TriB(n, d2),

we denote
T 1T 2 := (b1b2, r1r2, s1s2) ∈ Bd × [1, n]d × [1, n]d.

In general T 1T 2 does not need to be an element of TriB(n, d).
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Recall the notation (2.8). For T ∈ TriB0 (n, d) and 0 ≤ l ≤ d, define the sets of
l-splits of T and splits of T as

Spll(T ) :=
{
(T 1,T 2) ∈ TriB0 (n, l)× TriB0 (n, d− l) | T 1T 2 ∼ T

}
,

Spl(T ) :=
⊔

0≤l≤d

Spll(T ).

For (T 1,T 2) ∈ Spll(T ), let σT
T 1,T 2 be the unique element of T D such that

T σT
T 1,T 2 = T 1T 2.

Let ιl : Sl×Sd−l → Sd be the standard inclusion. Let T ∈ TriB0 (n, d). Note that

for every σ ∈ T D there exist unique (T 1,T 2) ∈ Spll(T ), σ1 ∈ T 1
D and σ2 ∈ T 2

D

such that σ = σT
T 1,T 2ιl(σ1, σ2). In other words, the map

⊔

(T 1,T 2)∈Spll(T )

T 1
D × T 2

D → T
D (3.16)

sending (σ1, σ2) ∈
T 1

D × T 2
D to σT

T 1,T 2ιl(σ1, σ2), is a bijection.

Note that for (σ1, σ2) ∈
T 1

D × T 2
D we have

〈σT
T 1,T 2ιl(σ1, σ2); b〉 = 〈σT

T 1,T 2 ; b〉+ 〈σ1; b
1〉+ 〈σ2; b

2〉. (3.17)

Recall from [EK1, §3.3], that
⊕

d≥0 Mn(A)
⊗d is a supercoalgebra with the co-

product ∇ defined by

∇ : Mn(A)
⊗d →

d⊕

l=0

Mn(A)
⊗l ⊗Mn(A)

⊗(d−l)

ξ1 ⊗ · · · ⊗ ξd 7→

d∑

l=0

(ξ1 ⊗ · · · ⊗ ξl)⊗ (ξl+1 ⊗ · · · ⊗ ξd).

Let
SA(n) :=

⊕

d≥0

SA(n, d) and TA
a (n) :=

⊕

d≥0

TA
a (n, d). (3.18)

We next prove that these are sub-supercoalgebras of
⊕

d≥0Mn(A)
⊗d. The following

result is actually contained in [EK1], but we give a proof using our current notation
for reader’s convenience.

Lemma 3.19. [EK1, (6.12)] If T = (b, r, s) ∈ TriB0 (n, d) then

∇(ξT ) =
∑

(T 1,T 2)∈Spl(T )

(−1)
〈σT

T 1,T 2 ;b〉ξT 1 ⊗ ξT 2 .

In particular, SA(n) is a sub-supercoalgebra of
⊕

d≥0Mn(A)
⊗d.
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Proof. Writing
∑

Spll(T )

for the sum over all (T 1,T 2) ∈ Spll(T ) with T 1 = (b1, r1, s1)

and T 2 = (b2, r2, s2), we have that ∇(ξbr,s) equals
∑

σ∈T D

(−1)〈σ;b〉∇(ξbσ1
rσ1,sσ1

⊗ · · · ⊗ ξbσd
rσd,sσd

)

=
∑

σ∈T D

(−1)〈σ;b〉
d∑

l=0

(ξbσ1
rσ1,sσ1

⊗ · · · ⊗ ξbσl
rσl,sσl

)⊗ (ξ
bσ(l+1)
rσ(l+1),sσ(l+1)

⊗ · · · ⊗ ξbσd
rσd,sσd

)

=

d∑

l=0

∑

Spll(T )

∑

σ1∈T 1
D

σ2∈T 2
D

(−1)
〈σT

T 1,T 2 ;b〉(ξ
b11
r11,s

1
1
⊗ · · · ⊗ ξ

b1l
r1l ,s

1
l

)σ1

⊗ (ξ
b21
r21 ,s

2
1
⊗ · · · ⊗ ξ

b2d−l

r2
d−l

,s2
d−l

)σ2

=
d∑

l=0

∑

Spll(b,r,s)

(−1)
〈σT

T 1,T 2 ;b〉ξT 1 ⊗ ξT 2 ,

where we have used the bijection (3.16) and the sign identity (3.17) for the second
equality above. �

Corollary 3.20. If T = (b, r, s) ∈ TriB0 (n, d) then

∇(ηT ) =
∑

(T 1,T 2)∈Spl(T )

(−1)
〈σT

T 1,T 2 ;b〉 [T ]!c
[T 1]!c[T

2]!c
ηT 1 ⊗ ηT 2 ,

with
[T ]!c

[T 1]!c[T
2]!c

∈ Z. In particular, TA
a (n) is a sub-supercoalgebra of

⊕

d≥0Mn(A)
⊗d.

Proof. By Lemma 3.19, we just have to check that [T 1]!c[T
2]!c divides [T ]!c whenever

(T 1,T 2) ∈ Spll(T ). But in this situation we have that [T ]br,s = [T 1]br,s + [T 2]br,s for
all b ∈ B and 1 ≤ r, s ≤ n, which implies the required divisibility. �

4. Superbialgebra structure

Recall the definition of SA(n) and TA
a (n) from (3.18). In this section we study the

star-product on SA(n) and TA
a (n) which together with the coproduct ∇ from §3.3

makes them into superbialgbras. For SA(n) this is well-known, see for example [EK1,
Lemma 3.12].

4.1. Star-product. For d, e ∈ Z≥0, let
(d,e)D be the set of the shortest coset rep-

resentatives for (Sd ×Se)\Sd. Given ξ1 ∈ Mn(A)
⊗d and ξ2 ∈ Mn(A)

⊗e, we define

ξ1 ∗ ξ2 :=
∑

σ∈(d,e)D

(ξ1 ⊗ ξ2)
σ. (4.1)

It is well-known that this ∗-product makes
⊕

d≥0 Mn(A)
⊗d into an associative su-

percommutative superalgebra.

Lemma 4.2. For (b, r, s) ∈ TriB(n, d) and (c, t,u) ∈ TriB(n, e), we have

(i) ξb1r1,s1 ∗ · · · ∗ ξ
bd
rd,sd

= [b, r, s]! ξbr,s.
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(ii) ξbr,s ∗ ξ
c
t,u =

[bc, rt, su]!

[b, r, s]![c, t,u]!
ξbcrt,su.

(iii) ηbr,s ∗ η
c
t,u =

[bc, rt, su]!a
[b, r, s]!a[c, t,u]

!
a

ηbcrt,su,

where [bc,rt,su]!

[b,r,s]![c,t,u]!
and [bc,rt,su]!a

[b,r,s]!a[c,t,u]
!
a

are integers, and the right hand sides of (ii) and

(iii) are taken to be zero when (bc, rt, su) /∈ TriB(n, d+ e).

Proof. We have that ξb1r1,s1 ∗ · · · ∗ ξ
bd
rd,sd

is equal to
∑

σ∈Sd

(ξb1r1,s1 ⊗ · · · ⊗ ξbdrd,sd)
σ =

∑

σ∈b,r,sD

∑

σ′∈Sb,r,s

(ξb1r1,s1 ⊗ · · · ⊗ ξbdrd,sd)
σ′σ

= [b, r, s]!
∑

σ∈b,r,sD

(ξb1r1,s1 ⊗ · · · ⊗ ξbdrd,sd)
σ

= [b, r, s]! ξbr,s,

proving (i). Thus

[b, r, s]![c, t,u]! ξbr,s ∗ ξ
c
t,u = (ξb1r1,s1 ∗ · · · ∗ ξ

bd
rd,sd

) ∗ (ξc1t1,u1
∗ · · · ∗ ξcete,ue

)

= ξb1r1,s1 ∗ · · · ∗ ξ
bd
rd,sd

∗ ξc1t1,u1
∗ · · · ∗ ξcete,ue

= [bc, rt, su]! ξbcrt,su,

where the last line is interpreted as 0 if (bc, rt, su) /∈ TriB(n, d+ e). Therefore

[b, r, s]!a[c, t,u]
!
a η

b
r,s ∗ η

c
t,u = [b, r, s]![c, t,u]! ξbr,s ∗ ξ

c
t,u

= [bc, rt, su]! ξbcrt,su

= [bc, rt, su]!a η
bc
rt,su.

Now (ii) and (iii) follow by noting that

[bc, rt, su]br,s = [b, r, s]br,s + [c, t,u]br,s

for all b, r, s. �

Corollary 4.3. SA(n) and TA
a (n) are subsuperalgebras of

⊕

d≥0 Mn(A)
⊗d with re-

spect to the ∗-product.

Corollary 4.3 together with [EK1, Lemma 3.12] now imply

Corollary 4.4. With respect to the coproduct ∇ and the product ∗, SA(n) and
TA
a (n) are superbialgebras.

We will also need the following result, where the Sweedler notation ∇(x) =
∑

x(1) ⊗ x(2) is used:

Lemma 4.5. [EK1, Lemma 4.2] Let x, y, z, u ∈ SA(n, d). Then

(x ∗ y)(z ∗ u) =
∑

(−1)s(x(1)z(1)) ∗ (y(1)z(2)) ∗ (x(2)u(1)) ∗ (y(2)u(2)),

where s = (x̄(2) + ȳ(2))z̄ + ȳ(1)(x̄(2) + z̄(1)) + ȳ(2)ū(1).
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4.2. Separation. Let q ∈ Z>0 and δ = (d1, . . . , dq) ∈ Z
q
≥0 with d1 + · · · + dq = d.

Then Sδ := Sd1 ×· · ·×Sdq ≤ Sd. Suppose that for each m = 1, . . . , q, we are given

(a(m), r(m), s(m)), (c(m), t(m),u(m)) ∈ TriH(n, dm).

We write
a(m) = a

(m)
1 · · · a

(m)
dm

, r(m) = r
(m)
1 · · · r

(m)
dm

, etc.

Let
a = a(1) . . .a(q), r = r(1) . . . r(q), etc.

We also write
a = a1 · · · ad, r = r1 · · · rd, etc.

The triple (a, r, s) is called δ-separated if 1 ≤ m 6= l ≤ q implies

(a
(m)
t , r

(m)
t , s

(m)
t ) 6= (a(l)u , r(l)u , s(l)u )

for all 1 ≤ t ≤ dm and 1 ≤ u ≤ dl. Note that we then automatically have (a, r, s) ∈
TriH(n, d).

Lemma 4.6. If (a, r, s) is δ-separated then

ξar,s = ξa
(1)

r(1),s(1) ∗ · · · ∗ ξ
a(q)

r(q),s(q) and ηar,s = ηa
(1)

r(1),s(1) ∗ · · · ∗ η
a(q)

r(q),s(q) .

Proof. Recalling the notation (2.8), for each 1 ≤ t ≤ q, there exists (â(t), r̂(t), ŝ(t)) ∈

TriH0 (n, dt) such that (â(t), r̂(t), ŝ(t)) ∼ (a(t), r(t), s(t)). Write â := â(1) · · · â(q), r̂ :=

r̂(1) · · · r̂(q), ŝ := ŝ(1) · · · ŝ(q). Then (â, r̂, ŝ) ∼ (a, r, s), and (â, r̂, ŝ) is δ-separated.
Moreover we have that Sâ,r̂,ŝ ≤ Sδ, and both groups are standard parabolic sub-
groups of Sd. Using (3.1), we get

ξâr̂,ŝ =
∑

σ

(ξâ1r̂1,ŝ1 ⊗ · · · ⊗ ξâdˆ̂rd,ŝd
)σ

=
∑

σ′,σ′′

(ξâ1r̂1,ŝ1 ⊗ · · · ⊗ ξâdr̂d,ŝd)
σ′σ′′

=
∑

σ′′

(ξâ
(1)

r̂(1),ŝ(1)
⊗ · · · ⊗ ξâ

(q)

r̂(q),ŝ(q)
)σ

′′

= ξâ
(1)

r̂(1),ŝ(1)
∗ · · · ∗ ξâ

(q)

r̂(q),ŝ(q)
,

where σ runs over â,r̂,ŝD , σ′ runs over all shortest coset representatives forSâ,r̂,ŝ\Sδ

and σ′′ runs over all shortest coset representatives for Sδ\Sd.

Since (â(t), r̂(t), ŝ(t)) ∼ (a(t), r(t), s(t)) for all 1 ≤ t ≤ q, we have

(−1)〈a,r,s〉+〈â,r̂,ŝ〉 = (−1)〈a
(1),r(1),s(1)〉+···+〈a(q),r(q),s(q)〉+〈â(1),r̂(1),ŝ(1)〉+···+〈â(q),r̂(q),ŝ(q)〉.

Then, using Lemma 3.3, we have

ξar,s = (−1)〈a,r,s〉+〈â,r̂,ŝ〉ξâr̂,ŝ = (−1)〈a,r,s〉+〈â,r̂,ŝ〉ξâ
(1)

r̂(1),ŝ(1)
∗ · · · ∗ ξâ

(q)

r̂(q),ŝ(q)

= (−1)〈a
(1),r(1),s(1)〉+〈â(1),r̂(1),ŝ(1)〉ξâ

(1)

r̂(1),ŝ(1)

∗ · · · ∗ (−1)〈a
(q),r(q),s(q)〉+〈â(q),r̂(q),ŝ(q)〉ξâ

(q)

r̂(q),ŝ(q)

= ξa
(1)

r(1),s(1)
∗ · · · ∗ ξa

(q)

r(q),s(q)
,

as desired. The result for η’s follows from the result on ξ’s. �
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Lemma 4.7. Let (a, r, s) and (c, t,u) be δ-separated and suppose that

(ξa
(1)

r(1),s(1)
⊗ · · · ⊗ ξa

(q)

r(q),s(q)
)σ(ξc

(1)

t(1),u(1) ⊗ · · · ⊗ ξc
(q)

t(q),u(q))
σ′

= 0

whenever σ and σ′ are distinct elements of δD . Then

ξar,sξ
c
t,u = ±(ξa

(1)

r(1),s(1)
ξc

(1)

t(1),u(1)) ∗ · · · ∗ (ξ
a(q)

r(q),s(q)
ξc

(q)

t(q),u(q)).

Moreover, if a1, . . . , ad or c1, . . . , cd are all even, then the sign in the right hand side
is +.

Proof. By Lemma 4.6, ξar,sξ
c
t,u equals




∑

σ∈δD

(ξa
(1)

r(1),s(1)
⊗ · · · ⊗ ξa

(q)

r(q),s(q)
)σ








∑

σ′∈δD

(ξc
(1)

t(1),u(1) ⊗ · · · ⊗ ξc
(q)

t(q),u(q))
σ′



 ,

and the result follows. �

The following result allows one to reduce the study of SA(n, d) to the blocks of
A, and similarly for TA

a (n, d).

Lemma 4.8. Let m ∈ Z>0. For t ∈ [1,m] assume that (At, at) is a good pair. Write
A :=

⊕m
t=1 At and a :=

⊕m
t=1 at. Then we have

SA(n, d) ∼=
⊕

ν∈Λ(m,d)

m⊗

t=1

SAt(n, νt) and TA
a (n, d) ∼=

⊕

ν∈Λ(m,d)

m⊗

t=1

TAt
at (n, νt)

as k-superalgebras.

Proof. For t ∈ [1,m], let Bt be the designated (At, at)-basis, and set B = ⊔m
t=1Bt

as the designated (A, a)-basis. It follows from Lemma 4.6 that, for any (b, r, s) ∈

TriB(n, d), we have ξbr,s = ±ξb
(1)

r(1),s(1)
∗ · · · ∗ ξb

(m)

r(m),s(m) for some ν ∈ Λ(m,d) and

(b(t), r(t), s(t)) ∈ TriBt(n, νt) for t ∈ [1,m]. So we may write

SA(n, d) =
⊕

ν∈Λ(m,d)

SA1(n, ν1) ∗ · · · ∗ S
Am(n, νm)

Inductive application of Lemma 4.5 shows that this is a decomposition of SA(n, d)
into subalgebras. Moreover, it follows as well from Lemma 4.5 that for all ν ∈
Λ(m,d) we have

SA1(n, ν1) ∗ · · · ∗ S
Am(n, νm) ∼= SA1(n, ν1)⊗ · · · ⊗ SAm(n, νm)

as k-superalgebras, proving the claim for SA(n, d). The proof of the claim for
TA
a (n, d) proceeds exactly as above, since Lemma 4.6 provides an analogous result

for η’s. �

4.3. Generation. We define

Y := span(ξbr,s | r, s ∈ [1, n], b ∈ Bc ⊔B1̄) ⊆ Mn(A),

Stard Y := Y ∗ · · · ∗ Y
︸ ︷︷ ︸

d times

⊆ TA
a (n, d),

where the second inclusion comes from Corollary 4.3. Note also that Sa(n, d) ⊆
TA
a (n, d) since by definition, for b ∈ Bd

a , we have ξbr,s = ηbr,s. The following is a
generalization of [EK1, Lemma 4.30].
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Lemma 4.9. We have

TA
a (n, d) =

d⊕

e=0

Sa(n, d− e) ∗ Stare Y.

Proof. As Sa(n, d − e) ⊆ TA
a (n, d − e) and Y ⊆ TA

a (n, 1), the right hand side is
contained in the left hand side thanks to Corollary 4.3. For the converse containment,
we only need to prove that every ηbr,s with (b, r, s) ∈ TriB(n, d) is contained in the

right hand side. For any b ∈ B and r, s ∈ [1, n], denote mb
r,s := [b, r, s]br,s and set

e :=
∑

b∈Bc⊔B1̄, r,s∈[1,n]

mb

r,s.

Using the fact that mb
r,s ∈ {0, 1} for all b ∈ B1̄, Lemma 4.6 and the definition of

ηbr,s, we see that

ηbr,s = ±

(

∗
b∈Ba, r,s∈[1,n]

(
(ξbr,s)

⊗mb

r,s
)

)

∗

(

∗
b∈Bc⊔B1̄, r,s∈[1,n]

(
(ξbr,s)

∗mb

r,s
)

)

, (4.10)

with the first term in Sa(n, d− e) and the second term in Stare Y . �

Proposition 4.11. The algebra TA
a (n, d) depends only on the subalgebra a, and not

on the choice of the (A, a)-basis B.

Proof. Let B = Ba⊔Bc⊔B1̄ and B′ = B′
a⊔B

′
c⊔B

′
1̄ be distinct choices of (A, a)-bases,

Y = span(ξbr,s | r, s ∈ [1, n], b ∈ Bc ⊔ B1̄), and Y ′ = span(ξbr,s | r, s ∈ [1, n], b ∈
B′

c ⊔B′
1̄
). As B′

c ⊆ span(Bc ⊔Ba), we deduce that

Stare Y ′ ⊆

e⊕

f=0

Stare−f Y ∗ Starf a.

Therefore by Lemma 4.9, the algebra ′TA
a (n, d) defined using the basis B′ is contained

in the algebra TA
a (n, d) defined using the basis B. Similarly, TA

a (n, d) ⊆ ′TA
a (n, d).

�

Let τ be an anti-involution on A, such that τ(a) = a. Then it is easy to see using
Proposition 4.11 that the involution τn,d on SA(n, d) defined in (3.7) restricts to the

involution of TA
a (n, d). Moreover, if τ(Ba) = Ba, τ(Bc) = Bc and τ(B1̄) = B1̄, then

we have
τn,d : T

A
a (n, d) → TA

a (n, d), ηbr,s 7→ ηb
τ

s,r. (4.12)

The following theorem generalizes [EK1, Theorem 4.31].

Theorem 4.13. Suppose that (A, a) is a unital good pair and let 1 := 1Mn(A).

Then TA
a (n, d) is the subalgebra of SA(n, d) generated by Sa(n, d) and 1⊗d−1 ∗ Y :=

{1⊗d−1 ∗ y | y ∈ Y }.

Proof. Let U be the subalgebra of TA
a (n, d) generated by Sa(n, d) and 1⊗d−1 ∗ Y .

We show by induction on e = 0, . . . , d that U contains every element of the form
ηbr,s∗1

⊗(d−e), where (b, r, s) ∈ TriB(n, e). This proves the theorem in the case d = e.

The base case e = 0 is clear. Let 0 < e ≤ d. Let (b′, r′, s′) ∈ TriB(n, e). We

will show using the inductive assumption that ηb
′

r′,s′ ∗ 1
⊗(d−e) ∈ U . If b′ ∈ Be

a , then
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ηb
′

r′,s′ ∗1
⊗(d−e) ∈ Sa(n, d) ⊆ U , and we are done. So we may assume that (b′, r′, s′) =

(bb, rr, ss), for some (b, r, s) ∈ TriB(n, e− 1), b ∈ Bc ∪B1̄ and r, s ∈ [1, n].

By the induction assumption, ηbr,s∗1
⊗(d−e+1) ∈ U , and we also have 1⊗(d−1)∗ξbr,s ∈

1⊗(d−1) ∗ Y ⊆ U . Thus the following product is contained in U :

(ηbr,s ∗ 1
⊗(d−e+1))(1⊗(d−1) ∗ ξbr,s)

=± (ηbr,s)(1) ∗ 1
⊗(d−e+1) ∗ (ηbr,s)(2)ξ

b
r,s ± ηbr,s ∗ 1

⊗(d−e) ∗ ξbr,s

=± (ηbr,s)(1) ∗ (η
b
r,s)(2)ξ

b
r,s ∗ 1

⊗(d−e+1) ± ηbr,s ∗ ξ
b
r,s ∗ 1

⊗(d−e),

where the equalities come from Lemma 4.5 and the supercommutativity of ∗. Note
that by Corollary 4.4, we have that (ηbr,s)(1) ∗ (ηbr,s)(2)ξ

b
r,s belongs to TA

a (n, e − 1),

and thus may be written as a linear combination of elements of the form ηb
′′

r′′,s′′ ,

where (b′′, r′′, s′′) ∈ TriB(n, e − 1). Thus the induction assumption implies that

the term (ηbr,s)(1) ∗ (η
b
r,s)(2)ξ

b
r,s ∗ 1

⊗(d−e+1) belongs to U , which in turn implies that

ηbr,s ∗ ξ
b
r,s ∗ 1

⊗(d−e) ∈ U . But since b ∈ Bc ∪ B1̄, we have as in (4.10) that ηb
′

r′,s′ =

±ηbr,s ∗ ξ
b
r,s, so

ηb
′

r′,s′ ∗ 1
⊗(d−e) = ±ηbr,s ∗ ξ

b
r,s ∗ 1

⊗(d−e) ∈ U,

completing the induction step, and the proof. �

5. Miscellaneous properties and examples

Throughout the section, (A, a) is a fixed good pair with an (A, a)-basis B = Ba ⊔
Bc ⊔B1̄ as in (2.2). Much of this section deals with various idempotent truncations.
If e ∈ A is an idempotent, we say that B is e-admissible if ebe = b or ebe = 0 for all
b ∈ B. We say that we say that B is right e-admissible if be = b or be = 0 for all
b ∈ B.

5.1. Idempotents and characters. Throughout the section, let e0, . . . , eℓ ∈ a be

a set of orthogonal idempotents. We do not assume that
∑ℓ

i=0 ei = 1, and usually
we do not make any admissibility assumptions on B. Set I = [0, ℓ].

Let Λ(n) := Z
n
≥0 and ΛI(n) := Λ(n)I . We think of the elements of Λ(n) as com-

positions λ = (λ1, . . . , λn) and the elements of ΛI(n) as tuples λ = (λ(0), . . . , λ(ℓ))
of compositions. For such λ ∈ Λ(n) and λ ∈ ΛI(n), we set |λ| :=

∑n
r=1 λr,

|λ| :=
∑

i∈I |λ
(i)|, and, for any d ∈ Z≥0, we define

Λ(n, d) := {λ ∈ Λ(n) | |λ| = d}, ΛI(n, d) := {λ ∈ Λ(n) | |λ| = d}.

The group Sn acts on Λ(n) via

σλ := (λσ−11, . . . , λσ−1n).

The group SI
n :=

∏

i∈I Sn acts on ΛI(n) via

σλ := (σ(0)λ(0), . . . , σ(ℓ)λ(ℓ)),

for σ = (σ(0), . . . , σ(ℓ)) ∈ SI
n and λ = (λ(0), . . . , λ(ℓ)) ∈ ΛI(n).

To λ ∈ Λ(n, d) we associate the word lλ = 1λ1 · · ·nλn ∈ [1, n]d. For any idempo-
tent f ∈ A we have an idempotent

ξfλ := ξf
d

lλ,lλ
∈ SA(n, d).
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Note using Lemma 3.10 that ξfλ ∈ TA
a (n, d) if f ∈ a. Define

ξf :=
∑

λ∈Λ(n,d)

ξfλ . (5.1)

If, for any a ∈ A we define

Ea :=
n∑

r=1

ξar,r ∈ Mn(A), (5.2)

then
ξf = Ef ⊗ · · · ⊗ Ef . (5.3)

If A is unital, we denote
ξλ := ξ1Aλ . (5.4)

Then 1SA(n,d) =
∑

λ∈Λ(n,d) ξλ is an orthogonal idempotent decomposition. If the

pair (A, a) is unital, then ξλ ∈ TA
a (n, d) for all λ ∈ Λ(n, d). For µ ∈ ΛI(n, d), define:

eλ := ξe0
λ(0) ∗ · · · ∗ ξ

eℓ
λ(ℓ) ∈ TA

a (n, d). (5.5)

For a ∈ A and σ ∈ Sn, let ξ
a
σ :=

∑n
r=1 ξ

a
σ(r),r ∈ Mn(A) be the permutation matrix

corresponding to σ multiplied by a. For σ = (σ(0), . . . , σ(ℓ)) ∈ SI
n, we set

ξσ :=
∑

(δ0,...,δℓ)∈ΛI (d)

(ξe0
σ(0))

⊗δ0 ∗ · · · ∗ (ξeℓ
σ(ℓ))

⊗δℓ ∈ TA
a (n, d).

Lemma 5.6. For all σ, τ ∈ SI
n, we have ξσξτ = ξστ .

Proof. This follows easily from Lemma 4.7. �

Lemma 5.7. If λ ∈ ΛI(n, d) and σ ∈ SI
n, then we have ξσeλξσ−1 = eσλ.

Proof. Let di = |λ(i)| for all i ∈ I. Using Lemma 4.7, we get

ξσeλξσ−1 =
(

(ξe0
σ(0))

⊗d0ξe0
λ(0)(ξ

e0
(σ(0))−1)

⊗d0
)

∗ · · · ∗
(

(ξeℓ
σ(ℓ))

⊗dℓξeℓ
λ(ℓ)(ξ

eℓ
(σ(ℓ))−1)

⊗dℓ
)

.

For all i ∈ I, we have

(ξei
σ(i))

⊗diξei
λ(i)(ξ

ei
(σ(i))−1)

⊗di = (ξei
σ(i))

⊗di
(

(ξei1,1)
⊗λ

(i)
1 ∗ · · · ∗ (ξein,n)

⊗λ
(i)
n

)

(ξei
(σ(i))−1)

⊗di

= (ξei
σ(i)ξ

ei
1,1ξ

ei
(σ(i))−1)

⊗λ
(i)
1 ∗ · · · ∗ (ξei

σ(i)ξ
ei
n,nξ

ei
(σ(i))−1)

⊗λ
(i)
n

= (ξei
σ(i)1,σ(i)1

)⊗λ
(i)
1 ∗ · · · ∗ (ξei

σ(i)n,σ(i)n
)⊗λ

(i)
n

= (ξei1,1)
⊗λ

(i)

(σ(i))−11 ∗ · · · ∗ (ξein,n)
⊗λ

(i)

(σ(i))−1n

= ξei
σ(i)λ(i) ,

where we have used the commutativity of ∗-product on even elements for the penul-
timate equality. So the result follows. �

We consider ΛI(n) as an abelian monoid, where λ = µ+ν when λ
(i)
r = µ

(i)
r + ν

(i)
r

for all i ∈ I and r ∈ [1, n].
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Lemma 5.8. For λ ∈ ΛI(n, d), we have

∇(eλ) =
∑

µ, ν∈ΛI(n)
µ+ν=λ

eµ ⊗ eν .

Proof. The result follows by Corollary 3.20. Indeed, recalling the notation of §3.3,

note that eλ = ξT , where T = (b, r, s), with b = e
|λ(0)|
0 · · · e

|λ(ℓ)|
ℓ , r = s =

lλ
(0)

· · · lλ
(ℓ)
. Then (T 1,T 2) ∈ Spl(T ) if and only if T 1 = (b1, r1, s1) with b1 =

e
|µ(0)|
0 · · · e

|µ(ℓ)|
ℓ , r1 = s1 = lµ

(0)
· · · lµ

(ℓ)
and T 2 = (b2, r2, s2), with b2 = e

|ν(0)|
0 · · · e

|ν(ℓ)|
ℓ ,

r2 = s2 = lν
(0)

· · · lν
(ℓ)

such that µ+ ν = λ. �

Define
R := Z[t]/(t2 − 1),

and denote the image of t in the quotient ring by π, so that πε makes sense for
ε ∈ Z/2. Writing the operation in the monoid ΛI(n, d) multiplicatively, denote by
RΛI(n, d) the corresponding R-monoid algebra. This algebra inherits the SI

n-action
from that on ΛI(n, d). Since this action is by algebra automorphisms, we have the

invariant algebra (RΛI(n, d))S
I
n .

If V is a free k-module of finite rank, we denote its rank by dimV . If V be a free
k-supermodule of finite rank, its super-rank is defined to be dimπ V := dimV0̄ +
(dimV1̄)π ∈ R. Let W be a TA

a (n, d)-supermodule. If eλW is free of finite rank as a
k-supermodule for all λ ∈ ΛI(n, d), we say that W is a supermodule with free weight
spaces. In this case, the (formal) character of W is defined to be

chπ W :=
∑

λ∈ΛI(n,d)

(dimπ eλW )λ ∈ RΛI(n, d).

Lemma 5.9. If W is a TA
a (n, d)-supermodule with free weight spaces then chπ W ∈

(RΛI(n, d))S
I
n .

Proof. By Lemma 5.7, we have that eµW ∼= eλW as k-supermodules whenever µ

and λ are in the same SI
n-orbit. �

Finally, Lemma 5.8 gives us:

Lemma 5.10. Let W1 be a TA
a (n, d1)-supermodule with free weight spaces and W2

be a TA
a (n, d2)-supermodule with free weight spaces. We consider W1 ⊗ W2 as a

TA
a (n, d1 + d2)-supermodule via the coproduct ∇. Then W1 ⊗W2 is a supermodule

with free weight spaces, and

chπ(W1 ⊗W2) = chπ(W1) chπ(W2).

Let λ,µ ∈ ΛI(n). We call λ,µ non-overlapping if for every i ∈ I and r ∈ [1, n]

we have that λ
(i)
r 6= 0 implies µ

(i)
r = 0.

Proposition 5.11. Suppose that B is right ei-admissible for all i ∈ I. Let λ ∈
ΛI(n, c), µ ∈ ΛI(n, d) and suppose that λ and σµ are non-overlapping for some
σ ∈ SI

n. Then we have isomorphisms

SA(n, c)eλ ⊗ SA(n, d)eµ ∼= SA(n, c+ d)eλ+σµ,

TA
a (n, c)eλ ⊗ TA

a (n, d)eµ ∼= TA
a (n, c+ d)eλ+σµ.
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of SA(n, c+ d)- and TA
a (n, c+ d)-modules, respectively.

Proof. We prove the result for TA
a ; the proof for SA is similar. Since TA

a (n, d)eµ ∼=
TA
a (n, d)eσµ by Lemma 5.7, we may assume that λ and µ are non-overlapping and

prove that
TA
a (n, c)eλ ⊗ TA

a (n, d)eµ ∼= TA
a (n, c+ d)eλ+µ.

Set B(i) := {b ∈ B | bei = b} for all i ∈ I. For ν ∈ ΛI(n, f), let TriBν (n, f) be the
set of all (b, r, s) ∈ TriB(n, f) such that

#{k | bk ∈ B(i), sk = t} = ν
(i)
t , ∀i ∈ I, t ∈ [1, n].

Then for all (b, r, s) ∈ TriB(n, f) we have

ηbr,seν 6= 0 ⇐⇒ ηbr,seν = ηbr,s ⇐⇒ (b, r, s) ∈ TriBν (n, f),

so
{ηbr,s | [b, r, s] ∈ TriBν (n, f)/Sf}

is a basis for TA
a (n, f)eν . By the non-overlapping condition, we may choose a total

order on B × [1, n] × [1, n] such that (b, r, s) > (b′, r′, s′) whenever b ∈ B(i) and

b′ ∈ B(j) for some i, j ∈ I with λ
(i)
s > 0 and µ

(j)
s′ > 0. Let TriBν (n, f)0 ⊆ TriBν (n, f)

be the subset of triples which are lexicographically maximal under this total order.
The set TriBν (n, f)/Sf is in bijection with TriBν (n, f)0, so

{ηbr,s | (b, r, s) ∈ TriBν (n, f)0}

is a basis for TA
a (n, f)eν .

We have a one-to-one correspondence

TriBλ (n, c)0 × TriBµ (n, d)0 ↔ TriBλ+µ(n, c+ d)0,

given by
((b, r, s), (b′, r′, s′)) 7→ (bb′, rr′, ss′).

Thus we have a k-linear isomorphism

ϕ : TA
a (n, c)eλ ⊗ TA

a (n, d)eµ
∼
−→ TA(n, c+ d)eλ+µ

defined via

ηbr,s ⊗ ηb
′

r′,s′ 7→ ηbb
′

rr′,ss′

for all (b, r, s) ∈ TriBλ (n, c)0 and (b′, r′, s′) ∈ TriBµ (n, d)0. Moreover, in this situation

(bb′, rr′, ss′) is (c, d)-separated by the non-overlapping condition, so ηbb
′

rr′,ss′ = ηbr,s ∗

ηb
′

r′,s′ by Lemma 4.6. Thus we may describe the isomorphism more generally via the
star map:

ϕ : TA
a (n, c)eλ ⊗ TA

a (n, d)eµ
∼
−→ TA

a (n, c+ d)eλ+µ, x⊗ y 7→ x ∗ y.

Finally, ϕ is an isomorphism of TA
a (n, c+ d)-modules thanks to Lemma 4.5. �
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5.2. Idempotent truncation. Let e ∈ a be an idempotent and ξe ∈ TA
a (n, d) be

the idempotent of (5.1). Set

Ā := eAe and ā := eae.

By definition, Ā is a subalgebra of A and ā is a subalgebra of a. So we can consider

SĀ(n, d) and hence T Ā
ā (n, d) as subalgebras of SA(n, d).

Lemma 5.12. Let e ∈ a be an idempotent. Suppose that B is e-admissible. Then:

(i) SĀ(n, d) = ξeSA(n, d)ξe.

(ii) T Ā
ā (n, d) = ξeTA

a (n, d)ξe.

Proof. By assumption, we have an (A, a)-basis B = Ba ⊔Bc ⊔B1̄ such that ebe = b
or ebe = 0 for all b ∈ B. Defining

B̄a := {b ∈ Ba | ebe = b},

B̄c := {b ∈ Bc | ebe = b},

B̄1̄ := {b ∈ B1̄ | ebe = b},

we have that B̄ := B̄a ⊔ B̄c ⊔ B̄1̄ is an (Ā, ā)-basis for Ā. Then, for all (b, r, s) ∈
TriB(n, d), we have

ξeξbr,sξ
e = ξeb1e,...,ebder,s =

{

ξbr,s if b ∈ B̄d

0 otherwise,

which implies the result. �

For r ∈ [1, n]d we define

ωr = (ω1, . . . , ωn) ∈ Λ(n, d)

via ωr := {k ∈ [1, d] | rk = r} for all r ∈ [1, n]. Recall the idempotent ξλ from (5.4).

Lemma 5.13. Let A be unital. If λ ∈ Λ(n, d) and (a, r, s) ∈ TriH(n, d) then

ξλξ
a
r,s = δλ,ωrξar,s and ξar,sξλ = δλ,ωsξar,s.

Proof. Immediate from Proposition 3.5. �

Let N ≥ n. Set

ΛN
n (d) := {λ ∈ Λ(N, d) | λn+1 = · · · = λN = 0} ⊆ Λ(N, d),

and define the idempotent

ξNn (d) :=
∑

λ∈ΛN
n (d)

ξλ ∈ SA(N, d). (5.14)

If the (A, a) is unital, then ξNn (d) ∈ TA
a (N, d).

Lemma 5.15. Let A be unital, N ≥ n and (b, r, s) ∈ TriB(N, d).

(i) We have

ξNn (d)ξbr,s = δωr∈ΛN
n (d)ξ

b
r,s and ξbr,sξ

N
n (d) = δωs∈ΛN

n (d)ξ
b
r,s.

In particular, the map

SA(n, d) → SA(N, d), ξbr,s 7→ ξbr,s
(
(b, r, s) ∈ TriB(n, d)

)
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is a (unital) algebra isomorphism

SA(n, d)
∼

−→ ξNn (d)SA(N, d)ξNn (d).

(ii) If (A, a) is a unital good pair then ξNn (d) ∈ TA
a (N, d),

ξNn (d)ηbr,s = δωr∈ΛN
n (d)η

b
r,s and ηbr,sξ

N
n (d) = δωs∈ΛN

n (d)η
b
r,s.

In particular, the map

TA
a (n, d) → TA

a (N, d), ηbr,s 7→ ηbr,s
(
(b, r, s) ∈ TriB(n, d)

)

is a (unital) algebra isomorphism

TA
a (n, d)

∼
−→ ξNn (d)TA

a (N, d)ξNn (d).

Proof. Follows from Lemma 5.13. �

Corollary 5.16. If d ≤ n ≤ N , then V 7→ ξNn (d)V defines equivalences of categories

SA(N, d)-mod
∼

−→ SA(n, d)-mod and TA
a (N, d)-mod

∼
−→ TA

a (n, d)-mod .

Proof. To prove the result for SA, in view of Lemma 5.15, we just have to prove
that

SA(N, d)ξNn (d)SA(N, d) = SA(N, d).

The last equality will follow if we can show that each ξλ with λ ∈ Λ(N, d) is in the
left hand side. By the assumption that d ≤ n, there is σ ∈ Sn such that all non-zero
parts of σλ are among its first n parts, and so

ξσλ = ξσλξ
N
n (d) ∈ SA(N, d)ξNn (d)SA(N, d).

By Lemma 5.7, we have that ξσξλξ
−1
σ = ξσλ, or

ξλ = ξ−1
σ ξσλξσ ∈ SA(N, d)ξNn (d)SA(N, d),

and we are done. The proof for TA
a is the same, using the fact that ξσ ∈ TA

a (n, d). �

Remark 5.17. Let d ≤ n and ω := (1, . . . , 1, 0, . . . , 0) ∈ Λ(n, d). It is proved
in [EK1, Lemma 5.15] that the idempotent truncation ξωS

A(n, d)ξω is naturally
isomorphic to the wreath product superalgebra A ≀Sd. If the pair (A, a) is unital,
we have ξω ∈ TA

a (n, d) and it is easy to see that ξωT
A
a (n, d)ξω = ξωS

A(n, d)ξω.

5.3. Tensor product, truncation and induction. In this subsection, we drop
indices and write T (n, d) for TA

a (n, d) and S(n, d) for SA(n, d). Throughout the sub-
section, we fix a ∈ Z≥1, a composition δ = (d1, . . . , da) ∈ Λ(a, d), and a composition
ν = (n1, . . . , na) ∈ Λ(a, n) with n1, . . . , na > 0. We denote

T (n, δ) := T (n, d1)⊗ · · · ⊗ T (n, da) and T (ν, δ) := T (n1, d1)⊗ · · · ⊗ T (na, da).

Let
∇(a) := (id⊗a−2 ⊗∇) ◦ · · · ◦ (id⊗∇) ◦ ∇ : T (n, d) →

⊕

γ∈Λ(a,d)

T (n, γ)

be the iterated coproduct. Projecting onto the summand T (n, δ) yields the algebra
homomorphism

∇δ : T → T (n, δ).

Using ∇δ, we can consider T (n, δ) as a (T (n, d), T (n, δ))-bimodule, so that

U1 ⊗ · · · ⊗ Ua
∼= T (n, δ) ⊗T (n,δ) (U1 ⊠ · · ·⊠ Ua) (5.18)
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for U1 ∈ T (n, d1)-mod, . . . , Ua ∈ T (n, da)-mod.
Recall the idempotent ξNn (d) ∈ T (N, d) from (5.14). The first result relates tensor

product and truncation.

Proposition 5.19. Let n ≤ N and Vk ∈ T (N, dk)-mod for k = 1, . . . , a. Then there
is a functorial isomorphism of T (n, d)-modules

ξNn (d)(V1 ⊗ · · · ⊗ Va) ∼= (ξNn (d1)V1)⊗ · · · ⊗ (ξNn (da)Va).

Similar statement holds for S in place of T .

Proof. Note using Lemma 5.8 that

∇δ(ξ
N
n (d)) =

∑

λ∈ΛN
n (d)

∇δ(ξλ) =
∑

µ1∈ΛN
n (d1),...,µa∈ΛN

n (da)

ξµ1 ⊗ · · · ⊗ ξµa

= ξNn (d1)⊗ · · · ⊗ ξNn (da).

Therefore
ξNn (d)(V1 ⊗ · · · ⊗ Va) = (ξNn (d1)V1)⊗ · · · ⊗ (ξNn (da)Va),

and the result follows. �

In the rest of this subsection, we concentrate on T (n, d), although similar results
hold for S(n, d). We now define certain induction operation and relate it to tensor
product. Set

mk :=

k−1∑

r=1

nr (k = 1, . . . , a+ 1).

Denote

Λ(ν; δ) = {λ ∈ Λ(n, d) |

mk+1∑

r=mk+1

λr = dk for all k = 1, . . . , a},

and define the idempotent

ξ(ν; δ) :=
∑

λ∈Λ(ν;δ)

ξλ ∈ T (n, d).

For r = r1 · · · rt ∈ Z
t and m ∈ Z≥0, we define

r(+m) := (r1 +m) · · · (rt +m) ∈ Z
t.

Now let rk ∈ [1, nk]
dk for k = 1, . . . , a, and r := r1 · · · ra ∈ [1, n]d. We define

r(+ν) := r1(+m1)r
2(+m2) · · · r

a(+ma) ∈ [1, n]d.

If (bk, rk, sk) ∈ TriB(nk, dk) for k = 1, . . . , a, and b := b1 · · · ba, r := r1 · · · ra, s :=
s1 · · · sa, then (b, r(+ν), s(+ν)) ∈ TriB(n, d) is δ-separated, and so by Lemma 4.6,
we have

ηbr(+ν),s(+ν) = ηb
1

r(+m1),s(+m1)
∗ ηb

2

r(+m2),s(+m2)
∗ · · · ∗ ηb

a

r(+ma),s(+ma)
. (5.20)

Similarly, (b, r, s(+ν)) ∈ TriB(n, d) is δ-separated, and

ηbr,s(+ν) = ηb
1

r,s(+m1)
∗ ηb

2

r,s(+m2)
∗ · · · ∗ ηb

a

r,s(+ma)
. (5.21)
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Lemma 5.22. The map

T (ν, δ) → T (n, d), ηb
1

r1,s1 ⊗ · · · ⊗ ηb
a

ra,sa 7→ ηbr(+ν),s(+ν)

is an algebra homomorphism, mapping the identity element of T (ν, δ) onto ξ(ν; δ).

Proof. This follows easily from (5.20) and Lemma 4.5. �

In view of the lemma, we consider

T (n, d)ξ(ν, δ)

as a (T (n, d), T (ν, δ))-bimodule. Given a T (ν, δ)-module V , we now define

In,dν,δ V := T (n, d)ξ(ν; δ) ⊗T (ν,δ) V.

This yields the functor

In,dν,δ : T (ν, δ)-mod → T (n, d)-mod .

The following proposition generalizes [BK, 2.7].

Proposition 5.23. Suppose that for all k = 1, . . . , a we have dk ≤ nk and let
Vk ∈ T (n, dk)-mod. Then we have a functorial isomorphism

V1 ⊗ · · · ⊗ Va
∼= In,dν;δ

(
(ξnn1

V1)⊠ · · ·⊠ (ξnna
Va)

)
.

Proof. In this proof k always runs throgh {1, . . . , a}. Denote T := T (n, d), Tk :=
T (n, dk), T

′
k := T (nk, dk), so that T (n, δ) = T1⊗· · ·⊗Ta and T (ν, δ) = T ′

1⊗· · ·⊗T ′
a.

Since Vk 7→ ξnnk
Vk is an equivalence by Corollary 5.16, denoting Wk := ξnnk

Vk, we

have Vk
∼= Tkξ

N
nk

⊗T ′
k
Wk, and it suffices to prove

(T1ξ
n
n1

⊗T ′
1
W1)⊗ · · · ⊗ (Taξ

n
na

⊗T ′
a
Wa) ∼= In,dν;δ (W1 ⊠ · · ·⊠Wa) . (5.24)

We now apply (5.18) with Uk := Tkξ
n
nk

⊗T ′
k
Wk to see that the left hand side of (5.24)

is obtained from W1 ⊠ · · ·⊠Wa by tensoring with the (T, T (ν, δ))-bimodule

M ′ := M ⊗T (n,δ) (T1ξ
n
n1

⊗ · · · ⊗ Taξ
n
na
) ∼= T1ξ

n
n1

⊗ · · · ⊗ Taξ
n
na
.

On the other hand, the right hand side of (5.24) is obtained from W1 ⊠ · · ·⊠Wa by
tensoring with the (T, T (ν, δ))-bimodule Tξ(ν; δ). So we just need to prove that the
(T, T (ν, δ))-bimodules M ′ and Tξ(ν; δ) are isomorphic.

Define

TriB((n, nk), dk) := {(b, r, s) ∈ TriB(n, dk) | s ∈ [1, nk]
dk}.

Then, for all (b, r, s) ∈ TriB(n, dk), we have that

ηbr,sξ
n
nk

=

{

ηbr,s if (b, r, s) ∈ TriB((n, nk), dk)

0 otherwise.

Therefore {ηbr,s | [b, r, s] ∈ TriB((n, nk), dk)/Sdk} is a basis for Tkξ
n
nk
, and we may

define a k-linear map

ϕ : M ′ → Tξ(ν; δ), ηb
1

r1,s1 ⊗ · · · ⊗ ηb
a

ra,sa 7→ ηbr,s(+ν)ξ(ν; δ) = ηbr,s(+ν),

where [bk, rk, sk] ∈ TriB((n, nk), dk)/Sdk for all k, b = b1 · · · ba, r = r1 · · · ra, and
s = s1 · · · sa. It follows from (5.21) and Lemmas 4.5 and 5.22 that ϕ is a map of
(T, T (ν, δ))-bimodules, and it remains to prove that ϕ is an isomorphism.
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For s ∈ [1, n]d, we define β(s) ∈ Λ(n, d) via β(s)t := #{u ∈ [1, d] | su = t}, for all
t ∈ [1, n]. Then for (b, r, s) ∈ TriB(n, d) we have

ηbr,sξ(ν; δ) =

{

ηbr,s if β(s) ∈ Λ(ν; δ);

0 otherwise.

Thus, setting

TriB(ν; δ) := {(b, r, s) ∈ TriB(n, d) | β(s) ∈ Λ(ν; δ)},

we have that {ηbr,s | [b, r, s] ∈ TriB(ν; δ)/Sd} is a basis for Tξ(ν; δ). It is straight-
forward to check that the map

a∏

k=1

(TriB((n, nk), dk)/Sdk ) → TriB(ν; δ)/Sd,

([b1, r1, s1], . . . , [ba, ra, sa]) 7→ [b, r, s(+ν)],

where b = b1 · · · ba, r = r1 · · · ra, s = s1 · · · sa, is a well-defined bijection. Therefore
the ϕ restricts to a bijection (up to signs) of bases, and so ϕ is an isomorphism. �

5.4. Examples. We finish this section with some examples.

5.4.1. Schur superalgebras. Let A = Mp|q(k). For r, s ∈ [1, p + q], let Er,s be the
matrix with 1 in the (r, s)-th component, and zeros elsewhere. We have

Er,s :=

{

0̄ if r, s ≤ p or r, s > p,

1̄ otherwise.

It follows from [MZ, Theorem 2] that the Schur superalgebra S(p|q, d) is not quasi-
hereditary (over k) unless q = 0 or p = q = d = 1. Choosing a := span(Er,s | r, s ≤ p)
we get a non-unital good pair (A, a) and the corresponding non-unital generalized
Schur superalgebra TA

a (n, d). We will prove in [KM] that TA
a (n, d) is quasihereditary

if d ≤ n.

5.4.2. Trivial extension algebras. Let C be a unital superalgebra which is free of
finite rank as a k-supermodule. The dual C∗ := Homk(V,k) is a k-supermodule in a
natural way. We have the pairing 〈·, ·〉 between C and C∗ with 〈a, α〉 = 〈α, a〉 := α(a)
for a ∈ C and α ∈ C∗. We consider C∗ as a C-bimodule with respect to the dual
regular actions given by

〈α · a, b〉 = 〈α, ab〉, 〈b, a · α〉 = 〈ba, α〉 (a, b ∈ C, α ∈ C∗).

The trivial extension superalgebra E(C) of C is E(C) = C⊕C∗ as a k-supermodule,
with multiplication

(a, α)(b, β) = (ab, a · β + α · b) (a, b ∈ C, α, β ∈ C∗).

Note that C0̄ is a unital subalgebra of E(C)0̄. The pair (E(C), C0̄) is an example of
a unital good pair (A, a). In this case it is natural to take c = C∗

0 . The basis Ba is a
basis of C0̄, the basis B1̄ is a basis of E(C)1̄ = C1̄ ⊕ C∗

1̄
, and the basis Bc is a basis

of C∗
0̄
.

Let n ∈ Z>0. For α ∈ C∗ and 1 ≤ r, s ≤ n, we have the element xαr,s ∈ Mn(C)∗

defined from

〈xαr,s, ξ
a
t,u〉 = δr,tδs,u〈α, a〉 (1 ≤ t, u ≤ n, a ∈ C).
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It is pointed out in [EK1, Lemma 3.21] that there is an isomorphism of superalgebras

Mn(E(C))
∼

−→ E(Mn(C)), ξ(a,α)r,s 7→ (ξar,s, x
α
s,r). (5.25)

By [EK1, Theorem 4.27], we have an explicit isomorphism

SE(C)(n, d) ∼= ′DC(n, d), (5.26)

where ′DC(n, d) is the divided power Turner’s double algebra defined in [EK1, §§4,6].
It now follows from Theorem 4.13 and [EK1, Theorem 4.31] that under the isomor-

phism (5.26) the subalgebra T
E(C)
C0̄

(n, d) ⊆ SE(C)(n, d) gets identified with the Turner

double subalgebra DC(n, d) ⊆ ′DC(n, d) of [EK1, §§4,6]:

T
E(C)
C0̄

(n, d) ∼= DC(n, d). (5.27)

5.4.3. Zigzag algebras. Fix ℓ ≥ 1 and Γ be the quiver with vertex set I := {0, 1, . . . , ℓ}
and arrows {aj,j−1, aj−1,j | j = 1, . . . , ℓ} as in the picture:

0 1 2 · · · ℓ − 1 ℓ

a1,0 a2,1 a3,2 aℓ−2,ℓ−1 aℓ,ℓ−1

a0,1 a1,2 a2,3 aℓ−2,ℓ−1 aℓ−1,ℓ

The extended zigzag algebra Z is the path algebra kΓ modulo the following relations:

(i) All paths of length three or greater are zero.
(ii) All paths of length two that are not cycles are zero.
(iii) All length-two cycles based at the same vertex are equivalent.
(iv) aℓ,ℓ−1aℓ−1,ℓ = 0.

Length zero paths yield the idempotents {e0, . . . , eℓ} with eiai,jej = ai,j for all
admissible i, j. The algebra Z is graded by the path length: Z = Z0 ⊕ Z1 ⊕ Z2.
We consider Z as a superalgebra with Z0̄ = Z0 ⊕ Z2 and Z1̄ = Z1. Let z :=
span(e0, . . . , eℓ). Define also J := {0, 1, . . . , ℓ − 1} and for all j ∈ J , set cj :=
aj,j+1aj+1,j. We have a basis B = Bz ⊔Bc ⊔B1̄ of Z as in (2.2), with

B1̄ = {aj,j+1, aj+1,j | j ∈ J}, Bz = {ei | i ∈ I}, Bc := {cj | j ∈ J}.

Let e := e0 + · · · + eℓ−1 ∈ Z. The zigzag algebra is Z := eZe ⊂ Z. We also have

z̄ := eze = span(e0, . . . , eℓ−1). For n ≥ d, the generalized Schur algebra T Z̄
z̄ (n, d) in

this case is Morita equivalent to weight d RoCK blocks of symmetric groups (and the
corresponding Hecke algebras), as conjectured by Turner [T1] and proved in [EK2].
This was our motivating example.

In [KM] we construct an explicit cellular basis of T Z̄
z̄ (n, d), while no such basis is

known for SZ̄(n, d) (and it probably does not exist in general). Moreover, in [KM]
we prove that TZ

z (n, d) is quasi-hereditary, while SZ(n, d) in general is not.

6. Symmetricity

6.1. Central and symmetrizing forms. Assume in this section that A has finite
rank as a k-supermodule. We say an even k-linear map t : A → k is a central form
for A provided t(ab) = t(ba) for all a, b ∈ A. In this case we have an associative
symmetric bilinear form (·, ·)t with (a, b)t = t(ab) and a homomorphism

A → A∗ := Homk(A,k), a 7→ (a, ·)t
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of (A,A)-superbimodules. We say that the central form t is a symmetrizing form if
this homomorphism is an isomorphism, i.e. if (·, ·)t is a perfect pairing.

If A is equipped with a symmetrizing form, we say A is symmetric. We want to
show that if A is symmetric then so is TA

a (n, d). We will do this under some natural
assumptions. The following lemma is easily checked.

Lemma 6.1. Assume that t is a central form on A. Then the algebra Mn(A)
⊗d has

a central form t
M : Mn(A)

⊗d → k given by

t
M (ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd) = δr,st(x1) · · · t(ad),

for all (a, r, s) ∈ Ad × [1, n]d × [1, n]d.

Lemma 6.2. Assume that t is a central form on A. Then the algebra SA(n, d) has
a central form t

S : SA(n, d) → k given by

t
S(ξar,s) :=

d!

[a, r, s]!
δr,st(a1) · · · t(ad).

for all (a, r, s) ∈ TriH(n, d). Moreover, tM |SA(n,d) = t
S.

Proof. Let (a, r, s) ∈ TriH(n, d). Since t(x) = 0 whenever x ∈ A1̄, we have

t
M ((ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd)

σ) = t
M (ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd),

for all σ ∈ Sd.
Then for all (a, r, s) ∈ TriH(n, d), we have

t
M (ξar,s) = t

M

(
∑

σ∈x,r,sD

(ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd)
σ

)

=
∑

σ∈x,r,sD

t
M ((ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd)

σ)

=
∑

σ∈x,r,sD

t
M (ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd)

= |a,r,sD |tM (ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd)

=
d!

[a, r, s]!
δr,st(x1) · · · t(xd),

giving the result. �

If k is a field of characteristic 0 or greater than d, one can check that the from
t
S is symmetrizing. But this is certainly false over fields of positive characteristics
less than d. In fact, for such fields even the classical Schur algera Sk(n, d) is not
symmetric.

6.2. Symmetricity of TA
a (n, d). Throughout the subsection we assume that (A, a)

is a unital good pair, and that A is symmetric, with symmetrizing form t. We
say that t is (A, a)-symmetrizing if (a, a)t = 0 and the k-complement c of a in A0̄

can be chosen so that the restriction of (·, ·)t to a × c is a perfect pairing. If t

is an (A, a)-symmetrizing form, we always assume that the complement c has this
property.

Let t be an (A, a)-symmetrizing form. For a ∈ a, we have t(a) = (a, 1)t = 0 so
t(a) = 0. There exists an (A, a)-basis B = Ba ∪ Bc ∪ B1̄ of A such that the dual
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basis B∗ = {b∗ | b ∈ B} of A with respect to (·, ·)t satisfies the following property:
setting

B∗
a := {b∗ | b ∈ Ba}, B∗

c := {b∗ | b ∈ Bc}, B∗
1̄ := {b∗ | b ∈ B1̄}.

we have that B∗
a = Bc, B

∗
c = Ba, and B∗

1̄
is a basis for A1̄. Then B∗ := B∗

c ∪B∗
a ∪B∗

1̄
is an (A, a)-basis as well. If t is an (A, a)-symmetrizing form, we always assume that
B has been chosen to satisfy these properties.

Lemma 6.3. Let t be an (A, a)-symmetrizing form. Then the algebra TA
a (n, d) has

a central form t
T : TA

a (n, d) → k given by

t
T (ηbr,s) := δr,st(b1) · · · t(bd).

for all (b, r, s) ∈ TriB(n, d). Moreover, tS |TA
a (n,d) = d! tT .

Proof. Recall tS from Lemma 6.2. For (b, r, s) ∈ TriB(n, d) we have

t
S(ηbr,s) = t

S
(

[b, r, s]!cξ
b
r,s

)

= [b, r, s]!c ·
d!

[b, r, s]!
δr,st(b1) · · · t(bd).

But, since t(b) = 0 whenever b ∈ Ba ∪ B1̄, we have [b, r, s]!c = [b, r, s]! whenever
t
S(ηbr,s) 6= 0. So for all (b, r, s) ∈ TriB(n, d) we have

t
S(ηbr,s) = d! δr,st(b1) · · · t(bd) = d! tT (ηbr,s).

As k is a characteristic zero domain and t
S is central by Lemma 6.2, t

T is also
central. �

Lemma 6.4. For all x ∈ TA
a (n, d1), y ∈ TA

a (n, d2), we have t
T (x ∗ y) = t

T (x)tT (y).

Proof. Take (b, r, s) ∈ TriB(n, d1) and (c, t,u) ∈ TriB(n, d2). We have

t
T (ηbr,s)t

T (ηct,u) = δr,sδt,ut(b1) · · · t(bd1)t(c1) · · · t(cd2).

On the other hand, by Lemma 4.2(iii), we have

t
T
(

ηbr,s ∗ η
c
t,u

)

=
[bc, rt, su]!a

[b, r, s]!a[c, t,u]
!
a

t
T
(

ηbcrt,su

)

=
[bc, rt, su]!a

[b, r, s]!a[c, t,u]
!
a

δrt,sut(b1) · · · t(bd1)t(c1) · · · t(cd2).

Since t(b) = 0 whenever b ∈ a, we have the result. �

Lemma 6.5. Let (bd, rd, sd) ∈ TriB(n, d). Let (c, t,u) ∈ TriB
∗

(n, d). Then

t
T (ηb

d

rd,sdη
c
t,u) =

{

±1 if c = (b∗)d, t = sd,u = rd,

0 otherwise.
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Proof. Recall the central forms tM and t
S from Lemmas 6.1 and 6.2. We have

d! tT (ηb
d

rd,sdη
c
t,u) = t

S
(

[bd, rd, sd]!c[c, t,u]
!
c ξ

bd

rd,sdξ
c
t,u

)

= [bd, rd, sd]!c[c, t,u]
!
c t

M



ξb
d

rd,sd

∑

σ∈c,t,uD

(ξc1t1,u1
⊗ · · · ⊗ ξcdtd,ud

)σ





= [bd, rd, sd]!c[c, t,u]
!
c t

M




∑

σ∈c,t,uD

±δsd,tσ(ξ
bcσ1
r,uσ1

⊗ · · · ⊗ ξbcσd
r,uσd

)





= [bd, rd, sd]!c[c, t,u]
!
c

∑

σ∈c,t,uD

±δsd,tσδrd,uσt(bcσ1) · · · t(bcσd).

Since t(bc) = 0 for all c ∈ B∗\{b∗}, we have that tT (ηb
d

rd,sd
ηct,u) = 0 unless c = (b∗)d,

t = sd, and u = rd. Assume now that c = (b∗)d, t = sd, and u = rd. Then
c,t,uD = {1}, so the above simplifies to

d! tT (ηb
d

rd,sdη
c
t,u) = ±[bd, rd, sd]!c[(b

∗)d, sd, rd]!c.

If b ∈ a, then b∗ ∈ c, so we have

[bd, rd, sd]c = 0, [(b∗)d, sd, rd]c = d.

Conversely, if b ∈ c, then b∗ ∈ a, so we have

[bd, rd, sd]c = d, [(b∗)d, sd, rd]c = 0.

If b ∈ A1̄, then b∗ ∈ A1̄, and (bd, rd, sd) ∈ TriB(n, d) implies d = 1, so we have

[bd, rd, sd]c = [(b∗)d, sd, rd]c = 0.

Thus, in any case, we have d! tT (ηb
d

rd,sd
ηct,u) = ±d!, so the result follows since k is a

characteristic zero domain. �

Now we upgrade this lemma. For b ∈ Bd, write b∗ := (b∗1, . . . , b
∗
d) ∈ (B∗)d.

Lemma 6.6. Let (b, r, s) ∈ TriB(n, d) and (c, t,u) ∈ TriB
∗

(n, d). Then

t
T (ηbr,sη

c
t,u) =

{

±1 if (c, t,u) ∼ (b∗, s, r)

0 otherwise.

Proof. We go by induction on d. The base case follows from Lemma 6.5. Let d > 1.

We have by Lemma 4.6 that either ηbr,s = ηb
d

rd,sd
for some b ∈ B, r, s ∈ [1, n], or else

ηbr,s may be written as

ηbr,s = ±ηb
(1)

r(1),s(1)
∗ ηb

(2)

r(2),s(2)
,

for some δ-separated (b(1), r(1), s(1)) ∈ TriB(n, d1), (b(2), r(2), s(2)) ∈ TriB(n, d2),
with d1, d2 > 0 and d1 + d2 = d. In the former situation, the claim follows from
Lemma 6.5, so assume we are in the latter situation.
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Recalling the notation of §3.3, we assume without loss of generality that (c, t,u) ∈

TriB
∗

0 (n, d). We have that

t
T (ηbr,sη

c
t,u) = t

T ((±ηb
(1)

r(1),s(1)
∗ ηb

(2)

r(2),s(2)
)ηct,u)

= t
T




∑

(T 1,T 2)∈Spl(c,t,u)

±[c, t,u]!c
[T 1]!c[T

2]!c
(ηb

(1)

r(1),s(1)
ηT 1) ∗ (ηb

(2)

r(2),s(2)
ηT 2)





=
∑

(T 1,T 2)∈Spl(c,t,u)

±[c, t,u]!c
[T 1]!c[T

2]!c
t
T (ηb

(1)

r(1),s(1)
ηT 1)tT (ηb

(2)

r(2),s(2)
ηT 2),

applying Corollary 3.20 and Lemma 4.5 for the second equality and Lemma 6.4 for
the third equality. If this is nonzero, then by the induction assumption we must have
T 1 ∼ ((b(1))∗, s(1), r(1)) and T 2 ∼ ((b(2))∗, s(2), r(2)) for some (T 1,T 2) ∈ Spl(c, t,u),
which implies (b∗, s, r) ∼ (c, t,u).

On the other hand, assume (b∗, s, r) ∼ (c, t,u). Then there is exactly one

(T 1,T 2) ∈ Spl(c, t,u) such that T 1 ∼ ((b(1))∗, s(1), r(1)) and T 2 ∼ ((b(2))∗, s(2), r(2)).
Then by the above we have

t
T (ηbr,sη

c
t,u) = ±

[c, t,u]!
c

[T 1]!
c
[T 2]!

c

t
T (ηb

(1)

r(1),s(1)ηT 1)tT (ηb
(2)

r(2),s(2)ηT 2) = ±
[c, t,u]!

c

[T 1]!
c
[T 2]!

c

,

using the induction assumption. But note, since (b(1), r(1), s(1)) and (b(2), r(2), s(2))
are δ-separated, we have [c, t,u]!c = [T 1]!c[T

2]!c, which completes the proof. �

Corollary 6.7. If t is an (A, a)-symmetrizing form on A, then the algebra TA
a (n, d)

is symmetric, with symmetrizing form t
T .

Proof. The form t
T is central by Lemma 6.3. Moreover, by Lemma 6.6, we have

that (·, ·)
tT is a perfect pairing. �

Remark 6.8. Given a superalgebra C, this result recovers the symmetricity prop-
erty of the Turner double algebra DC(n, d) described in §5.4.2. In particular,
E(C) = C ⊕ C∗ has a symmetrizing form given by t(a, α) = α(a), so the sym-

metricity of DC(n, d) ∼= T
E(C)
C0̄

(n, d) follows from Corollary 6.7.

7. Double centralizer property

Throughout the subsection we assume that k is a principal ideal domain (as usual
of characteristic 0). All modules and algebras are assumed to be free of finite rank
as k-modules. An element v of a k-module V is called divisible if there is w ∈ V and
a non-unit m ∈ k with v = mw. Otherwise v is called indivisible. We let K to be
the field of fractions of k.

7.1. Double centralizer idempotents. Let S be a k-algebra and e ∈ S be an
idempotent. Considering Se as a right eSe-module, we have an algebra homomor-
phism

λ : S → EndeSe(Se), s 7→ λs

where λs(s
′e) = ss′e for all s, s′ ∈ S. We say that e is a double centralizer idempotent

for S if λ is an isomorphism. We say that e is a sound idempotent for S if λ sends
indivisible elements of S to indivisible elements of EndeSe(Se). Clearly, a double
centralizer idempotent is sound.
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Set SK := S ⊗k K and use the map s 7→ s ⊗ 1K to identify S as a subset of
SK. Then Se ⊗k K = SKe. Using the Universal coefficient theorem, we identify
EndeSe(Se)⊗k K = EndeSKe(SKe), so that the λK := λ⊗ idK is the map

λK : SK → EndeSKe(SKe), s 7→ λs

where λs is the left multiplication by s. Clearly, if e is a double centralizer idempotent
for S then e is a double centralizer idempotent for SK, but not vice versa in general.

Lemma 7.1. Let e ∈ S be an idempotent. Then e is a double centralizer idempotent
for S if and only if e is a double centralizer idempotent for SK and e is sound for S.

Proof. The ‘only-if’ part is immediate. For the ‘if’ part, the assumption that e is a
double centralizer idempotent for SK implies that λ : S → EndeSe(Se) is injective.
Moreover,

rankk S = dimK SK = dimEndeSKe(SKe) = rankk EndeSe(Se).

So λ is a full rank embedding. As e is sound, it now follows that λ is surjective. �

7.2. Double centralizer property for SA(n, d). Let (A, a) be a unital good pair,
e ∈ a be an idempotent, and ξe ∈ TA

a (n, d) be the idempotent of (5.1). Suppose that
e is a double centralizer idempotent for A. Although it is not true in general that ξe

is then a double centralizer for TA
a (n, d), this is true in some interesting situations.

In view of Lemma 7.1, to verify that ξe is a double centralizer for TA
a (n, d), it

suffices to check that ξe is a double centralizer idempotent for SA(n, d) and that ξe

is sound for TA
a (n, d)K = SA(n, d)K. It turns out that the first condition is always

true provided d ≤ n. This will follow from the following stronger theorem:

Theorem 7.2. If e ∈ A is a double centralizer idempotent for A and d ≤ n, then
ξe is a double centralizer idempotent for SA(n, d).

Proof. As usual, we write Ā := eAe. First we show

Mn(A) ∼= EndMn(Ā)(Mn(Ae)). (7.3)

We have an algebra homomorphism λ : Mn(A) → EndMn(Ā)(Mn(Ae)) given by left

multiplication. On the other hand, let ϕ ∈ EndMn(Ā)(Mn(Ae)). Since ϕ(Eae
i,j) =

ϕ(Eae
i,tE

e
t,j) = ϕ(Eae

i,t )E
e
t,j for any a ∈ A and i, t, j ∈ [1, n], it follows that there exist

functions ϕk,i : Ae → Ae such that

ϕ(Eae
i,j) =

∑

k

E
ϕk,i(ae)
k,j .

Moreover, each ϕk,i ∈ EndĀ(Ae), since for all a ∈ A, b ∈ Ā, we have
∑

k

E
ϕk,i(aeb)
k,j = ϕ(Eaeb

i,j ) = ϕ(Eae
i,jE

b
j,j) = ϕ(Eae

i,j)E
b
j,j

=
∑

k

E
ϕk,i(ae)
k,j Eb

j,j =
∑

k

E
ϕk,i(ae)b
k,j .

implies that ϕk,i(aeb) = ϕk,i(ae)b. Thus, since A ∼= EndĀ(Ae), we have that ϕk,i is
given by left multiplication by a unique xk,i ∈ A. Then, since




∑

k,i

E
xk,i

k,i



Eae
r,s =

∑

k

E
xk,rae
k,s =

∑

k

E
ϕr,k(ae)
k,s = ϕ(Eae

r,s),
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we have a well-defined map ρ : EndMn(Ā)(Mn(Ae)) → Mn(A) given by ϕ 7→
∑

k,iE
xk,i

k,i . It is clear that λ and ρ are mutual inverses, proving (7.3).
Let us now write

SA := SA(n, d) SAe := (Mn(Ae)
⊗d)Sd SĀ := SĀ(n, d)

MA := Mn(A)
⊗d MAe := Mn(Ae)

⊗d M Ā := Mn(Ā)
⊗d

For a = (a1, . . . , ad) ∈ Ad, r, s ∈ [1, n]d, we will write

Ea
r,s := ξa1r1,s1 ⊗ · · · ⊗ ξadrd,sd .

Our next task is to show

EndSĀ(S
Ae) ∼= EndM Ā(M

Ae)Sd . (7.4)

The Sd-action on EndM Ā(MAe)Sd is given by fσ(x) := f(xσ
−1
)σ. Let

f ∈ EndM Ā(M
Ae)Sd .

Consider the restriction fres of f to the k-submodule SAe. For any α ∈ SAe, we have

fres(α)
σ = f(α)σ = f(ασ−1

)σ = fσ(α) = f(α) = fres(α),

so fres ∈ EndSĀ(SAe) and res : EndSĀ(SAe) → EndM Ā(MAe)Sd is an algebra homo-
morphism.

Now, let g ∈ EndSĀ(SAe). Write e := (e, . . . , e) ∈ Ad, and ω = (1, . . . , d) ∈ [1, n]d.

We inflate g to a linear map ginfl : MAe → MAe via

ginfl(E
x
r,s) := g(ξxr,ω)E

e
ω,s.

Note that for any σ ∈ Sd, we also have

ginfl(E
x
r,s) = g(ξxr,ω)E

e
ω,s = g(ξxr,ωσξeωσ ,ω)E

e
ω,s

= g(ξxr,ωσ)ξeωσ ,ωE
e
ω,s = g(ξxr,ωσ)Ee

ωσ ,s.

We will show that ginfl ∈ EndM Ā(MAe)Sd . First we check symmetry:

gσinfl(E
x
r,s) = ginfl((E

x
r,s)

σ−1
)σ = (−1)〈x,σ

−1〉ginfl(E
xσ−1

rσ−1 ,sσ−1 )
σ

= (−1)〈x,σ
−1〉[g(ξx

σ−1

rσ−1 ,ω
)Ee

ω,sσ−1 ]
σ

= (−1)〈x,σ
−1〉g(ξx

σ−1

rσ−1 ,ω
)σ(Ee

ω,sσ−1 )
σ

= (−1)〈x,σ
−1〉g(ξx

σ−1

rσ−1 ,ω
)Ee

ωσ ,s

= (−1)〈x,σ
−1〉(−1)〈x

σ−1
,σ〉g(ξxr,ωσ)Ee

wσ ,s = ginfl(E
x
r,s).

Now we check that ginfl is an M Ā-homomorphism. Let x ∈ (Ae)d, b ∈ Ād, and
r, s, t,u ∈ [1, n]d.

ginfl(E
x
r,sE

b
t,u) = δs,tginfl(E

xb
r,u) = δs,tg(ξ

xb
r,ω)E

e
ω,u = δs,tg(ξ

x
r,ωξ

b
ω,ω)E

e
ω,u

= δs,tg(ξ
x
r,ω)ξ

b
ω,ωE

e
ω,u = δs,tg(ξ

x
r,ω)ξ

b
ω,ωE

e
ω,u = δs,tg(ξ

x
r,ω)E

b
ω,u

= g(ξxr,ω)E
e
ω,sE

b
t,u = ginfl(E

x
r,s)E

b
t,u.
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Therefore ginfl ∈ EndM Ā(MAe)Sd . Now we show that res and infl are mutual in-

verses. Let x ∈ (Ae)d, and r, s ∈ [1, n]d. For f ∈ EndM Ā(MAe)Sd we have

(fres)infl(E
x
r,s) = fres(ξ

x
r,ω)E

e
ω,s = f(ξxr,ω)E

e
ω,s = f(ξxr,ωE

e
ω,s) = f(Ex

r,s),

so (fres)infl = f .
Now, let g ∈ EndSĀ(SAe), and write g′ := (ginfl)res. We have

g′(ξxr,ω) = ginfl(ξ
x
r,ω) = ginfl




∑

σ∈Sd

(Ex
r,ω)

σ



 = ginfl




∑

σ∈Sd

(−1)〈x,σ〉Exσ

rσ ,ωσ





=
∑

σ∈Sd

(−1)〈x,σ〉ginfl(E
xσ

rσ,ωσ) =
∑

σ∈Sd

(−1)〈x,σ〉g(ξx
σ

rσ ,ωσ)Ee
ωσ ,ωσ

=
∑

σ∈Sd

(−1)〈x,σ〉(−1)〈x
σ,σ−1〉g(ξxr,ω)E

e
ωσ ,ωσ =

∑

σ∈Sd

g(ξxr,ω)E
e
ωσ ,ωσ

= g(ξxr,ω)
∑

σ∈Sd

Ee
wσ,wσ = g(ξxr,ω)ξ

e
ω,ω = g(ξxr,ωξ

e
ω,ω) = g(ξxr,ω),

so g′(ξxr,ω) = g(ξxr,ω). We also have

ξxr,ωξ
ed
ω,s = ξx1

r1,s1 ∗ · · · ∗ ξ
xd
rd,sd

= |Sx,r,s| · ξ
x
r,s.

Thus, writing m := |Sx,r,s| ∈ k, we have

mg′(ξxr,s) = g′(mξxr,s) = g′(ξxr,ωξ
ed
ω,s) = g′(ξxr,ω)ξ

ed
ω,s

= g(ξxr,ω)ξ
ed

ω,s = g(ξxr,ωξ
ed

ω,s) = g(mξxr,s) = mg(ξxr,s).

As m 6= 0 and SAe is free over k, this implies that g′(ξxr,s) = g(ξxr,s). Thus res and
infl are mutual inverses, proving (7.4).

Now, note that the action of Sd intertwines the isomorphisms

Mn(A)
⊗d ∼= EndMn(Ā)(Mn(Ae))

⊗d ∼= EndM Ā(M
Ae),

so we have

EndξeSAξe(S
Aξe) = EndSĀ(S

Ae) ∼= EndM Ā(M
Ae)Sd ∼= (Mn(A)

⊗d)Sd = SA,

as desired. �

Corollary 7.5. If e ∈ A is a double centralizer idempotent for A and d ≤ n, then
ξe is a double centralizer idempotent for SA(n, d)K = TA

a (n, d)K.

7.3. Computations in extended zigzag Schur algebras. Recall the notation
of §5.4.3. In particular, we have the extended zigzag algebra Z for a fixed ℓ and the
idempotent e := e0+ · · ·+eℓ−1 ∈ Z. We will use the standard basis B = Bz⊔Bc⊔B1̄

of Z.
For r ∈ [1, n]d, set Sr := {σ ∈ Sd | rσ = r}, and denote by rD the set of the

shortest coset representatives for Sr\Sd.

Lemma 7.6. Let t ∈ [1, n] and r, s,u ∈ [1, n]d. Suppose that ra 6= rb and sa 6= sb
for all 1 ≤ a 6= b ≤ d. Then

(i) η
adℓ−1,ℓ

r,td
η
adℓ,ℓ−1

td,s
= ±

∑

σ∈Sd
(sgnσ)η

cdℓ−1
rσ,s .

(ii) η
edℓ
u,td

η
adℓ,ℓ−1

td,s
=

∑

σ∈uD
η
adℓ,ℓ−1
uσ,s .
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Proof. (i) We have

η
adℓ−1,ℓ

r,td
η
adℓ,ℓ−1

td,s
=




∑

σ∈Sd

(ξ
aℓ−1,ℓ

r1,t ⊗ · · · ⊗ ξ
aℓ−1,ℓ

rd,t
)σ








∑

τ∈Sd

(ξ
aℓ,ℓ−1

t,s1 ⊗ · · · ⊗ ξ
aℓ,ℓ−1

t,sd
)τ





= ±
∑

σ,τ∈Sd

(sgnσ)(sgn τ)ξ
cℓ−1
rσ1,sτ1 ⊗ · · · ⊗ ξ

cℓ−1
rσd,sτd

= ±
∑

σ,τ∈Sd

(sgnσ)(sgn τ)ξ
cℓ−1
rστ−1τ1,sτ1

⊗ · · · ⊗ ξ
cℓ−1
rστ−1τd,sτd

= ±
∑

σ,τ∈Sd

(sgnστ−1)(ξ
cℓ−1
r
στ−11,s1

⊗ · · · ⊗ ξ
cℓ−1
r
στ−1d,sd

)σ,

which equals the right hand side of the equation in (i).
(ii) We have

η
edℓ
u,td

η
adℓ,ℓ−1

td,s
=

(
∑

σ∈uD

(ξeℓu1,t ⊗ · · · ⊗ ξeℓud,t
)σ

)


∑

τ∈Sd

(ξ
aℓ,ℓ−1

t,s1 ⊗ · · · ⊗ ξ
aℓ,ℓ−1

t,sd
)τ





=
∑

σ∈uD, τ∈Sd

(sgnτ) ξ
aℓ,ℓ−1
uσ1,sτ1 ⊗ · · · ⊗ ξ

aℓ,ℓ−1
uσd,sτd

=
∑

σ∈uD, τ∈Sd

(sgnτ) ξ
aℓ,ℓ−1
uστ−1τ1,sτ1

⊗ · · · ⊗ ξ
aℓ,ℓ−1
uστ−1τd,sτd

=
∑

σ∈uD, τ∈Sd

(ξ
aℓ,ℓ−1
u
στ−11,s1

⊗ · · · ⊗ ξ
aℓ,ℓ−1
u
στ−1d,sd

)τ ,

which equals the right hand side of the equation in (ii). �

We set
Pd := [1, n]d × [1, n]d,

i.e. elements of Pd are pairs (r, s) of words r = r1 · · · rd, s = s1 · · · sd in [1, n]d. We
also define

P ′
d := {(r, s) ∈ Pd | (ra, sa) 6= (rb, sb) for all 1 ≤ a 6= b ≤ c}.

For b ∈ B0̄, the triple (bd, r, s) belongs to TriB(n, d) for all (r, s) ∈ Pd, while for
b ∈ B1̄, we have (bd, r, s) ∈ TriB(n, d) if and only if (r, s) ∈ P ′

d.
Given λ ∈ Λ(n, d), we define

rλ := 1λ1 · · ·nλn ∈ [1, n]d.

We refer to such tuples as leading tuples. Then

Sλ := Srλ = Sλ1 × · · · ×Sλn .

For (bd, r, s) ∈ TriB(n, d), the corresponding Sd-orbit [b
d, r, s] has a representative

of the form [bd, t, rλ] for some λ ∈ Λ(n, d) and a representative of the form [bd, rµ,u]

for some µ ∈ Λ(n, d). So while working with elements of the form ηb
d

r,s ∈ TZ
z (n, d)

we will often assume that s or r is a leading tuple when convenient.

Lemma 7.7. Let λ ∈ Λ(n, d), and s, t,u ∈ [1, n]d be such that (s, rλ), (rλ, t) ∈ P ′
d.

Then
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(i) η
adℓ−1,ℓ

s,rλ
η
adℓ,ℓ−1

rλ,t
= ±

∑

σ∈Sλ
(sgnσ)η

cdℓ−1

sσ,t .

(ii) η
edℓ
u,rλη

adℓ,ℓ−1

rλ,t
=

∑

σ∈uSλ
η
adℓ,ℓ−1

sσ,t , where uSλ is the set of the shortest coset

representatives for (Su ∩Sλ)\Sλ.

Proof. For u = 1, . . . , n, there exist words su, tu ∈ [1, n]λu such that s = s1 · · · sn, t =
t1 · · · tn. We have

η
adℓ−1,ℓ

s,rλ
η
adℓ,ℓ−1

rλ,t
= ±(η

a
λ1
ℓ−1,ℓ

s1,1λ1
η
a
λ1
ℓ,ℓ−1

1λ1 ,t1
) ∗ · · · ∗ (η

aλn
ℓ−1,ℓ

sn,nλn
η
aλn
ℓ,ℓ−1

nλn ,tn
)

= ±




∑

σ1∈Sλ1

(sgnσ1)η
c
λ1
ℓ−1

s1σ1,t1



 ∗ · · · ∗




∑

σn∈Sλn

(sgnσn)η
cλn
ℓ−1

snσn,tn





= ±
∑

σ∈Sλ

(sgnσ)η
cdℓ−1

sσ,t ,

where we have used Lemma 4.7 for the first equality, Lemma 7.6(i) for the second
equality and Lemma 4.2(iii) for the last equality. This proves (i). The proof of (ii)
is similar but uses Lemma 7.6(ii) instead of Lemma 7.6(i). �

Let λ ∈ Λ(n, d). For r ∈ [1, n], let xr := 1 +
∑r−1

s=1 λs and yr :=
∑r

s=1 λs so that

[1, d] = [x1, y1] ⊔ · · · ⊔ [xn, yn]

and if rλ = r1 · · · rd then rs = r if and only if s ∈ [xr, yr]. Let 0 ≤ c ≤ d and
µ ∈ Λ(n, c), ν ∈ Λ(n, d− c) satisfy µ+ ν = λ. We denote

Ωµ,ν := {U ⊆ [1, d] | |U ∩ [xr, yr]| = µr for all r = 1, . . . , n}

Let t = t1 · · · td ∈ [1, n]d. For U = {u1 < · · · < uc} ∈ Ωµ,ν, we set

U ′ = {v1 < · · · < vd−c} := [1, d] \ U

and
tU := tu1 · · · tuc , tU

′

:= tv1 · · · tvd−c
.

With this notation, Corollary 3.20 yields:

Lemma 7.8. Let λ ∈ Λ(n, d) and t ∈ [1, n]d. If (rλ, t) ∈ P ′
d then

∇(η
adℓ,ℓ−1

rλ,t
) =

d∑

c=0

∑

µ∈Λ(n,c), ν∈Λ(n,d−c)
µ+ν=λ

∑

U∈Ωµ,ν

±η
acℓ,ℓ−1

rµ,tU
⊗ η

ad−c
ℓ,ℓ−1

rν ,tU
′ .

Lemma 7.9. Let 0 ≤ c ≤ d, µ ∈ Λ(n, c), ν ∈ Λ(n, d − c), r ∈ [1, n]c, s ∈ [1, n]d−c

and t ∈ [1, n]d. Suppose that (r, rµ) ∈ P ′
c, and (rµ+ν , t) ∈ P ′

d. Then

(η
acℓ−1,ℓ

r,rµ ∗ η
ed−c
ℓ

s,rν )η
adℓ,ℓ−1

rµ+ν ,t
=

∑

U∈Ωµ,ν

∑

σ∈Sµ, τ∈sSν

±η
ccℓ−1a

d−c
ℓ,ℓ−1

(rσ)(sτ),tU tU
′ .
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Proof. Using Lemmas 4.5, 7.8 and 7.7, we have

(η
acℓ−1,ℓ

r,rµ ∗ η
ed−c
ℓ

s,rν )η
adℓ,ℓ−1

rµ+ν ,t
=

∑

U∈Ωµ,ν

±(η
acℓ−1,ℓ

r,rµ η
acℓ,ℓ−1

rµ,tU
) ∗ (η

ed−c
ℓ

s,rν η
ad−c
ℓ,ℓ−1

rν ,tU
′ )

=
∑

U∈Ωµ,ν




∑

σ∈Sµ

±η
ccℓ−1

rσ,tU



 ∗

(
∑

τ∈sSν

η
ad−c
ℓ,ℓ−1

sτ,tU
′

)

,

which equals the right hand side of the equality in the claim by Lemma 4.6. �

Remark 7.10. Let (b, r, s), (b′, r′, s′) ∈ TriB(n, d). By (3.8) and Lemmas 3.2, 3.3,

we have that ηbr,s and ηb
′

r′,s′ are proportional if and only if (b, r, s) ∼ (b′, r′, s′). It
will be important later on that all the basis elements appearing in the right hand
side of Lemma 7.9 are linearly independent.

Let

Kd :=
d⊔

c=0

Λ(4, c) = {κ = (κ1, κ2, κ3, κ4) ∈ Λ(4) | |κ| ≤ d}.

For κ ∈ Kd, we set

Pκ := P ′
κ1

× Pκ2 × P ′
κ3

× Pκ4 .

Let
(
(r1, s1), (r2, s2), (r3, s3), (r4, s4)

)
∈ Pκ. We often denote

r := r1r2r3r4, s := s1s2s3s4 ∈ [1, n]|κ|,

and, abusing notation, write (r, s) ∈ Pκ. Given (r, s) ∈ Pκ, we define the following
element of TZ

z (n, |κ|):

ηκr,s := η
a
κ1
ℓ−1,ℓe

κ2
ℓ a

κ3
ℓ,ℓ−1c

κ4
ℓ−1

r,s = η
a
κ1
ℓ−1,ℓ

r1,s1
∗ η

e
κ2
ℓ

r2,s2
∗ η

a
κ3
ℓ,ℓ−1

r3,s3
∗ η

c
κ4
ℓ−1

r4,s4
.

We have the equivalence relation ∼ on Pκ given by

(r, s) ∼ (t,u) if and only if (rh, sh) ∼ (th,uh) for h = 1, 2, 3, 4.

Let B′ := B \ {aℓ−1,ℓ, eℓ, aℓ,ℓ−1, cℓ−1}. Recall the equivalence relation ∼ on

TriB
′

(n, d− |κ|) from §2.2. By Lemmas 3.9 and 4.6, we have that

{ηκr,s ∗ η
b
p,q | κ ∈ Kd, (r, s) ∈ P κ/ ∼, (b,p, q) ∈ TriB

′

(n, d− |κ|)/ ∼} (7.11)

is a basis of TZ
z (n, d).

Lemma 7.12. Let κ ∈ Kd, (r, s) ∈ P κ with s1 = rµ, s2 = rν, and (b,p, q) ∈

TriB
′

(n, d− |κ|). Let k = κ1 + κ2 and (rµ+ν , t) ∈ P ′
k. Then we have:

(ηκr,s ∗ η
b
p,q)(η

akℓ,ℓ−1

rµ+ν ,t
∗ ξe

d−k

) =
∑

U∈Ωµ,ν

∑

σ∈Sµ, τ∈r2Sν

±η
c
κ1+κ4
ℓ−1 a

κ2+κ3
ℓ,ℓ−1

(r1σ)r4(r2τ)r3,tUs4tU
′
s3

∗ ηbp,q.

Proof. By Lemmas 4.7 and 7.9, the left hand side equals

(
(η

a
κ1
ℓ−1,ℓ

r1,rµ
∗ η

e
κ2
ℓ

r2,rν
)η

akℓ,ℓ−1

rµ+ν ,t

)
∗
(
(η

a
κ3
ℓ,ℓ−1

r3,s3
∗ η

c
κ4
ℓ−1

r4,s4
∗ ηbp,q)ξ

ed−k)

=




∑

U∈Ωµ,ν

∑

σ∈Sµ, τ∈r2Sν

±η
c
κ1
ℓ−1

r1σ,tU
∗ η

a
κ2
ℓ,ℓ−1

r2τ,tU
′



 ∗
(
η
a
κ3
ℓ,ℓ−1

r3,s3
∗ η

c
κ4
ℓ−1

r4,s4
∗ ηbp,q

)
,
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which equals the right hand side of the equality in the claim by Lemma 4.2(iii) and
Lemma 4.6. �

Remark 7.13. Suppose that in the assumption of Lemma 7.12, we have additionally
that t = t1, . . . , tk satisfies ta 6= tb for all 1 ≤ a 6= b ≤ k and t shares no letters
in common with the words s3 and s4. Taking into account Remark 7.10, one can
see that all the basis elements appearing in the right hand side of Lemma 7.12 are
linearly independent.

Recall the idempotent ξe ∈ TZ
z (n, d). In this subsection we sometimes write

ξe
d
:= ξe, so that we also have idempotents ξe

c
∈ TZ

z (n, c) for all c ∈ Z≥0. Recalling
(5.2), we also introduce idempotents

ξ(c,d−c) :=
(
(Eeℓ)⊗c

)
∗
(
(Ee)⊗d−c

)
∈ TZ

z (n, d) (0 ≤ c ≤ d).

Note that ξ(0,d) = ξe and ξ(d,0) = ξeℓ . Moreover,

ξ(c,d−c)ξ(b,d−b) = δb,cξ
(c,d−c). (7.14)

The following is easily checked using Lemma 4.5:

Lemma 7.15. Let κ ∈ Kd, (r, s) ∈ Pκ, (b,p, q) ∈ TriB
′

(n, d − |κ|), 0 ≤ k ≤ d,
λ ∈ Λ(n, k), and suppose that (rλ, t) ∈ P ′

k. Then

ξ(κ2+κ3,d−κ2−κ3)(ηκr,s ∗ η
b
p,q)ξ

(κ1+κ2,d−κ1−κ2) = ηκr,s ∗ η
b
p,q,

ξ(k,d−k)(η
akℓ,ℓ−1

rλ,t
∗ ξe

d−k

)ξe = η
akℓ,ℓ−1

rλ,t
∗ ξe

d−k

.

In particular, (ηκr,s ∗ η
b
p,q)(η

akℓ,ℓ−1

rλ,t
∗ ξe

d−k
) = 0, unless κ1 + κ2 = k and s1s2 ∼ rλ.

7.4. Double centralizer property for zigzag Schur algebras. Recall that Z̄ :=
eZe is the zigzag algebra for a fixed ℓ ≥ 1.

Lemma 7.16. We have that e is a double centralizer idempotent for Z.

Proof. As a right Z̄-module, Ze decomposes as

Ze = eℓZe⊕ eℓ−1Ze⊕ · · · ⊕ e0Ze,

so it is enough to check that the algebra map λ : Z → EndZ̄(Ze) restricts to an
isomorphism ejZei → HomZ̄(eiZe, ejZe), for all i, j ∈ I.

Let i, j ∈ I with i 6= ℓ. The map λ|ejZei : ejZei → HomZ̄(eiZe, ejZe) is injective,
since λx(ei) = x for all x ∈ ejZei. Now let f ∈ HomZ̄(eiZe, ejZe). As f is a
right Z̄-module homomorphism, f is determined by the image of ei. Moreover, since
f(ei) = f(ei)ei, we have f(ei) ∈ ejZei, and thus f = λf(ei), so λ|ejZei is surjective,
and thus an isomorphism.

Now let j ∈ I, and consider the map λ|ejZeℓ : ejZeℓ → HomZ̄(eℓZe, ejZe). Note
that eℓZe = span(aℓ,ℓ−1). First we show λ|ejZeℓ is injective. If j 6= ℓ, ℓ − 1 then
ejZeℓ = 0, and this is trivially true. If j = ℓ − 1 then ejZeℓ = span(aℓ−1,ℓ), and
λaℓ−1,ℓ

(aℓ,ℓ−1) = cℓ−1 6= 0. If j = ℓ, then ejZeℓ = span(eℓ), and λeℓ(aℓ,ℓ−1) =
aℓ,ℓ−1 6= 0. Thus, in any case λ|ejZeℓ is injective.

Now we show λ|ejZeℓ is surjective. Let f ∈ HomZ̄(eℓZe, ejZe). Since f(aℓ,ℓ−1) =
f(aℓ,ℓ−1)eℓ−1, we have that f(aℓ,ℓ−1) ∈ ejZeℓ−1. Since ejZeℓ−1 = 0 for j 6= ℓ, ℓ −
1, ℓ− 2 we may assume j ∈ {ℓ, ℓ− 1, ℓ− 2}. If j = ℓ− 2, then f(aℓ,ℓ−1) = αaℓ−2,ℓ−1
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for some α ∈ k. But then 0 = f(aℓ,ℓ−1aℓ−1,ℓ−2) = f(aℓ,ℓ−1)aℓ−1,ℓ−2 = αcℓ−2, so
f = 0 = λ0. If j = ℓ − 1, then f(aℓ,ℓ−1) = αeℓ−1 + βcℓ−1 for some α, β ∈ k.
But then 0 = f(aℓ,ℓ−1cℓ−1) = f(aℓ,ℓ−1)cℓ−1 = αcℓ−1 implies that α = 0. Thus
f(aℓ,ℓ−1) = βcℓ−1 = βaℓ−1,ℓaℓ,ℓ−1 and f = λβaℓ−1,ℓ

. Finally, assume j = ℓ. Then
f(aℓ,ℓ−1) = αaℓ,ℓ−1 = αeℓaℓ,ℓ−1 for some α ∈ k, so f = λαeℓ . Thus in any case
λ|ejZeℓ is surjective, and thereby and isomorphism, completing the proof. �

In view of Lemma 5.12, we have ξeTZ
z (n, d)ξe = T Z̄

z̄ (n, d). The main result of this
subsection is

Theorem 7.17. Let d ≤ n. Then ξe is a double centralizer idempotent for TZ
z (n, d).

In particular, TZ
z (n, d) ∼= EndT Z̄

z̄
(n,d)(T

Z
z (n, d)ξe).

Theorem 7.17 follows immediately from Lemma 7.1, Corollary 7.5, and the fol-
lowing proposition:

Proposition 7.18. Let d ≤ n. Then ξe is a sound idempotent for TZ
z (n, d).

Proof. Set T := TZ
z (n, d). We will use the basis (7.11) of T .

Suppose for a contradiction that there exists an indivisible element

x :=
∑

κ∈Kd, (r,s)∈Pκ/∼,

(b,p,q)∈TriB
′
(n,d−|κ|)/∼

qκ,br,s;p,q(η
κ
r,s ∗ η

b
p,q) ∈ T (qκ,br,s;p,q ∈ k)

such that λx : Tξe → Tξe is divisible, i.e. there exists a non-zero non-unit m ∈ k

such that xηξe ∈ mT for all η ∈ T . By the remarks preceding Lemma 7.7, we may
assume that all s1 and s2 are leading tuples. If s1 = rµ and s2 = rν , we write
(r, s) ∈ Pµ,ν

κ .
We may also assume that among all indivisible elements x as above, our x has the

smallest possible number of non-zero coefficients qκ,br,s;p,q. Then m does not divide

qκ,br,s;p,q whenever qκ,br,s;p,q 6= 0.

Let k ∈ Z≥0 be such that some coefficient qκ,br,s;p,q with κ1 + κ2 = k is non-zero.
We assume that (r, s) ∈ Pµ,ν

κ for some such non-zero coefficient. We now pick
t = (t1, . . . , tk) ∈ [1, n]d be such that:

(1) tr 6= ts for all 1 ≤ r 6= s ≤ k;
(2) the words s4 and s3 have no letters of the form tr for 1 ≤ r ≤ k.

Such t exists by the assumption that d ≤ n.

We have (rµ+ν , t) ∈ P ′
k. By Lemma 7.15, we have η

ak
ℓ,ℓ−1

rµ+ν ,t
∗ ξe

d−k
∈ Tξe, so by the

assumptions made, we must have x(η
akℓ,ℓ−1

rµ+ν ,t
∗ ξe

d−k
) ∈ mT . On the other hand, by
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Lemmas 7.15 and 7.12, we have that x(η
akℓ,ℓ−1

rµ+ν ,t
∗ ξe

d−k
) equals

∑

κ∈Kd, (r,s)∈P
µ,ν
κ /∼,

(b,p,q)∈TriB
′
(n,d−|κ|)/∼

qκ,br,s;p,q(η
κ
r,s ∗ η

b
p,q)(η

akℓ,ℓ−1

rµ+ν ,t
∗ ξe

d−k

)

=
∑

κ∈Kd, (r,s)∈P
µ,ν
κ /∼,

(b,p,q)∈TriB
′
(n,d−|κ|)/∼

qκ,br,s;p,q

∑

±η
c
κ1+κ4
ℓ−1 a

κ2+κ3
ℓ,ℓ−1

(r1σ)r4(r2τ)r3,tUs4tU
′
s3

∗ ηbp,q,

where the second sum is over all U ∈ Ωµ,ν , σ ∈ Sµ and τ ∈ r2
Sν . By Remark 7.13,

all the basis elements appearing in the whole sum above are linearly independent.

By our assumptions this implies that all of the non-zero coefficients qκ,br,s;p,q appearing
there are divisible by m, which is a contradiction. �

Remark 7.19. For an arbitrary algebra A with double centralizer idempotent e,
it is not the case that ξe is in general a double centralizer idempotent for TA

a (n, d).
For example, take arbitrary n ∈ Z>0, and consider the case A = A0̄ = M2(k),
a = span(E11, E22), c = span(E12, E21), and e = E11. Then e is clearly a double
centralizer idempotent for A.

The element ηE12,E12
11,11 = 2ξE12,E12

11,11 is indivisible in TA
a (n, 2), and {E11, E21} is a

basis for Ae. For b ∈ {E11, E21}
2 and r, s ∈ [1, n]2, we have that ηE12,E12

11,11 · ηbr,s = 0

unless b = (E21, E21) and r = (1, 1). Then, if s1 = s2 we have

ηE12,E12
11,11 · ηE21,E21

11,s = (2ξE12,E12
11,11 ) · (2ξE21,E21

11,s ) = 4ξE11,E11
11,s = 4ηE11,E11

11,s .

If s1 6= s2 we have

ηE12,E12
11,11 · ηE21,E21

11,s = (2ξE12,E12
11,11 ) · (ξE21,E21

11,s ) = 2ξE11,E11
11,s = 2ηE11,E11

11,s .

This implies that λ
η
E12,E12
11,11

is divisible in EndT Ā
ā
(n,2)(T

A
a (n, 2)ξe), so ξe is not sound,

and thus not a double centralizer idempotent by Lemma 7.1.
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