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1 Introduction

The K+ — 7wTvi decay is a flavour-changing Neutral-Current process that proceeds
through electroweak box and penguin diagrams in the Standard Model (SM), allowing an
exploration of its flavour structure thanks to unique theoretical cleanliness. A quadratic
GIM mechanism and the transition of the top quark to the down quark make this process
extremely rare. The SM prediction for the K+ — mtvu branching ratio (BR) can be
written as [1]:

BR(K' — 77vi) = k4 (1 + Agpnm) { (h;\l?tX(xt))z + <Ri\)\CPc(X) + Rj?tX($t))2:|7
(1.1)

where A gy = —0.003 accounts for the electromagnetic radiative corrections; x; = m? /M%V,
A = |Vus| and \; = ViIVig (i = ¢,t) are combinations of Cabibbo-Kobayashi-Maskawa
(CKM) matrix elements; X and P.(X) are the loop functions for the top and charm quark
respectively; and .

ky = (5.173£0.025) x 107! [0225} (1.2)
parameterizes hadronic matrix elements. It is worth noting that BR(K* — nvv) depends
on the sum of the square of the imaginary part of the top loop, which is CP-violating, and
the square of the sum of the charm contribution and the real part of the top loop. Numer-
ically, the branching ratio can be written as an explicit function of the CKM parameters,
Ve and the angle -, as follows:

BR(K+—>7T+VD):(8.39i0.3O)><1011{ [Ves| ]2'8[ b }0'74 (1.3)
107x103] |7320)

where the numerical uncertainty is due to theoretical uncertainties in the NLO (NNLO)
QCD corrections to the top (charm) quark contribution [2, 3] and NLO electroweak cor-
rections [4]. The intrinsic theoretical accuracy is at the level of 3.6%. Uncertainties
in the hadronic matrix element largely cancel when it is evaluated from the precisely-
measured branching ratio of the K+ — nV*v decay, including isospin-breaking and non-
perturbative effects calculated in detail [4-6]. Using tree-level elements of the CKM ma-
trix as external inputs [7], averaged over exclusive and inclusive determinations, namely
[Vip| = (40.7 + 1.4) x 1073 and y = (73.2753) degrees, the SM prediction of the branching
ratio is (8.4 + 1.0) x 10! [1]. The current precision of the CKM parameters dominates
the BR uncertainty.

The KT — 7tvi decay is sensitive to currently proposed SM extensions and probes
higher mass scales than other rare meson decays. This arises because of the absence of



tree-level contributions and the quadratic GIM suppression at loop level in the SM, which
together lead to a very small BR. Moreover, the absence of long-distance contributions
enables the accurate BR calculation. The largest deviations from SM predictions are
expected in models with new sources of flavour violation, where constraints from B physics
are weaker [8, 9]. Models with currents of defined chirality produce specific correlation

patterns between the branching ratios of K — 7tviy and K — 7°

vv decay modes,
which are constrained by the value of the CP-violating parameter ex [10, 11]. Present
experimental constraints limit the range of variation within supersymmetric models [12—
14]. The KT — 7wtwvw decay is also sensitive to some aspects of lepton flavour non-
universality [15] and can constrain leptoquark models [16, 17] that aim to explain the
measured CP-violating ratio &/e [7].

The E787 and E949 experiments at the Brookhaven National Laboratory (BNL) stud-
ied the K+ — 7T v decay using a kaon decay-at-rest technique, reaching an overall single
event sensitivity of about 0.8x107'0 and measuring the BR to be (17.3715:2) x 107 [18, 19].
The NA62 experiment at the CERN SPS will measure more precisely the BR of the
KT — n7vi decay using a decay-in-flight technique and data recorded from 2016 to 2018.
The first NA62 result was based on the analysis of the data collected in 2016 and proved the
feasibility of the technique to study the K™ — 7T v decay [20]. In the following sections,
NAG62 reports the investigation of the K™ — 7w decay, based on data recorded in 2017,
corresponding to about 30% of the total data set collected in 2016-18.

2 Principles of the experiment and analysis method

The NA62 experiment is designed to reconstruct charged kaons and their daughter particles,
when the kaons decay in flight inside a defined fiducial volume. The K™ — 7 vi decay
presents two main challenges: the extremely low value of the SM signal branching ratio
of order 10719 and the open kinematics of the final state, as neutrinos remain undetected.
These challenges require both the production of a sufficient number of K+ — 77 v decays,
as can be achieved by exploiting the high-intensity 75 GeV /¢ secondary K+ beam produced
by the CERN SPS; and the reduction of the contribution of the dominant Kt decay
modes by at least eleven orders of magnitude to bring the background to a level lower than
the signal.

The signature of the K+ — 7 tvw decay is a single 77 and missing energy. The

squared missing mass, m2,. = (Px — P,+)?, where Px and P, indicate the 4-momenta

miss
of the K+ and 7", describes the kinematics of the one-track final state. In particular,
2

the presence of two neutrinos makes the signal broadly distributed over the mg ;.

as illustrated in figure 1. The dominant K+ decay modes K+ — putv, K+ — 7t7% and
Kt — gtat@7=0) have different m2 ... distributions; it is therefore possible to define

miss

range,

regions, either side of the KT — 7170 peak, qualitatively indicated in figure 1, where the
search for the signal is performed, also called signal regions.

The Kt — ptv, Kt — 7t70 and KT — a7t (©7=(0) decays enter the signal regions

through radiative and/or resolution tails of the reconstructed m? ... The signal selection,

based on kinematics only, relies on the accurate measurement of the m2, quantity, i.e.
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Figure 1. Expected theoretical distributions of the m?2 ;. variable relevant to the K+ — 7+ v mea-

surement, before applying acceptance and resolution effects. The m?

miss

is computed under the
hypothesis that the charged particle in the final state is a #7. The KT — nvw signal (red line) is
multiplied by 10° for visibility. The hatched areas include the signal regions.

of the KT and 7" momenta and directions. In contrast, KT — 7% v or rarer decays,
like K™ — 777~ ¢*v, span over the signal regions because of the presence of undetected
neutrinos; however, these background decay modes include a lepton in the final state and
exhibit extra activity in the form of photons or charged particles. A particle identification
system must therefore separate 7= from p™ and e™. Photons and additional charged
particles in final state must be vetoed as efficiently as possible.

The above conditions translate into the following experimental requirements:

e the detection of incident K and outgoing 7 signals with 100 ps time resolution to
mitigate the impact of the pile-up effect due to the high particle rates;

e a low-mass K™ and 7" tracking system, which reconstructs precisely the kinematics
to suppress Kt — 7nt7% and KT — v backgrounds by at least three orders of
magnitude, while keeping the background from hadronic interactions low;

e a system of calorimeters and a Ring Imaging Cherenkov counter (RICH) to suppress
decays with positrons and muons by seven to eight orders of magnitude;

e a set of electromagnetic calorimeters, to detect photons and reduce the number of
K+ — 770 decays by eight orders of magnitude; and

e an experimental design which guarantees the geometric acceptance for negatively
charged particles in at least two detectors.

The decay-in-flight configuration has two main advantages:



* momentum lower than 35GeV/c to

e the selection of K+ — 7w decays with a 7
facilitate the background rejection by ensuring at least 40 GeV of missing energy, and

to exploit the capability of the RICH for 7t /u™ separation; and

e the achievement of sufficient 7% suppression by using photon detection coverage up
to 50 mrad with respect to the Kt direction, and by efficiently detecting photons of
energy above 1 GeV.

The experimental layout and the data-taking conditions are reviewed in section 3. The
reconstruction algorithms are described in section 4. After the K+ — 7t selection (sec-
tion 5), the analysis proceeds through the evaluation of the single event sensitivity, defined
as the branching ratio equivalent to the observation of one SM signal event (section 6).
The number of signal decays is normalized to the number of KT — 770 decays, whose
branching ratio is accurately known [7]. This allows the precise determination of the single
event sensitivity without relying on the absolute measurement of the total number of K+
decays. The final step of the analysis is the evaluation of the expected background in
the signal regions (section 7). To avoid biasing the selection of K™ — wTvi events, the
analysis follows a “blind” procedure, with signal regions kept masked until completion of
all the analysis steps. Finally, the result is presented in section 8.

3 Experimental setup and data taking

The NA62 beam line and detector are sketched in figure 2. A detailed description of them
can be found in [21]. The beam line defines the Z-axis of the experiment’s right-handed
laboratory coordinate system. The origin is the kaon production target, and beam particles
travel in the positive Z-direction. The Y-axis is vertical (positive up), and the X-axis is
horizontal (positive left).

The kaon production target is a 40 cm long beryllium rod. A 400 GeV proton beam
extracted from the CERN Super Proton Synchrotron (SPS) impinges on the target in spills
of three seconds effective duration. Typical intensities during data taking range from 1.7
to 1.9 x 10'2 protons per pulse (ppp). The resulting secondary hadron beam of positively
charged particles consists of 70% 7", 23% protons, and 6% K, with a nominal momentum
of 75GeV/c (1% rms momentum bite).

Beam particles are characterized by a differential Cherenkov counter (KTAG) and a
three-station silicon pixel matrix (Gigatracker, GTK, with pixel size of 300 x 300 pm?).
The KTAG uses Ny gas at 1.75 bar pressure (contained in a 5 m long vessel) and is read
out by photomultiplier tubes grouped in eight sectors. It tags incoming kaons with 70 ps
time-resolution. The GTK stations are located before, between, and after two pairs of
dipole magnets (a beam achromat), forming a spectrometer that measures beam parti-
cle momentum, direction, and time with resolutions of 0.15GeV /¢, 16 prad, and 100 ps,
respectively.

The last GTK station (GTK3) is immediately preceded by a 1 m thick, variable aper-
ture steel collimator (final collimator). Its inner aperture is typically set at 66 mm X



33 mm, and its outer dimensions are about 15 cm. It serves as a partial shield against
hadrons produced by upstream K™ decays.

GTK3 marks the beginning of a 117 m long vacuum tank. The first 80 m of the tank
define a volume in which 13% of the kaons decay. The beam has a rectangular transverse
profile of 52 x 24 mm? and a divergence of 0.11 mrad (rms) in each plane at the decay
volume entrance.

The time, momentum, and direction of charged daughters of kaon decays-in-flight
are measured by a magnetic spectrometer (STRAW), a ring-imaging Cherenkov counter
(RICH), and two scintillator hodoscopes (CHOD and NA48-CHOD). The STRAW, consist-
ing of two pairs of straw chambers on either side of a dipole magnet, measures momentum-
vectors with a resolution, o, /p, between 0.3% and 0.4%. The RICH, filled with neon at
atmospheric pressure, tags the decay particles with a timing precision of better than 100 ps
and provides particle identification. The CHOD, a matrix of tiles read out by SiPMs, and
the NA48-CHOD, comprising two orthogonal planes of scintillating slabs reused from the
NA48 experiment, are used for triggering and timing, providing a time measurement with
200 ps resolution.

Other sub-detectors suppress decays into photons or into multiple charged particles
(electrons, pions or muons) or provide complementary particle identification. Six stations
of plastic scintillator bars (CHANTI) detect, with 1 ns time resolution, extra activity,
including inelastic interactions in GTK3. Twelve stations of ring-shaped electromagnetic
calorimeters (LAV1 to LAV12), made of lead-glass blocks, surround the vacuum tank and
downstream sub-detectors to achieve hermetic acceptance for photons emitted by K de-
cays in the decay volume at polar angles between 10 and 50 mrad. A 27 radiation-length
thick, quasi-homogeneous liquid krypton electromagnetic calorimeter (LKr) detects pho-
tons from K decays emitted at angles between 1 and 10 mrad. The LKr also comple-
ments the RICH for particle identification. Its energy resolution in NA62 conditions is
op/E = 1.4% for energy deposits of 25 GeV. Its spatial and time resolutions are 1 mm and
between 0.5 and 1 ns, respectively, depending on the amount and type of energy released.
Two hadronic iron/scintillator-strip sampling calorimeters (MUV1,2) and an array of scin-
tillator tiles located behind 80 cm of iron (MUV3) supplement the pion/muon identification
system. MUV3 has a time resolution of 400 ps. A lead/scintillator shashlik calorimeter
(IRC) located in front of the LKr, covering an annular region between 65 and 135 mm
from the Z-axis, and a similar detector (SAC) placed on the Z-axis at the downstream
end of the apparatus, ensure the detection of photons down to zero degrees in the forward
direction. Additional counters (MUV0, HASC) installed at optimized locations provide
nearly hermetic coverage for charged particles produced in multi-track kaon decays.

All detectors are read out with TDCs, except for LKr and MUV1, 2, which are read out
with 14-bit FADCs. The IRC and SAC are read out with both. All TDCs are mounted on
custom-made (TEL62) boards, except for GTK and STRAW, which each have specialized
TDC boards. TEL62 boards both read out data and provide trigger information. A
dedicated processor interprets calorimeter signals for triggering. A dedicated board (LOTP)
combines logical signals (primitives) from the RICH, CHOD, NA48-CHOD, LKr, LAV, and
MUV3 into a low-level trigger (L0O) whose decision is dispatched to sub-detectors for data
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Figure 2. Schematic top view of the NA62 beam line and detector. Dipole magnets are displayed as
boxes with superimposed crosses. The label “COL” denotes the collimator named “final collimator”
in the text. The label “CHOD” refers both to the CHOD and NA48-CHOD detectors. Also shown
is the trajectory of a beam particle in vacuum which crosses all the detector apertures, thus avoiding
interactions with material. A dipole magnet between MUV3 and SAC deflects the beam particles
out of the SAC acceptance.

readout [22]. A software trigger (L1) exploits reconstruction algorithms similar to those
used offline with data from KTAG, LAV, and STRAW to further cull the data before
storing it on disk [21].

The data come from 3 x 105 SPS spills accumulated during a four-month data-taking
period in 2017, recorded at an average beam intensity of 450 MHz. The instantaneous beam
intensity is measured event-by-event using the number of signals recorded out-of-time in the
GTK detector. The average beam intensity per spill was stable within £10% throughout
the data-taking period, while the instantaneous beam intensity showed fluctuations up to
a factor of two around the average value.

The data have been collected using a trigger specifically setup for the K™ — 7 v mea-
surement, called PNN trigger, concurrently with a minimum-bias trigger. The PNN trigger
is defined as follows. The L0 trigger requires a signal in the RICH to tag a charged particle.
The time of this signal, called trigger time, is used as a reference to define a coincidence
within 6.3 ns of: a signal in one to four CHOD tiles; no signals in opposite CHOD quad-
rants to suppress K™ — 777 7~ decays; no signals in MUV3 to reject K+ — ptv de-
cays; less than 30 GeV energy deposited in LKr and no more than one cluster to reject
Kt — 779 decays. The L1 trigger requires: a kaon identified in KTAG; signals within
10 ns of the trigger time in at most two blocks of each LAV station; at least one STRAW
track corresponding to a particle with momentum below 50 GeV /¢ and forming a vertex
with the nominal beam axis upstream of the first STRAW chamber. Events collected by
the PNN trigger are referred to as PNN events or data. The minimum-bias trigger is based
on NA48-CHOD information downscaled by a factor of 400. The trigger time is the time of
the NA48-CHOD signal. Data collected by the minimum-bias trigger are used at analysis
level to determine the KT flux, to measure efficiencies, and to estimate backgrounds. These
data are called minimum-bias events or data.



Acceptances and backgrounds are evaluated using Monte Carlo (MC) simulation based
on the GEANT4 toolkit [23] to describe detector geometry and response. The KT decays are
generated in the kaon rest frame using the appropriate matrix elements and form factors.
The simulation also includes a description of the collimators and dipole and quadrupole
magnets in the beam line, necessary to accurately simulate the beam shape. Certain aspects
of the simulation are tuned using input from data, namely signal formation and readout
detector inefficiencies. Accidental activity is added to the KTAG Cherenkov counter and
to the GTK beam tracker assuming 450 MHz beam intensity, and using a library of pileup
beam particles built from data. No accidental activity is simulated in the detectors down-
stream of the last station of the beam tracker. Simulated data are subjected to the same
reconstruction and calibration procedures as real data.

4 Data reconstruction and calibration

The channels of the Cherenkov beam counter KTAG are time-aligned with the trigger
time, and signals are grouped within 2ns wide windows to define KTAG candidates. A
KT KTAG candidate must have signals in at least five of eight sectors.

The arrival time of the pulses measured in each of the GTK pixels is aligned to the
trigger time and corrected for pulse-amplitude slewing. Signals from the three GTK sta-
tions grouped within 10 ns of the trigger time form a beam track. A track must have pulses
in all three stations, therefore it is made of at least three hit pixels. Nevertheless, a particle
can leave a signal in more than one adjacent pixel in the same station if hitting the edge
of a pixel or because of d-rays. In this case, pulses in neighbouring pixels form a cluster
that is used to reconstruct the track. Fully reconstructed K™ — 77777~ decays in the
STRAW spectrometer are used to align the GTK stations transversely to a precision of
better than 100 pym and to tune the GTK momentum scale.

The STRAW reconstruction relies on the trigger time as a reference to determine the
drift time. A track is defined by space-points in the chambers describing a path compatible
with magnetic bending. A Kalman-filter fit provides the track parameters. The x? fit value
and the number of space-points characterize the track quality. Straight tracks collected with
the magnet off serve to align the straw tubes to 30 um accuracy. The average value of the
K™ mass reconstructed for K+ — 777 7~ decays provides fine tuning of the momentum
scale to a part per thousand precision.

Two algorithms reconstruct RICH ring candidates, both grouping signals from photo-
multipliers (PM) in time around the trigger time. The first one, called track-seeded ring,
makes use of a STRAW track as a seed to build a RICH ring and compute a likelihood
for several mass hypotheses (et, ™, 77 and K*). The second one, called single ring, fits
the signals to a ring assuming that they are produced by a single particle, with the fit
x? characterizing the quality of this hypothesis. Positrons are used to calibrate the RICH
response and align the twenty RICH mirrors to a precision of 30 urad [24].

The CHOD candidates are defined by the response of two silicon-photomultipliers
(SiPM) reading out the same tile. Signals in crossing horizontal and vertical slabs com-
patible with the passage of a charged particle form NA48-CHOD candidates. Each slab



is time-aligned to the trigger time. Time offsets depending on the intersection position
account for the effect of light propagation along a slab.

Groups of LKr cells with deposited energy within 100 mm of a seed form LKr can-
didates (clusters). A seed is defined by a cell in which an energy of at least 250 MeV is
released. Cluster energies, positions, and times are reconstructed taking into account en-
ergy calibration, non-linearity, energy sharing for nearby clusters and noisy cells. The final
calibration is performed using positrons from K+ — 7%%v decays. An additional recon-
struction algorithm is applied to maximise the reconstruction efficiency. This is achieved
by defining candidates as sets of cells with at least 40 MeV energy, closer than 100 mm and
in time within 40 ns of each other.

The reconstruction of MUV1(2) candidates relies on the track impact point. Signals in
fewer than 8 (6) nearby scintillator strips around the track are grouped to form a candidate.
The energy of a candidate is defined as the sum of the energies in the strips, calibrated
using weighting factors extracted from dedicated simulations and tested on samples of
7T and pv.

Candidates in MUV3 are defined by time coincidences of the response of the two PMs
reading the same tile. The time of a candidate is defined by the later of the two PM
signals, to avoid the effect of the time spread due to the early Cherenkov light produced
by particles traversing the PM window.

CHANTT candidates are defined by signals clustered in time and belonging either to
adjacent parallel bars or to intersecting orthogonal bars.

Two threshold settings discriminate the CHANTI, LAV, IRC and SAC TDC sig-
nals [21]. Thus up to four time measurements are associated with each signal, corresponding
to the leading and trailing edge times of the high and low thresholds. The relation be-
tween the amplitude of the IRC and SAC pulses provided by the FADC readout, and the
energy release is calibrated for each channel after baseline subtraction using a sample of
Kt — 770 decays.

Signal times measured by GTK, KTAG, CHOD, RICH and LKr are further aligned to
the trigger time for each spill, resulting in a better than 10 ps stability through the whole
data sample.

5 Selection of signal and normalization decays

The selection of both K+ — ntvi signal and K+ — 77 7% normalization decays requires
the identification of the downstream charged particle as a 7™ and the parent beam particle
as a K. Further specific criteria are applied to separate signal and normalization events.

5.1 Downstream charged particle

A downstream charged particle is defined as a track reconstructed in the STRAW spec-
trometer (downstream track) and matching signals in the two hodoscopes CHOD and
NA48-CHOD, in the electromagnetic calorimeter LKr, and in the RICH counter.

The downstream track must include space-points reconstructed in all four chambers
of the STRAW spectrometer, satisfy suitable quality criteria, and be consistent with a



positively charged particle. The extrapolation of this track to any downstream detector
defines the expected position of the charged particle’s impact point on that detector. These
positions must lie within the geometric acceptance of the corresponding downstream de-
tectors and outside the acceptance of the large and small angle calorimeters LAV and IRC.
The impact points of the charged particles are used to match the downstream tracks with
signals in the hodoscopes and the electromagnetic calorimeter.

Two discriminant variables are built using the difference of time and spatial coordinates
between each hodoscope candidate and the track. The NA48-CHOD candidate with the
lowest discriminant value and the CHOD candidate closest in space to the particle impact
point are matched to the track. The latter candidate must be within 5 ns of the assigned
NA48-CHOD candidate. Cuts on maximum allowed values of the discriminant variables
are also implemented to avoid fake or accidental signals in the hodoscopes.

A LKTr cluster is matched to a charged particle if its distance from the particle impact
point is smaller than 100 mm. The energy released by the track in the calorimeter is defined
as the energy of the associated cluster. The time of the associated cluster is the time of the
most energetic cell of the cluster. A 2ns time coincidence is required between the cluster
and the NA48-CHOD candidate associated with the track.

The association between the track and a single ring of the RICH counter exploits the
relationship between the slope of the track and the position of the ring center. A track-
seeded ring is also considered for particle identification purposes (section 5.5). Both types
of RICH rings must be in time within £3ns of the NA48-CHOD candidate associated
to the track. The time of the downstream charged particle is defined as the time of the
associated RICH single ring.

Track-matching with a CHOD, NA48-CHOD, RICH and LKr candidate is mandatory.

5.2 Parent beam particle

The parent KT of a selected downstream charged particle is defined by: the Kt candidate
in KTAG closest in time and within +2ns of the downstream particle; a beam track in
GTK associated in time with the KTAG candidate and in space with the downstream track
in the STRAW.

The association between GTK, KTAG and STRAW candidates relies on a likelihood
discriminant built from two variables: the time difference between the KTAG candidate
and the beam track (AT(KTAG-GTK)); and the closest distance of approach of the beam
track to the downstream charged particle (CDA) computed taking into account bending of
the particle trajectory in the stray magnetic field in the vacuum tank. The templates of
the AT(KTAG-GTK) and CDA distributions of the parent Kt are derived from a sample
of KT — 771~ selected on data. In this case, the clean three-pion final state signature
tags the KT track in the GTK and one of the positively charged pions is chosen to be the
downstream charged particle. The resulting distributions are shown in figure 3, together
with the corresponding distributions for events including a random GTK track instead of
the KT track. In contrast with the parent K+, the shape of the CDA distribution in the
presence of random beam tracks depends on the size and divergence of the beam, and
the emission angle of the 7. The beam track with the largest discriminant value is, by
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Figure 3. Distributions of AT(KTAG-GTK) (left) and CDA (right) for events with beam K
(shaded histogram) and accidental beam particle (empty histogram), as obtained from fully re-
constructed K+ — ntr 7~ decays in the data. The red curves superimposed on the histograms
describe the functions used to model the time and CDA distributions of the beam K.

construction, the parent K*; its momentum and direction must be consistent with the
nominal beam properties.

Because of the high particle rate in the beam tracker, several beam particles may
overlap with the Kt within 41 ns; they are referred to as pileup (or accidental) particles and
the corresponding GTK track is called a pileup (or accidental) track. A wrong association
occurs when a pileup track leads to a likelihood discriminant value larger than that of the
actual KT track. An accidental association occurs when the K track is not reconstructed
in the beam tracker and a pileup track is associated to the downstream charged particle.
A sharp cut on the minimum allowed value of the likelihood discriminant reduces the
probabilities of wrong and accidental association. Events are also rejected if more than 5
pileup tracks are reconstructed or if the likelihood discriminant values of different beam
tracks matching the same downstream charged particle are similar. Finally, a cut is applied
on a discriminant computed using the time difference between the beam track and the
downstream charged particle, instead of AT(KTAG-GTK).

The K+ — ntnt 7~ decays allow the performance of the beam-track matching to be
monitored. The probabilities of wrong and accidental association depend on the instanta-
neous beam intensity and are about 1.3% and 3.5% on average, respectively. The latter
includes also the probability that a pileup track time is within +1ns of the KTAG time.
Both probabilities depend on the type of process under study.

5.3 Kaon decay

A downstream charged particle and its parent K define the kaon decay. The mid-point
between the beam and downstream track at the closest distance of approach defines the
position of the KT decay, called decay vertex.

Several downstream charged particles may be reconstructed in the same event as a
result of overlapping accidental charged particles in the downstream detectors. In partic-
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Figure 4. Left: distribution of the longitudinal position of the reconstructed decay vertex. The FV

2

is defined between 105 and 165 m (vertical red lines). Right: reconstructed m as a function of

miss
the decay particle momentum for minimum-bias events selected without applying 7+ identification
and photon rejection, assuming the K™ and 7T mass for the parent and decay particle, respectively.
Signal regions 1 and 2 (hatched areas), as well as 37, 717, and T v background regions (solid thick
contours) are shown. The control regions are located between the signal and background regions.

ular, this occurs in the STRAW spectrometer which makes use of a large 200 ns readout
window. If two downstream charged particles are reconstructed and both match a parent
K™, the one closer to the trigger time is accepted. The same trigger time requirement is
applied independently to each detector signal matched with beam and downstream tracks.
Further conditions are applied to suppress KT decay like KT — 777 7~: no more than
two tracks reconstructed in the STRAW are allowed in total; if there are two tracks, both
must be positively charged and should not form a vertex with a Z-position between GTK3
and the first STRAW station.

Figure 4 (left) displays the distribution of the longitudinal position (Zyerter) of the re-
constructed decay vertex of a K+ decay. The events with Z,c;se. < 100 m mostly originate
from KT decays upstream of the final collimator. The peaking structure starting at about
100 m is due to nuclear interactions of beam particles grazing the edges of the final colli-
mator or passing through the last station of the beam tracker located at 103 m. Charged
particles created by decays upstream of the final collimator or by nuclear interactions can
reach the detectors downstream and create fake KT decays. To mitigate this effect, the
decay vertex is required to lie within a fiducial volume (FV) defined as 105m to 165 m from
the target. The coordinates of this vertex must also be consistent with the beam envelope.
Wrong or accidental associations or mis-reconstruction of the Z,¢,te, can shift the origin
of these events within the FV, imitating a KT decay.

Cuts on the direction of the decay particles as a function of Zc e, are applied to reduce
the number of events reconstructed within the FV, but which actually originated upstream
(section 7.2). These cuts are also useful against K™ — 7777~ decays with only one 7
reconstructed. The CHANTTI detector further protects the FV against nuclear interactions
by vetoing events with CHANTT signals within 3 ns of the decay particle candidate. Extra
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pulses in at least two GTK stations in time with the K* candidate may indicate that the
K™ has decayed before entering the decay region. In this case the event is rejected if at
least one pileup track is reconstructed in the beam tracker in addition to the KT candidate.
Finally, events are also discarded if the decay particle track points back to the active area
of GTKS.

5.4 Kinematic regions

2

Figure 4 (right) shows the m2 ;. distribution as a function of the decay particle momentum

for KT decays selected as above from minimum-bias data. Here, the m2 . . quantity is com-
puted using the three-momenta measured by the beam tracker and the STRAW spectrom-
eter, assuming K and 7 masses. Events from Kt — 77" and KT — puTv decays ac-
2 2 2

miss mWO and Mimiss

are mostly K+ — 77t 7= (7+t7%70) decays. The shape of the region at low momentum

cumulate at m s

< 0, respectively. Events above m2,,., = 4m72r+ (4m72ro)
arises from the Z,erer cuts.
The m2,,, resolution varies with m2 . and is about 1073 GeV?/c* at the K+ — 770

peak. This sets the definition of the boundaries of signal region 1 and 2:

e Region 1: 0 < m?2, < 0.01GeV?/c*;

miss

e Region 2: 0.026 < m2,;., < 0.068 GeV?/c*.

miss

Additional momentum-dependent constraints supplement this definition by selecting

m2 .. values computed using either the decay particle momentum measured by the RICH

under the 77 mass hypothesis instead of the STRAW momentum, or the nominal beam
momentum and direction instead of those measured by the GTK tracker. These require-
ments are intended to reduce the probability of wrong reconstruction of the m2 ., quantity
due to a mis-measurement of the momenta of the decay particle or KT candidate.

The momentum of the decay particle in the range 15 — 35 GeV/c complements the
definition of the signal regions. The ©1 Cherenkov threshold of the RICH sets the lower
boundary at 15 GeV/c. The K+ — u*v kinematics and the requirement of a large missing
energy drive the choice of the 35 GeV/c upper boundary. The two signal regions are kept
masked (blind) until the completion of the analysis.

In addition to the signal regions, three exclusive background regions are defined:

2

miss

2 . 2 .
n—kin n—kin
KT — pu'v decays under the 71 mass hypothesis and o its resolution;

is the m2. . of the

o The pv region: —0.05 < m <m + 30, where m s

o The nt70 region: 0.015 < m2,.. < 0.021 GeVZ/c?;

miss

o The 37 region: 0.072 < m2,. < 0.150 GeVZ/c?.

miss

Once photons, muons and positrons are rejected (sections 5.5 and 5.6), simulations
show that solely Kt — ptv, K — 7t7% and K+ — 7ntnT7~ decays populate these
regions, respectively.

2

Regions of the m; ;. distribution between signal and background regions, referred to

as control regions, are masked until backgrounds are estimated and then used to validate
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the estimates. Two regions around the 7+70 peak, for the 7+7% background, and one
region each for the K™ — p*v and KT — 7777~ backgrounds, are identified. Both
background and control regions are restricted to the 15 — 35 GeV/c 7T momentum range
for consistency with the definition of the signal regions.

5.5 Pion identification

The PNN trigger (section 3) discards kaons decaying to muons by vetoing events with a
signal in the MUV3 detector. A similar requirement applied offline reinforces the trigger
condition, recovering possible online veto inefficiencies and makes the 7 identification in
minimum-bias and PNN data identical. Muons may fail to be detected by MUV3 because
of inefficiency or catastrophic interaction in the calorimeter, or if they decay upstream.

Pions can be distinguished from muons and positrons using information from the LKr
calorimeter and, should any be present, from the MUV1 and MUV2 hadronic calorimeters.
A multivariate classifier resulting from a Boosted Decision Tree algorithm, BDT, combines
13 variables characterizing the calorimetric energy depositions. A first group of variables
consists of the ratios between the calorimetric energy deposited and the particle momentum
measured in the STRAW. The energy in the LKr is used alone, and in combination with the
hadronic energies. A second group of variables describes the longitudinal and transverse
development of the calorimetric showers. The energy sharing between LKr, MUV1 and
MUV?2 provides information about the longitudinal shape of the energy deposition, and
the shape of the clusters characterizes the transverse size of the shower. Finally, the BDT
makes use of the distance between the particle impact point and the reconstructed cluster
position. The BDT training is performed using samples of u*, 77 and et selected from
minimum-bias data recorded in 2016 and not used in the present analysis. The BDT
returns the probability for a particle to be a 7, a u*, or a positron. Pion identification
requires the 7+ probability to be larger than a minimum value that depends on the particle
momentum and is optimised with data.

Samples of KT — 7t7Y and K+ — ptv decays selected from minimum-bias data
are used to monitor the performance of the 7+ identification efficiency and resulting p*
misidentification probability, shown in figure 5 (left).

Finally, the RICH separates 7, u™ and e™ independently of the calorimeter responses.
The reconstructed mass and the likelihood of the particle must be consistent with the 7+
hypothesis. Figure 5 (right) shows the performance of the 7% /u™ separation using the
RICH as a function of the particle momentum, evaluated using data.

The 7T identification is required for both signal K+ — 7 tvv and normalization K+ —
770 selections.

5.6 Signal selection

Additional requirements are applied to PNN data to reject events with in-time photons or
non-accidental additional charged particles in the final state that are compatible with a
physics process producing the downstream 7.

Photon rejection discriminates against partially reconstructed KT — 7770 decays. An

extra in-time photon in the LKr calorimeter is defined as a cluster located at least 100 mm
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Figure 5. Performance of the 7 identification using calorimeters (left) and RICH (right) measured
on data. Performance is quantified in terms of 7 and u™ efficiency, defined as the fraction of
pions and muons passing the pion identification criteria, respectively. These criteria include the
corresponding RICH and calorimeter reconstruction efficiency. On each plot, the 7+ efficiency scale
is shown on the left (black) vertical axis, the u* efficiency (misidentification) scale is shown on the
right (blue) vertical axis.

away from the 7% impact point and within a cluster energy-dependent time coincidence
with the 7% time that ranges from 45ns below 1GeV to £50ns above 15GeV. Pileup
clusters can overlap in space with the photon to be rejected, spoiling the time of such a
photon by as much as several tens of ns. The choice of a broad timing window at high
energy keeps the detection inefficiency below 107°.

An extra in-time photon in the LAV detector is defined as any signal in a LAV station
within &3 ns of the 7 time. Appropriate combinations of the TDC leading and trailing
edges of the high and low threshold channels define a LAV signal [21]. A similar method
identifies photons in the small angle calorimeters IRC and SAC, using a time-window of
+7ns around the 77 time. In addition to the signals from the TDC readout, photon
rejection in IRC and SAC exploits the FADC readout; here, a photon signal is defined as
an energy deposit larger than 1 GeV in a £7ns time window.

Multiplicity rejection discriminates against tracks produced by photons interacting in
the material before reaching the calorimeters, and against tracks from K+ — w7rntr™
decays partially reconstructed in the STRAW. The first category of charged particles is ex-
pected to leave signals in the detectors downstream of the STRAW. The rejection criteria
exploit the time and spatial coincidence of isolated signals reconstructed in at least two of
the CHOD, NA48-CHOD and LKr detectors. In-time signals in the peripheral detectors
MUVO0 and HASC are also included. The second category of charged particles is charac-
terized by the presence of track segments, defined as pairs of signals in the first-second or
third-fourth STRAW stations and consistent with a particle coming from the FV.

The reduction of reconstructed K+ — 7770 decays quantifies the performance of the
photon and multiplicity rejection. The number of PNN events in the 777 region remaining
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Figure 7. Distribution of the m2,;

Data and MC simulation are superimposed. The bottom insert shows the data/MC ratio. The
error bars correspond to the statistical uncertainty of the ratio, the yellow band is the systematic
uncertainty due to the imperfect simulation of the detector response.

of events selected from minimum-bias data for normalization.

after rejection is compared to the number of minimum-bias events in the same region before
rejection. The ratio of these two numbers, corrected for the minimum-bias downscaling
factor (section 6) and trigger efficiency (section 6.3), is the rejection inefficiency of the "
produced in Kt — 7770 decays. This inefficiency depends on the 7+ momentum and
is about 1.3 x 10~® on average, as shown in figure 6. The measured 7° rejection can be
explained in terms of single-photon detection inefficiencies in the LKr, LAV, IRC and SAC
calorimeters which are measured from a sample of minimum-bias K+ — 77" data using a
tag-and-probe method. The estimated 7° efficiency stems from the measured single-photon
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detection efficiencies convoluted with simulated K+ — 779 decays and is in agreement
with the measured 7¥ efficiency within the statistical uncertainty. The rise at low 7+
momentum is a consequence of lower detection efficiency for photons travelling close to the
beam axis and interacting with the beam pipe.

In addition to the photon and multiplicity rejection, the K™ — 7T v selection enforces
specific requirements against particles entering the FV from upstream. The 7' track
is extrapolated back to the Z-position of the final collimator and the X,Y transverse
coordinates are required to be outside of a box with |X| < 100 mm and |Y| < 500 mm.
This cut removes a region with weaker shielding against particles coming from upstream and
corresponds to the central aperture of the last dipole magnet of the beam line (section 7.2).

This condition is referred to as the box cut in the following sections.

Finally, signal selection requires the m?2 .. value to be within the signal regions defined
in section 5.4. The set of criteria described in this section is called PNN selection in

the following.

5.7 Normalization selection

The K+t — 7770 decays used for normalization are selected from minimum-bias data, as
defined in sections 5.3 and 5.5, and their m2,., value must be in the 0.01-0.026 GeV?/c*
range. Figure 7 shows the m?2, 2 s
with the simulated distribution. The shape of the KT — 77" peak depends on the
resolution of the STRAW spectrometer, on multiple scattering in the tracker material,
on the rate of pileup tracks, and on the calibration of the beam and STRAW trackers.

The uncertainty in the simulation of these effects affects the data/MC agreement in the

spectrum of these events before the m cut, together

peak region only, and is taken into account in the evaluation of the SES (section 6). The
overall background under the peak is at the one part per thousand level and stems from
Kt — 7770 decays with 7% — ete .

6 Single Event Sensitivity determination

Denoting Ny+ the number of kaon decays occurring in the FV, the single-event sensitivity
(SES) of the present data sample to K™ — 7T v can be written as

1 BR(Kt = 7#t79%) €rn - 0B
SES = ___ BR( M) amCirig (6.1)
Ng+ « €npp €irig D - N Exvv * Elrig

Here N, is the number of KT — 770 events reconstructed in the FV from minimum-bias
data (section 5.7), also called normalization events; D is the reduction, or down-scaling,
factor applied online to reduce the minimum-bias contribution to the total trigger rate;

€xvy and e, are the efficiencies to identify a K+ — ntvv and a Kt — 7770 decay in the

¢PNN MB
trig trig?

trigger efficiencies that account for the data loss after the event selection due to the PNN

FV, also called signal and normalization efficiencies, respectively; and € are the
and minimum-bias triggers. The efficiencies and N, depend on the 77 momentum, p,
and on the instantaneous beam intensity, /. The SES is consequently computed in bins of
pr and I: the momentum range 15-35 GeV/c is subdivided into four bins of 5 GeV /¢ width
and the instantaneous beam intensity into five bins of approximately the same statistics of

Kt — 770 normalization events.
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6.1 Number of Kt — 7t 70? decays

The number of events satisfying the conditions described in section 5.7 is Ny = 68 x 10°.

The 7° mainly decays to ¥+, but in about 1% of cases it decays to vete™, called a
Dalitz decay (7%). The relative impact of 7% decays on the SES is estimated to be less
than 0.3% and is assigned as systematic uncertainty. In the following sections K+ — 779
refers only to 7° — v~ decays.

6.2 Signal and normalization efficiencies

The efficiencies €,,,, and e;, quantify the effects of reconstruction and selection (section 5)
on the counting of signal and normalization channels. Event losses can be grouped into
6 classes:

1. geometric and kinematic acceptances;

2. reconstruction of the K™ and of the downstream charged particle;
3. matching the K+ with the downstream charged particle;

4. 7" identification by the RICH and calorimeters;

5. decay region definition; and

6. selection criteria unique to the K+ — 7 v mode.

The impact of these effects on €;,, and €, depends on the kinematics of the decay, de-
tector resolutions and efficiencies, and the accidental presence of unassociated particles in
an event.

The kinematics of the decays are studied with simulations, while detector performance
is studied with data and either reproduced by simulation or factored out from €, and €;.

Accidental particles have a twofold effect. They affect detector response and therefore
the reconstruction of Kt decays and kinematic resolution. They also randomly satisfy con-
ditions in the GTK, CHANTI, STRAW, MUV3, calorimeters, CHOD, and NA48-CHOD
that lead to an event being rejected, referred to here as a random veto. The first effect is
modelled with simulation. The second effect, which is independent of decay mode topol-
ogy, is measured directly with data as a function of the instantaneous beam intensity and
factored out of €;,, and €, .

As a consequence, signal and normalization efficiencies may take the form:

MC = _Rand MC _Rand
Ervv = € ° Eﬂslul o Err = Enp - ew;n o, (62)

The Monte Carlo efficiency, eg/égay, quantifies the effects of the factors listed above, except

6Random
decay

randomly lost because of the accidental presence of at least one veto condition.

for random losses, and the random efficiency, , quantifies the fraction of events
The SES depends only on the ratio of the €, and €., efficiencies. As both signal
and normalization channels contain a 7% in the final state, the ratio effectively cancels
significant components of the two efficiencies, decreasing the dependence of the SES on
their magnitude and reducing significantly their contribution to the SES uncertainty.
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Figure 8. Left: K+ — ntn% MC efficiency in independent bins of 7+ momentum. Right: K+ —
7Tvv MC efficiency in independent bins of 7™ momentum. The efficiencies in regions 1 and 2
are shown separately and summed (full symbols). The width of the coloured bands represents the
uncertainties in the measured values.

6.2.1 Monte Carlo efficiencies
MC

6decay7
ing signal or normalization selection to the corresponding number of generated events in

the FV.

Figure 8 shows the values of eM¢ and €M in bins of 7% momentum. The sums over

all bins are 0.087 £ 0.009 and 0.030 + 0.003, respectively. The uncertainties are systematic,
due mainly to the accuracy of 7 identification and K /m track matching in the simulation.

Table 1 shows estimates of the contributions to eMC and MC

in section 6.2. The values in the table are approximated, due to correlations among the

The Monte Carlo efficiency, is the ratio of the number of simulated events pass-

of the components listed

components. A 10% relative uncertainty is assigned to each component and conservatively
considered as 100% correlated. The difference between eMC and ¢MC is attributable to
differences in acceptance, particle reconstruction, and cuts specific to the signal channel.
The accuracy with which these factors are simulated is the primary source of uncertainty
in the SES. The next paragraphs focus on the contributions from each component of the

Monte Carlo efficiencies listed in table 1.

Acceptance. Events fail to be selected because of detector geometry as well as restric-
2
miss

for signal and normalization selection efficiencies and are therefore a potential source of

tions on the 7™ momentum and m ranges. The effects of these three factors are different

SES uncertainty.
rzniss

tified by recalculating the SES with KT — 770 decays in a smaller m?2,., region,
(0.015,0.021) GeV?/c*, where data and MC marginally agree (section 5.7). The corre-

sponding variation of the SES is approximately 1% and assigned as systematic uncertainty
2

miss*

The impact of the limited accuracy of the simulated m distribution has been quan-

due to the simulation of the m
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Source Kt = atad | Kt — ntuw
Acceptance 0.27 0.16
Particle reconstruction 0.64 0.70
K™ matching 0.84 0.84
7T identification 0.72 0.72
Decay region selection 0.83 0.81
KT — 7T selection - 0.55
Total 0.087 £ 0.009 | 0.030 £ 0.003

Table 1. Monte Carlo efficiencies for normalization and signal decay modes. The uncertainties in
the total efficiencies are systematic and reflect the accuracy of the simulation.

Detector illumination and the momentum spectrum contribute to a lesser extent to the
difference between signal and normalization acceptances. The accuracy of the simulation
with respect to these is ascertained by measuring the branching ratio of K+ — utv
normalized to KT — 7770, A systematic uncertainty is assigned after comparing the
result of this measurement to the accepted value (section 6.2.2).

Particle reconstruction. The particle reconstruction efficiency is the product of the
KTAG and GTK efficiencies for reconstructing the parent K*, and the STRAW, RICH,
CHOD, NA48-CHOD and LKr efficiencies for reconstructing the daughter 7. The
RICH, CHOD, NA48-CHOD and LKr efficiencies include detector signal association with
a STRAW track.

The effect of local inefficiencies due to detector readout or to accidental activity cancels
at first order in the ratio of efficiencies, as signal and normalization decays are recorded
simultaneously. Nonetheless, these effects are measured with data and added to the simula-
tion. Table 2 details the impact of the various subdetectors on the reconstruction efficiency.
The numbers are averages over 7 momentum between 15 and 35 GeV /¢ and instantaneous
beam intensity.

KTAG and GTK efficiencies refer to K detection and are equal for signal and normal-
ization. Both efficiencies are measured with data, using K+ — 7777~ decays. KTAG
inefficiencies come mainly from the readout. GTK inefficiencies arise from geometric ac-
ceptance and identified readout malfunctioning (5%) and from the detector (3%) [25].
The GTK reconstruction efficiency is due to the conditions applied to identify a track of
good quality.

The efficiency to reconstruct a 7+ track with the STRAW is measured with K+ —
7t 70 decays in the data. In the 15 — 35 GeV/c momentum range, the efficiency depends
only on the instantaneous beam intensity, which is directly related to accidental activity
in the detectors.

The RICH efficiency for reconstructing a 7% with momentum between 15 and 35 GeV /c
is measured with data using K+ — 77" decays. It is directly related to the statistics
of Cherenkov photons and depends only on the 7+ momentum. Simulation reproduces
this efficiency with a relative accuracy of about 3%. The simulation indicates that this
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Source Efficiency

KTAG 0.97 £0.01

GTK detector 0.92 £0.02

GTK reconstruction | 0.94 + 0.02

STRAW 0.95 £ 0.01

RICH 0.95 4+ 0.03 (0.87 4 0.03)
CHOD > 0.99

NA48-CHOD > 0.99

LKr 0.95 £ 0.03

+

Table 2. Average detector efficiencies over 7+ momentum and instantaneous beam intensity. The

uncertainties are estimated by comparing data and simulation, and with systematic studies, such
as checks of time stability. The values for the RICH efficiency refer to pion identification efficiencies
from Kt — ntvi and K+ — 7770, respectively. All other detector efficiencies are equal for signal
and normalization.

efficiency is about 7% higher for K+ — mtvi decays than for K+ — 77 7% decays. This
difference is attributable to extra hits created when photons from 7% decay in K+ — 770
events convert in RICH material and spoil the charged pion ring shape. Therefore, the
RICH reconstruction efficiency does not cancel in the ratio of equation (6.1). A sample of
KT — pTv decays in the data is used to test the accuracy of RICH particle reconstruction
in the simulation. The resulting ratio of data to MC agrees with that of K+ — 7+7° to
within 1.5%. This value is assigned as a relative systematic uncertainty in the SES due
to the simulation of the RICH reconstruction efficiency.

Measurements with data show that the CHOD and NA48-CHOD detectors are highly
efficient. An overall 0.99 efficiency is assigned to account for small losses in the association
of detector signals with STRAW tracks that define downstream charged particles.

The LKr calorimeter detects signals from minimum ionizing particles with an efficiency
greater than 99%, as measured with data. In the case of 7 inelastic hadronic interactions,
an additional inefficiency may arise in associating LKr clusters with STRAW tracks.

K7 matching. The efficiency for matching a K+ with a downstream charged particle is
0.84 and depends on the GTK efficiency and on time and CDA resolutions. The simulation
reproduces the matching performance measured with data to within 5% relative accuracy,
once accidental pileup in the GTK and GTK efficiency are simulated. This measurement of
the accuracy is taken as a systematic uncertainty in the magnitudes of both eMC and eMC,
However, the effect of K matching is equal for signal and normalization, and therefore no
corresponding uncertainty is assigned to the SES. As a cross check, the SES is found to

be nearly insensitive to the simulated level of GTK inefficiency.

7w+ identification. Not every 71 is identified due to the intrinsic efficiencies of the RICH
and calorimeters and to 7+ decays in flight.

The RICH efficiency for identifying undecayed m*s from K+ — 7+7° events is mea-
sured with data and found to be about 0.95. Simulation reproduces this number with 3%
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accuracy and indicates that 7+s from K™ — 7T decays are identified with a compara-
ble efficiency.
Simulation reproduces the measured efficiency for the RICH to reconstruct and identify

a w1 with an accuracy of about 6%. This value is assigned as a relative uncertainty to
MC MC

vy T

€ and € However, no additional uncertainty is assigned to the SES beyond that
from the RICH reconstruction efficiency, because the RICH identification algorithm treats
signal and normalization modes the same.

The average efficiency of 7" identification with the calorimeters is about 0.80, as

measured with data. Simulation reproduces this result with 2% accuracy. This degree of
MC

MC . .
o and €7, Simulation also shows

accuracy is propagated as a relative uncertainty to e
that the efficiencies to identify charged pions with the calorimeters are the same for signal
and normalization modes. Therefore, the accuracy of calorimeter simulations does not
affect the SES measurement.

The 7" identification efficiencies reported in table 1 include an additional factor of

0.95 to account for the probability of 71 decay.

Decay region. In addition to the definition of the 105-165 m FV, the decay region is
shaped by the cuts on the 7+ direction as a function of Z,.q¢cr as discussed in section 5.3.
These selection criteria reject a slightly different number of signal and normalization events.
The simulation accounts for the corresponding effect in the SES together with the kine-
matic and geometric acceptances, as the various contributions are correlated.

Signal KT — wtvi selection. Photon and multiplicity rejection and the box cut
are applied only to signal events. These selection criteria, therefore, directly impact the
measurement of the SES.

In the absence of random activity, the box cut alone rejects about 40% of signal events.
The GTK, CHANTI, STRAW, and MUV3 veto conditions do not affect eMC or eMC. On
the other hand, because charged pions may interact in RICH material, vetoing photons
and extra charged particles can inadvertently reject K+ — nTvi events. The accuracy
with which the simulation models this effect is studied by selecting from data K+ — 770
events in which both photons from the 7° decay are detected in LAV stations. The loss of

events because of 71 interactions is measured on these data and compared with simulation,
MC

~u is corrected for half of this difference.

leading to about 6% discrepancy. The efficiency e
An uncertainty of 100% is assigned to this correction factor, resulting in about 3% relative

uncertainty in the SES.

6.2.2 K1 — ptv branching ratio measurement

The measurement of the branching ratio of the K™ — v decay provides a test of the
accuracy of the MC simulation of the kinematic and geometric acceptances.

The measurement follows a procedure similar to that adopted for the SES. The decay
K+ — 7770 is used for normalization and the branching ratio can be expressed as:

N Aﬂ"ﬂ'
BR(K+ — utv) = BR(K' — ntn0) —£2 i—z : (6.3)
T K
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Here N, and N, are the number of selected K™ — ptv and K+ — 779 events, €2 and
é-n are the efficiencies for selecting them.

Event selection for both modes differs slightly from the procedures described in sec-
tions 5.1 and 5.2. Both modes require a RICH ring associated with the STRAW track,
but 7+ identification for the K+ — 7770 decay relies on the electromagnetic and hadronic
calorimeters only. MUV 3 provides positive identification of the p from K+ — p*v decay.

The kinematic range 0.01 < m2 .. < 0.026 GeV?/c* defines K+ — 770 events. The
requirement that |m?2,. (1) < 0.01GeV?/c* defines KT — ptv decays. Here, m2 . (1)
is the squared missing mass computed assuming the particle associated with the STRAW
track to be a muon. The background in both selected modes is of the order of 1073, Esti-
mations of €, and €,2 rely on Monte Carlo simulations, as for the SE'S. Their magnitudes
are about 0.09 and 0.10.

The procedure described in section 6.2 is adopted to quantify the efficiency bias intro-
duced by the simulation of the RICH reconstruction. The corresponding correction factor
applied to BR(KT — u™v) is +0.005 4 0.005.

The 7" identification efficiency affects only the KT — 7t

section 6.2, this efficiency can be measured with data, and the simulation reproduces the

0 mode. As stated in

value within 2% accuracy. Half this discrepancy is applied as a correction to é,,. Assuming
that the uncertainty in this correction is 100%, this amounts to correcting BR(K* — p*v)
by —0.008 £ 0.008.

The K™ — v branching ratio is measured to be

BR(K" — p™v) =0.62 £0.01, (6.4)

in agreement within 2.5% with the PDG value [7]. The 0.01 uncertainty is systematic,
mainly attributable to the corrections described above. The statistical uncertainty is neg-
ligible. The result is stable within uncertainties when signal and normalization selection
cuts are varied. It is also stable throughout the 2017 data taking, as shown in figure 9.

This result relies on simulation to account for the different acceptances of the K+ —
ptvand K+ — 77 7% decay modes, as in the case of the SES measurement. The compar-
ison between the measured and PDG branching ratios is used to set the level of accuracy
in the simulations, leading to a relative uncertainty of 2.5% being propagated to SES.

6.2.3 Random veto efficiency

In both K+ — 7ntvi and K+ — 779 event selections, the GTK, CHANTI, STRAW, and
MUV3 are also used to veto backgrounds. Data are used to estimate the fraction of kaon
decays rejected due to accidental activity in these detectors. Measurements on samples of
Kt — 777 and Kt — ptv show that the fraction of events accepted by each of these
detectors is about 0.9, 0.97, 0.9, and 0.95. These veto requirements are uncorrelated and,
in total, reject about 25% of signal and normalization decays. Because the average beam
intensity of selected normalization and signal-like events is comparable, the effects of the
GTK, CHANTI, STRAW and MUV3 vetoes cancel in the ratio of equation (6.1).

The criteria, collectively termed photon and multiplicity rejection (section 5.6), em-
ployed to veto K+ decays with photons or more than one charged particle in the final state
also reject signal events if accidental particles overlap the 7T in time.
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Figure 9. Measured branching ratio of the K™ — p*v decay mode in different time periods of the
2017 data taking. The overall quoted uncertainty is mostly systematic.
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Figure 10. Random veto efficiency egy in bins of instantaneous beam intensity after photon and
multiplicity rejection, after photon rejection, after LKr veto only, after LAV veto only, and after
IRC and SAC veto only. The error bars on the photon and multiplicity rejection points indicates
the total uncertainty. Lines are drawn as guides for the eye.

The fraction of signal events passing photon and multiplicity rejection is denoted egy
and called the random veto efficiency. A sample of K+ — p'v decays selected from
minimum-bias data is used to estimate egry. The selection closely follows that of K+ —
ntvv | including GTK-, CHANTI-, and STRAW-based veto criteria, except that: |(Pgx —
P,)?| < 0.006 GeV?/c? replaces the missing-mass squared regions; the calorimeters and
the MUV3 are used for u™ identification; and no box cut or the photon and multiplicity
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Source Uncertainty in egy

pT interaction correction | +0.011
wt identification +0.008
Momentum dependence +0.003
Statistical uncertainty < 0.001
Total +0.014

Table 3. Contributions to the uncertainty of the random veto efficiency measurement. The total
uncertainty is the sum in quadrature of the contributions.

rejection criteria are applied. Simulation shows that the background to K+ — ptv is less
than a part per thousand.

The random veto efficiency is computed as the ratio between the number of K+ — utv
events remaining before and after photon and multiplicity rejection. Figure 10 displays egy
as a function of the instantaneous beam intensity. This result is corrected for the probability
of event loss induced by p™ interactions, such as d-ray production in the RICH material,
as estimated by simulation. This correction increases ery by about 1%. An uncertainty
of 100% is assigned to this correction, leading to a 1% systematic uncertainty in egy. The
stability of egy is tested against cuts on (Pg — Pu)2 and p identification. The maximum
observed relative variation is 2.4% due to the cut on the calorimetric BDT probability.
Half this variation is used to correct the measured egy and half is assigned as a systematic
uncertainty. A residual dependence on the p™ momentum is observed and added to the
total systematic uncertainty. The final average random veto efficiency is 0.638 + 0.014.
Table 3 summarizes the different contributions to the uncertainty.

Because the random veto affects only the signal, the uncertainty in egry contributes
linearly to the uncertainty in the SES.

6.3 Trigger efficiency

Normalization events are selected from minimum-bias data, and signal events are selected
from PNN data. Problems in the hardware and trigger definitions in conflict with of-

fline cuts may cause the trigger to reject good normalization and signal events. Because

MB PNN

trig and 6trig

mimimum-bias and PNN triggers differ, their efficiencies, denoted e in equa-
tion (6.1), do not cancel in the ratio, which therefore must be precisely evaluated. The
LO and L1 trigger algorithms which identify signal candidates employ different sets of

detectors, so their efficiencies can be studied separately.

6.3.1 PNN LO trigger efficiency

The LO efficiency stems from conditions in the RICH, CHOD, and MUV3, termed
LONoCalo, and veto conditions in the LKr, called LOCalo. A sample of K+ — 7tx?
events selected from minimum-bias data using PNN-like criteria allows the measurement
of the LONoCalo efficiency. The contributions from the RICH and CHOD are also esti-
mated with K+ — p*v decays. The measured LONoCalo efficiency is about 0.980 at the
mean intensity of 450 MHz and varies almost linearly as a function of the instantaneous
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beam intensity, decreasing by about 1% at twice the mean intensity. The main source of
inefficiency comes from the MUV3 veto criteria, because the veto timing window is larger
online than offline due to online time resolution. The uncertainty in the measured value
is at the level of 0.5%, is mostly systematic and reflects the deviation of the efficiency

from linearity.

The LOCalo efficiency is measured with a sample of K+ — 7779 decays in which
the two photons are detected in LAV stations. Events of this type result in a 7+ with
momentum greater than 45 GeV /c in the LKr. The L0Calo efficiency, defined as the fraction
of events passing the LOCalo conditions, is measured as a function of the energy, Erk;, that
the 7 deposits in the LKr. The dependence on Ej, is converted into a dependence on
the 7% momentum, p,+, in the 15 — 35 GeV/c range, with a conversion factor extracted
from the Epk;/p,+ distribution of a sample of s selected from KT — 7777~ decays.
The LOCalo efficiency depends on the 7+ momentum, and decreases from 0.965 to 0.910
between the first and the last momentum bin. The requirement that there be no more
than 30 GeV detected in the LKr, convoluted with the energy resolution of the LKr, is the
main source of inefficiency. The uncertainty in the LOCalo trigger efficiency comes from
the statistics of the K™ — 7777~ sample used to map Erk, into p,+.

The overall LO trigger efficiency is the product of the LONoCalo and LO0Calo efficiencies
as a function of 7+ and intensity. The measured value decreases with both increasing =+

momentum and intensity, ranging from 0.95 to 0.9.

6.3.2 PNN L1 trigger efficiency

The effects of independent KTAG, LAV, and STRAW requirements in the L1 trigger ef-
ficiency are uncorrelated, such that the overall efficiency is the product of the individual
efficiencies. Samples of K+ — ptv selected from minimum-bias data and of K+ — 770
selected from data triggered by the PNN LO conditions and recorded irrespective of the L1
trigger decision were used to measure these efficiencies. The L1 trigger algorithms were
emulated offline, including the effects of resolution.

After applying PNN selection criteria, the KTAG L1 requirements do not introduce
additional loss of signal. On the other hand, the LAV requirements introduce intensity-
dependent losses of events which pass signal offline selection criteria, because the online
LAV time resolution requires a larger veto timing window than that used offline. The L1
LAV efficiency in the first part of the 2017 data-taking period ranges from 0.965 to 0.955,
depending on the intensity. This efficiency is about 1% higher and exhibits less intensity
dependence in the second part of 2017 data taking as a consequence of an optimization of
the L1 LAV algorithm. The spread of the efficiency among data-taking periods is used to
set a systematic uncertainty for this measurement, which amounts to about 0.4% (1.4%)
at low (high) intensity.

The efficiency of the L1 STRAW algorithm is greater than 0.99 and independent of
intensity. A 40.2% uncertainty is assigned to this value to account for an observed 7™

momentum dependence.
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Figure 11. Measured PNN trigger efficiency as a function of instantaneous beam intensity in four
bins of 7+ momentum. The shaded band corresponds to the total uncertainty.

6.3.3 Trigger efficiency and SES

The effect of the trigger efficiency on the SES is determined using equation (6.1) with the
following assumptions: the total PNN trigger efficiency is the product of the L0 and L1
efficiencies; the efficiency of the LOTP is the same for the PNN and the minimum bias trigger
and therefore cancels in equation (6.1); and the minimum-bias trigger is 100% efficient.
The following test is performed to check the accuracy of these assumptions. The

PNN selection, except 7T identification with the RICH, is applied to minimum-bias data,
NMB 2

leading to = 701+£26 events in the pv region of the mZ ;. distribution. The expected
number of PNN data in this region passing the same selection can be written, under the

above assumptions, as:
NPNN(expected) = D - NMB . PIN . PRN (6.5)

Here D is the minimum-bias reduction factor and /)N (ePTN) are the L0 (L1) PNN
trigger efficiencies for K™ — p*v decays in which the muon resembles a pion in the
calorimeters and does not hit MUV3. Considering that K™ — p*v decays are fully efficient
under the LOCalo condition (section 6.3.1), the measured values of €75~ and XN lead to

NPNN(expected) = (263 + 10) x 103. The number of PNN data observed in the v region
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Source Trigger efficiency uncertainty
LONoCalo 40.002 to £0.004
LoCalo 40.003 to +0.004

L1 LAV +0.004 to £0.014

L1 Straw +0.002

Global £0.035

Table 4. Contributions to the uncertainty of the trigger efficiency. When quoted, the range corre-
sponds to the efficiency dependence on the instantaneous beam intensity and the 77 momentum.

Contribution value

Nir 68 x 106

K+ — ntvi Monte Carlo efficiency, eMS 0.030 £ 0.003
KT — 7770 Monte Carlo efficiency, eM¢ , 0.087 £ 0.009
Random veto efficiency (photon and multiplicity rejection) | 0.638 4 0.014
Trigger efficiency 0.87 +0.03

Table 5. Contributions to SES, averaged over instantaneous beam intensity and 7+ momentum.

of the m2 ;. distribution after removing the RICH identification from the PNN selection is
NPNN(observed) = (255.6 £0.6) x 103, in agreement within 4 3.8% with NPNN(expected).
This value is assigned as systematic uncertainty to the measured PNN trigger efficiency
(noted Global in table 4).

The PNN trigger efficiency relevant to the measurement of SES is shown in figure 11 as
a function of instantaneous beam intensity and 7+ momentum. The overall average trigger
efficiency is 0.87 £ 0.03. Table 4 summarizes the various contribution to the uncertainty in

the trigger efficiency.

6.4 SES result

The single event sensitivity and the total number of expected Standard Model K+ —
7Tvi decays are:

SES = (0.389 4 0.024gys;) x 10719 (6.6)
NEP(SM) = 2.16 4 013y & 0.26x¢.

VY

The statistical uncertainty is negligible. Table 5 details the various contributions to the
SES, averaged over instantaneous beam intensity and 77 momentum. This list of contri-
butions is for reference only, as the measured value of the SES comes from equation (6.1)
in bins of instantaneous beam intensity and 77 momentum.

The above SES corresponds to about 1.5 x 102 effective K+ decays in the FV, defined
as (D Nyr)/(eMC o -BR(K T — ntn0)). This quantity is proportional to the actual number
of KT decays in the FV, although not strictly equal because e%cwo does not include the
elements which factor out and cancel in equation (6.1).
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Source Uncertainty in SES (x1019)

Monte Carlo efficiency ratio +0.017
7T interactions +0.012
RICH reconstruction +0.006
m2 ... Selection +0.004

miss

Acceptance simulation  £0.010

Trigger efficiency +0.015
L0 Efficiency +0.002
L1 Efficiency +0.003
Global +0.015
Random Veto efficiency +0.008
Normalization Background < 0.001
Total +0.024

Table 6. Sources contributing to the uncertainty in the SES measurement. “Normalization
background” refers to the impact of K+ — 777} decays on the normalization sample. The total
uncertainty is the sum in quadrature of the four contributions listed in the first column.
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Figure 12. Number of expected Standard Model K™ — 7+ events in bins of 77 momentum
(left) and average beam intensity (right). The average beam intensity per bin, obtained from the
KT — 7179 sample used for normalization, is plotted at the barycentre of the bin.

Table 6 lists the different sources of SES uncertainty, including contributions to the
uncertainty of the Monte Carlo and trigger efficiency ratios, as discussed in sections 6.2
and 6.3, respectively. The external error on N2 stems from the uncertainty in the the-

oretical prediction of BR(Kt — ntvp). Figure 12 shows N in bins of 77 momentum

and instantaneous beam intensity.
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7 Expected background

The background to K+ — 7w decays can be divided into two classes. The K+ decay
background is due to kaon decays in the FV other than K™ — 7 v, while the upstream
background is due to 7T particles produced either by beam particle interactions or by

kaon decays upstream of the FV. To mimic a signal, a background event should have a
2

K™ reconstructed upstream and matched to a 7™ downstream, and m? ;.. reconstructed in
the signal region. Furthermore, either the extra particles produced in association with the

7T should escape detection, or a lepton in the final state should be mis-identified as a 7.

7.1 KT decay background

The background from K+ decays in the FV is primarily due to the Kt — 7#t7%, K+ —
purv, K¥ — atatr~ and K+ — n7r~eTv decays.

The first three processes are constrained kinematically, and enter the signal regions via

2

mi e Mis-reconstruction due to large-angle Coulomb scattering, elastic hadronic interac-

tions in GTK and STRAW material, incorrect K /7 association, pattern recognition errors,
2

or position mis-measurement in the spectrometers. In addition to m;,;,, mis-reconstruction,
at least one of the following should occur: photons from a K+ — 777% decay are not
detected by electromagnetic calorimeters; the muon from a K+ — uTv decay is mis-
identified as 7+ by the RICH counter, hadronic calorimeters and MUV3; a 777~ pair from
a KT — 7777~ decay is undetected by the STRAW and the other downstream detectors.

The background from the three kinematically-constrained decays is evaluated with
data. Denoting by Ngecay the number of events in the corresponding background region
of m2 ., in the PNN data sample passing the PNN selection, and by fii, the probability
that m2 . is reconstructed in the signal region, the expected number of background events
from each decay is given by

Nngay = Ndecay : fkin' (71)

The value of Ngecay is obtained directly from the PNN data, while the probability fy, is
measured with minimum-bias data. This technique does not require knowledge of pho-
ton and charged particle rejection inefficiencies or of the 7+ mis-identification probability.
Nevertheless, the precision of the method relies on three assumptions whose reasonableness

is tested with both data and simulations:

1. fxin represents the probability that an event of a given decay mode enters the signal
region,;

2. fxin and Ngecay are uncorrelated; and
3. Ngecay accounts only for events of the corresponding decay mode.

Backgrounds from the K+ — 777~ eTv decay, as well as from the rare decay K+ —
7ty and the semileptonic decays K+ — 7% *v (¢ = e, 1), are evaluated with simulations.

In the following subsections the KT — 777% and the K+ — p*v backgrounds are
shown in bins of 7 momentum up to 40 GeV /¢, albeit only the 15-35 GeV /¢ momentum
range is used to evaluate the corresponding backgrounds in the signal regions.
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Figure 13. Distribution of the PNN events in the (7#* momentum, m2 ..) plane after the PNN

miss
selection in the 7770 (red box) and control m2 ,  regions (blue boxes). Both control regions are used

only for validation of the background estimation. The shaded grey area represents the distribution
of the simulated SM K™ — 7tvi events (arbitrarily normalized).

71.1 Kt — 770 decay

After the PNN selection, Nyr = 264 events from the PNN sample remain in the 7z

+ plane is shown in

momentum, m2..)

region. The distribution of these events in the (7
figure 13, after the unblinding of the K™ — 77 control regions. The 7+ momentum lies in
the 15—20 GeV /c range for 60% of these events, due to the degradation of the 7 detection
efficiency for photons emitted at small angles (section 5.6). The measurement of fi, is
based on a Kt — 7770 sample selected from minimum-bias data. The selection involves
the K™ — 7™ decay definition described in sections 5.1, 5.2 and 5.5. The conditions of
section 5.3 are applied as well, however the decay region is defined as 115 < Zyertex < 165 m.
Specific selection criteria are employed to tag the 7° by reconstructing two photons from
the 70 — 47 decay in the LKr calorimeter independently of the 7+ and K7 tracks. The
quantity Zyertex is evaluated from the coordinates of the two photon energy clusters in LKr
by assuming that they originate from a 7° decay on the nominal beam axis. The vertex is
required to be within the decay region, and its position is used to reconstruct the photon
and the 7 momenta. Consequently, the expected 7T trajectory is reconstructed and is
required to be in the geometric acceptance of the detectors. The reconstructed squared
missing mass (Px — PO)Q, where Py and P, are the four-momenta of the nominal K+ and
the reconstructed 7V, peaks at the squared 71 mass for K+ — 7770 decays. A cut on

this quantity is applied to select an almost background-free K+ — 7770 sample without
2

biasing the m ;. reconstruction.

Figure 14 (top left) displays the m?2 .. spectrum of the K+ — 77% minimum-bias
sample used for fi;, measurement: fy;, is evaluated for each of the signal regions 1 and 2

as the ratio of the numbers of events in the signal region and in the K+ — 7t 7% region.
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Figure 14. Top left: reconstructed m2 ., distribution of the K+ — 7 7? minimum-bias data

events selected by tagging the 7° (full symbols, see text for details) integrated over the 15—35 GeV /c
momentum range. Simulated samples of K+ — 7770 decays and backgrounds (normalized to the
data in the K+ — 7770 region) are superimposed. Signal regions 1 and 2 are shown. The K+ —
770 region, defined by the condition 0.015 < m2,. < 0.021 GeV?/c*, and the control regions,
comprised between the signal and K+ — 7770 regions, are not shown. Top right: same as top-
left, but the simulated K+ — 77 7% sample is selected without applying the 7° tagging; simulated
backgrounds are not shown. Bottom left : the probability fyin, defined in the text, measured using
the Kt — 77 7% minimum-bias sample in bins of 7+ momentum, separately for signal region 1 and
2 and combined, with the statistical uncertainties. Bottom right: expected and observed numbers of
background events in the K™ — 77 7(y) decay control regions in 7 momentum bins. The errors
are statistical for the observed numbers of events, and dominated by systematics for the expected
numbers of events.

The simulation reproduces the tails within the statistical uncertainties, and the background
is negligible. The measured values of fii, in bins of 7+ momentum are shown in figure 14
(bottom left). Incorrect K/ association due to the pileup in the GTK accounts for 50%
of the contribution to fy, in region 1, and 30% in region 2.
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Region Expected KT — 7t7% | Observed
Signal region 1 0.11+0.01 masked
Signal region 2 0.18 £0.04 masked
Control region 1 2.6+£0.3 2
Control region 2 5.2+0.6 5

Table 7. Expected numbers of K+ — 770 events in the signal regions, and expected and
observed numbers of events in the control regions. “Control region 1” corresponds to 0.010 <
m2 s < 0.015GeV? /e, “Control region 2”7 to 0.021 < m2,;.. < 0.026 GeV?/c*. Expected events in

miss miss
both signal and control regions 2 are corrected for the contribution from the radiative component
of the decay. The uncertainties are the sums in quadrature of the statistical and systematic ones.
Radiative decays are kinematically forbidden in both signal region 1 and control region 1.

The total expected background in the signal regions, evaluated by applying equa-
tion (7.1) in each 71 momentum bin, is N&P = 0.27 £ 0.026¢a; = 0.0145ys;. The statistical

uncertainty is mainly due to N,,. The systematic uncertainty accounts for a possible bias
2

2 . spectrum induced by the 7° tagging used to measure fii,. It is

2

miss

to the shape of the m
evaluated by comparing the simulated shape of the m spectrum in the minimum-bias
sample with that of K+ — 77 7% decays used for normalization (figure 14, top right). The
5% difference between the numbers of events in region 1 in the two samples is taken as a
systematic uncertainty.

0

Radiative decays in the simulated K™ — 777" sample are modeled according to [26].

Simulation studies show that decays with radiative photons energetic enough to shift the
2

reconstructed my ;. value to the signal regions are absent in the minimum-bias sample, due
to the 7° tagging suppression (figure 14 top right). However the presence of an additional
photon in the final state improves the photon veto, compensating for the weaker kinematic
suppression. The contribution of the radiative component to the K+ — 7770 decays is
computed by applying the measured single photon detection efficiency (section 5.6) to the
simulated KT — 7770 decays entering signal region 2 because of the presence of radiated
photons. It is concluded that the presence of an additional photon improves the rejection
of K+ — 7170 in region 2 by a factor of almost 30 with respect to the case of the photons
from the 7¥ decay only. This leads to an increase of the expected K+ — 7770 background
of 0.02 events. A systematic uncertainty of 100% is conservatively considered for this
value, mainly due to the accuracy of the simulation and the modelling of the single photon
detection efficiency.

The numbers of expected Kt — 7770 events in the signal regions are presented in
table 7. The overall background expected in the signal regions, including the effect of the
radiative decays, is

NP =0.29 £ 0.035¢a¢ £ 0.03gyst.- (7.2)

To validate this result, the numbers of expected and observed events are compared
in the two 777 control regions. The probability fyin for the control regions is measured
to be about 25 times higher than for the corresponding signal regions, and the expected
background scales accordingly. The contribution from radiative decays in control regions
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Momentum bins (GeV/c) | 15—20 | 20—25 | 25—30 | 30 — 35
Observed events 1 48 143 287

Table 8. Number of PNN-triggered events that pass the PNN selection and are reconstructed in
the pv region, observed in the data in bins of 7+ momentum.

is found negligible. Table 7 and in figure 14 (bottom right) present the numbers of ex-
pected and observed events in the control regions, found to be in good agreement. The

uncertainties in the expected background in the control regions are mostly systematic due
2

to the modelling of the mj ;, spectrum.

7.1.2 Kt — utv decay

After the PNN selection, NV, = 479 events from the PNN sample remain in the pv region.
The numbers of events in bins of reconstructed 77 momentum are presented in table 8, and
the distribution of these events in the (7* momentum, m2,.)
(top left). The momentum dependence is a consequence of the K™ — utv kinematics

plane is shown in figure 15

when the 77 mass is used to reconstruct m2,, and of the better performance of the RICH
in rejecting p* at low momentum. The background to N, is negligible.

Two methods are exploited to estimate the K+ — ptv background.

In the first one, the measurement of fi, is based on a K™ — uTv sample selected
from minimum-bias data, as described in sections 5.1 and 5.2. Additionally, the calorimet-
ric BDT probability must be consistent with the identification of a u™, while events are
discarded if the STRAW track is identified as 7™ or e in the calorimeters. The decay
region is defined as 115 < Zyetex < 165 m. The rejection of photons and extra charged

particles is the same as in the PNN selection (section 5.6). The box cut and the kinematic
2

requirements on m? miss

miss

of the K™ — pu™v minimum-bias sample used for fi;, measurement: fi;, is evaluated for

are not applied. Figure 15 (top right) displays the m spectrum
each of the signal regions 1 and 2 as the ratio of the numbers of events in the signal and pv

regions. The signal region definition does not include the cuts on m?

£ iss computed using the

momentum evaluated from the RICH information. Simulation reproduces the shape of the
2

M s SPectrum within the statistical uncertainties, and the background is negligible. The

measured fii, values in bins of reconstructed 7™ momentum are shown in figure 15 (bottom
2

left). At large momentum, fyi, increases because the m?2 . of K — p*v events computed
assuming the 71 mass approaches signal region 1. Simulations show that the contribution
to fkin due to incorrect K/ association is sub-dominant with respect to material effects.
The total expected background in the signal region, evaluated with this method by apply-
ing equation (7.1) in each 77 momentum bin, is NP = 0.14 £ 0.007gtat & 0.007gyst. The
statistical uncertainty is due to Ny,. The systematic uncertainty comes from the stability
of the result with the variation of the BDT probability cut, and accounts for a possible
bias on fiin due to the uT identification criteria applied in the selection of the KT — utv
minimum-bias sample. This result relies on the assumption that the 71 identification with
the RICH and the shape of the m?mss spectrum are uncorrelated. This assumption, in
principle, is violated because K™ — u™v events may enter the signal region due to track

— 33 —



% *Data Y OF —+— Data
"% L «; i [ ] MCK*>p*v
L > L .
C 001l 3 . Il MC Uncertainty
2 r " r
~E r % 10° 3
H g F Region1  Region 2
—0.02 - =
F g LU T
L > £
* 02 I o
~0.03 - Z10°F
|- w ;
- 10
-0.04 — E
r 10
005 = ... ‘ ‘ ‘ NP I SO RN RO B FYNO o
10 15 20 25 30 35 40 —0.02 0 0.02 0.04 0.06 0.08 0.1
7* momentum [GeV/c] m2,_ [GeVZ/c']
- 2 ) e
S r —+— Data Region 1+2 S 14 K '—u*v expected
18 F Data Region 1 (1 ¢ uncertainty) 8 Data
J16F ’ Y L nE
r > r
1.4 F I:I Data Region 2 (1 ¢ uncertainty) ;&: r
: C > 10—
L m L
1.2 L
Lk $ 8-
0.8} 6F
0.6 | C
r 4
0.4 F i -
0.2 E 2 J
07\\\\\\\\\  ——  —— T OTww'ww\\\\\\\\\\\\\\\\\\\\\
15 20 25 30 35 40 15 20 25 30 35 40
7t momentum [GeV/c] 7wt momentum [GeV/c]

Figure 15. Top left: distributions of the PNN-triggered events in the (77 momentum, m?

miss)
2

miss

plane after the PNN selection in the pv (red contour) and control m (blue contour) regions.
The control region is used only for validation of the background estimation. Top right: reconstructed
2 . distribution of the K — p*v minimum-bias data events (full symbols, see text for details)
integrated over the 15-35 GeV/c momentum range. The distribution of simulated K+ — v decays
is superimposed. Signal regions 1 and 2 are shown. Bottom left: the probability fi, measured
using the KT — uTv minimum-bias sample in bins of reconstructed 77 momentum, separately for
signal region 1 and 2 and combined (black symbols), and the corresponding statistical uncertainties.
Bottom right: expected and observed numbers of background events from K+ — ptv decays in

the pv control region in 7+ momentum bins. The errors are statistically dominated.

m

mis-reconstruction, which also affects particle identification with the RICH. In addition,
the background estimation procedure does not include the cut on m?2

fiiss computed using
the RICH to measure fyi,, which can bias the result.

To investigate the accuracy of these approximations, a second method is employed to
evaluate the K™ — v background. In this case the strategy is similar to that previously
discussed, but the 7" identification by the RICH is removed from the PNN selection used
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Region Expected KT — utv | Expected K+ — ptv, ut — etvi | Observed
Signal region 1 0.11 +£0.04 0.04 £ 0.02 masked
Signal region 2 < 0.005 < 0.005 masked
Control region 10,5+ 1.0 0.5+£0.2 12

Table 9. Expected numbers of KT — puv events in signal regions, and numbers of expected and
observed events in the control region. The uncertainties are the sums in quadrature of the statistical
and systematic ones.

to derive Ny, and added to the selection of the K — p*v minimum-bias sample used to

measure fiin. In addition, the determination of fi, includes the cuts on m?2... computed

miss
using the 77 momentum measured from the RICH in the 7% hypothesis. The p* rejection
by the RICH suppresses fyin by two orders of magnitude with respect to that of figure 15
(bottom left), keeping a similar dependence on the 7" momentum. This translates into
a statistical uncertainty of 20% on fiin. The expected background in the signal region
is evaluated to be N7ZP = 0.08 £ 0.025ta¢. This method is free from the bias of the first
method, as it relies only on the assumption that p* rejection with the RICH and the
calorimeters are uncorrelated. Simulations show that this assumption is valid as long as
the u™ does not decay upstream of the RICH.

The average of the estimates of NP from the two methods is used, and a systematic

uncertainty equal to half of the difference (4-0.03) is assigned to account for a possible bias
2

due to the correlation between particle identification and shape of the mg; spectrum.
This background estimate includes also the contribution from the radiative component of
the Kt — p*v decays, as radiative decays enter the K™ — p v minimum-bias sample
used to evaluate fyi,.

The background from muon decays in flight u+ — e*v is not included in the above
estimate (as fiin is measured requiring muon identification), and is determined separately
using simulation. The rejection of this background depends on the muon decay position
within the detector setup. Decays in the FV affect the kinematics, however, positrons
are efficiently rejected by particle identification. Decays within the STRAW spectrometer
impact both kinematics and particle identification in the RICH, while decays downstream
of the STRAW affect particle identification only. Simulations show that only u™ decays
between the third and fourth STRAW chambers are relevant, leading to a worsening of both
K™ — v kinematics and particle identification. The background is found to contribute
to region 1 only, and is computed to be 0.04 & 0.02. The uncertainty quoted includes
statistical and systematic contributions of similar magnitudes. The latter is evaluated by
checks performed on data to validate the simulation of the positron rejection.

The numbers of expected KT — ptv events in the signal regions are presented in

table 9. The overall background expected is
Nﬁ)lfp =0.15+ 0-02stat + 0.O4syst7 (73)

with the contributions to the statistical and systematic uncertainties detailed above.
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Figure 16. Left: distribution of the PNN-triggered events in the (7* momentum, m2 ) plane

after the PNN selection in the 37 (red box) and control m2,.. regions (blue box). No event is

miss
found in the control region. The shaded grey area represents the distribution of the simulated

SM K+ — ntvi events (arbitrarily normalized). Right: reconstructed m2;., distribution for the

unpaired 7+ from KT — 77777~ decays, obtained using the 27 tagging method, selected from
minimum-bias data and simulated samples. Signal regions 1 and 2 are shown.

To validate this result, the numbers of expected and observed events are compared in
the puv control region. The expected number of events is evaluated with a technique similar
to that described above. This comparison is presented in table 9 and figure 15 (bottom
right), showing good agreement between expected and observed numbers of events.

71.3 Kt — atntn~ decay

After the PNN selection, N3, = 161 events from the PNN sample remain in the 37 region.

The distribution of these events in the (7 momentum, m?2

2 iss) Plane is shown in figure 16

(left); the 7 momentum is constrained kinematically to the region below 25 GeV/c.

The measurement of fii, is based on a KT — 77777~ sample selected from minimum-
bias data. For this purpose, a 777~ pair is used to tag the K+ — 77w t7~ decay without
biasing the reconstruction of the unpaired 7. The 7" to be paired to the 7~ is chosen
randomly event by event. The presence of a two-track vertex in the FV is required, and the
quantity (P.+ + P.— — Pg+)?, where P+ are the reconstructed 4-momenta of the 7% and
Py is the nominal kaon 4-momentum, must be consistent with the squared 7+ mass. The
selection proceeds with respect to the unpaired 7 as described in sections 5.1 and 5.2.
Photon veto conditions are applied to the LAV, IRC and SAC only. The box cut, the

kinematic cuts on m?2

fiiss and the multiplicity rejection are not applied.

The reconstructed m2 ;.. spectra for the tagged unpaired 7+ for the minimum-bias data
and simulated samples are shown in figure 16 (right). It is found that fig, = (1.6729)x 107,
where the uncertainties are statistical. Data and simulations are consistent within the

uncertainties.
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The kinematics of the tagged 7 differs from that of the 7 remaining after the PNN
2

selection, potentially biasing the fxi, measurement. In particular, the m; ;.. spectrum of the
tagged sample does not match the one of the residual events in the 37 region. The impact
on the fy, measurement is evaluated with simulations, varying the selection criteria. The
full PNN selection cannot be applied to the simulated samples due to statistical limitations.
Modified PNN selections used for the tests include those without the tagging, and with
requirements of at least one and exactly one 7 reconstructed in the geometric acceptance.
The latter selection is the most PNN-like, and leads to a shape of the m2,., spectrum in
the 37 region matching that of the data events passing the full PNN selection. The values
of fiin obtained from simulations with the modified selections are in agreement within the
uncertainties quoted above.

A possible bias comes from the dependence of fy, on the Z-position of the decay
vertex, as the tagging affects the shape of the Zyertex spectrum. To quantify this effect, fiin
is evaluated in bins of Zyertex for data and simulated samples. The variation of fy;, across
Zyvertex bins in simulated samples is conservatively considered as a systematic uncertainty.
The final result is fyi, = (5+5) x 1075,

The background computed using equation (7.1) is
N3 = 0.008 = 0.008. (7.4)

To validate this result, the numbers of expected and observed events are compared in

the (unmasked) 37 control region. The expected number of events in the control region
2

is sensitive to the shape of the m ;. spectrum close to the kinematic threshold of the
Kt — ntrtn~ decay. Simulation studies lead to a conservative upper limit of 1.5 x 1073
on fiin in the control region, corresponding to less than 0.24 expected background events.

This is consistent with the observation of zero events in the control region.

71.4 Kt — ntn~etv decay
2

The KT — ntn~ et decay (denoted K4 below) is characterized by large m? . and there-
fore contributes to region 2 only. This background is suppressed by the O(10~°) branching

ratio [7], the kinematic definition of the signal region, and the multiplicity rejection. The
2

reconstructed m ;. value depends on the kinematics of the undetected charged particles,
which impacts the multiplicity rejection. Because of this correlation, the K.4 background
estimation relies on simulation.

The efficiency of the PNN selection evaluated with a sample of 2 x 10° simulated
K4 decays using the same normalization procedure as for the SE.S computation is €ges =
(44 24¢4¢) x 1072, This leads to an estimated background of Ngeq = (0.1240.05444¢) events.
To validate this estimate, four modified event selections leading to samples enriched with

K4 decays are used:
1. the PNN selection, with inverted multiplicity conditions in the STRAW;

2. the PNN selection applied to the 7= with RICH identification criteria not used, and
inverted multiplicity conditions in the STRAW;

3. similar to 2, with the standard STRAW multiplicity conditions used; and

4. similar to 3, with RICH identification criteria used.
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Figure 17. Left: reconstructed m2, . distribution of the events of sample 2 selected in signal
region 2 for data and K4 simulation. Right: expected number of K.4 decays and observed number
of data events in region 2 for each of the four samples used to validate the K.4 simulation. The

different samples are defined in the text.

The selection efficiency for K4 decays ranges from 1.1 x 10~7 (selection 4) to 3.7 x 1076

(selection 2). The corresponding data events entering region 2 are solely K.4. The re-
2

miss
K4 sample show agreement within the statistical uncertainties (figure 17 (left)). The ex-

constructed m distributions obtained within selection 2 for PNN data and simulated
pected and observed numbers of events in region 2 within each of the four selections are
summarized in figure 17 (right). In particular, 3 + lgat events are expected and 6 + 2g¢at
events are observed within selection 4 which has the lowest acceptance. This difference
is conservatively considered as a systematic uncertainty in N Y, despite the agreement
within the statistical uncertainties, leading to the expected background from K4 decays

Nices = 0.12 £ 0.05¢a¢ & 0064yt (7.5)

7.1.5 Other KT decays

Semileptonic decays: the branching ratios of the semileptonic decays K+ — nletv
and KT — 7%y are 5.1% and 3.4%, respectively [7]. The presence of the neutrino
in the final state prevents kinematic discrimination of these decays from the signal, and
the background is suppressed by exploiting the presence of a 7° and a lepton in the final
state. The background estimation relies on simulation, with a factorization approach used
to overcome unavoidable statistical limitations. Particle identification in the RICH and
calorimeters are treated as independent, and the corresponding efficiencies are factored out
with respect to the efficiency of the rest of the selection.

The measured muon misidentification probability as a pion in the RICH detector de-
pends on the particle momentum (section 5.5). On average such a probability is about
2 x 1073 for K+ — 7% v decays passing the PNN selection; this result is used to validate
the simulations. Positron misidentification probability as a pion in the RICH detector in
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the 15-35 GeV /c momentum range is evaluated with a simulated sample to be about 107°.
Calorimetric muon and positron misidentification probabilities as a pion in this momentum
range evaluated with simulations are about 10~> and 1073, respectively.

The simulation accounts for the joint effect of ¥ rejection, and the geometric and
kinematic acceptances. Simulations show that the former is about 107° (substantially
weaker than for K+ — 7770 decays due to the different photon kinematics), while the latter
is about 10%. The K+ — 770 decay is used for normalization. This leads to a systematic
uncertainty in excess of 10%, mostly because the particle identification efficiencies do not
cancel in the ratio with that of K+ — 7770, Including the measured random veto and
trigger efficiencies, the expected background is found to be less than 0.001 events for both
decay modes, and is therefore considered negligible.

K+ — wt~~: the branching ratio of this decay, occurring at the loop level, is 1.0 x
1079 [7]. The corresponding background is evaluated with simulations. The decay dynamics
favours values of the di-photon invariant mass above the di-pion threshold, corresponding

to m2,, values in the 37 region. This procedure leads to an overall efficiency of the

miss
PNN selection without photon rejection at the 1% level. The rejection of events in the
2

signal region benefits from the correlation between m; ... and the photon energy, leading
to a photon rejection of order 107. The K+ — 770 decay is used for normalization.
Including the measured random veto and trigger efficiencies, the background is estimated
to be Ny, = 0.005 & 0.005, where the conservative uncertainty accounts for the accuracy

of the photon rejection simulation.
7.2 Upstream background

7.2.1 Background sources

Upstream events are defined as interactions or decays of beam particles upstream of the
FV. An upstream event can mimic a K+ — 7 vi decay if:

e a 7" is produced and reaches the downstream detectors;

e 1o additional particles associated to the 7T are detected downstream; and

e a K candidate is reconstructed and matched to the 7.

Based on these conditions, upstream events can be classified as follows:

1. Accidental upstream events: events in which the 7 does not originate from the
reconstructed K candidate. In this case the KT candidate is a pileup GTK track
associated accidentally with the 7™ and tagged as a kaon by the KTAG.

The mechanisms giving rise to accidental upstream events are the following:

a) the 7T comes from a K decaying in the region upstream of GTK3; the KTAG

signal produced by the parent K is associated with a pileup beam 7+

or pro-
ton track, which is reconstructed as a kaon in the GTK; additional particles

produced in the decay are absorbed by material in the beam line;
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Figure 18. Reconstructed m2 ;. distributions of PNN data sample and simulated samples obtained
from the upstream event selection described in the text.

b) similar to a), but the matching GTK track belongs to another pileup K iden-
tified correctly by the KTAG;

c) similar to a), but the 7" originates from an inelastic interaction of a beam K+
upstream of GTKS3;

d) similar to b), but the 7T originates from an inelastic interaction of a beam 7+

or proton upstream of GTK3.

2. In-time upstream events: events in which the 7 is a primary or a secondary product
of an inelastic interaction of a beam K+ in GTK3. In this case, additional particles
produced in the interaction must escape detection, as no beam line elements can
absorb the particles.

Two processes may lead to in-time upstream events:

a) the interacting K+ produces a prompt 7 that reaches the downstream detec-

tors;

b) the interacting K+ produces a relatively long-lived particle (Kg, K1, K+ or A)
that decays to a 7T in the FV.

The evidence for the above classification comes from studies based on data and simu-
lated samples. The PNN selection is modified as follows to provide an almost pure sample
of upstream data events: the matching conditions for the K+ candidate and the 7 track
are not applied; no constraints are applied to the reconstructed Zyertex; the box cut is not
applied; and CDA > 4 mm is required. The last condition ensures that the K /7 matching
of the PNN selection is not satisfied, therefore the signal m2 . regions can be explored in

the PNN data sample without violating the blind analysis principle. The distribution of

40 —



p—

10°

E g
3500 10 3
) - 2 05
=10 o
q =
| ; i
0 10 = 0
<
1
g B Ik 0.5
-500 "~ . an 10
. | 1072 a1 Bt
-500 0 500 -1 05 0 0.5 1
X o [mm] AT(GTK - KTAG) [ns]

Figure 19. Left: extrapolation of 71 tracks in the upstream data sample described in the text
to the (X,Y) plane at the Z-position of the final collimator. The blue lines correspond to the
last dipole of the second achromat; the contour of the final collimator is shown with a red line.
Right: time difference between KTAG and RICH versus GTK and KTAG for the 7+s shown on
the left plot.

m? .. for the selected data and simulated events is shown in figure 18: simulated upstream
events explain the shape of the data. The sample is dominated by K+ — 777 t7~ and

K+ — 770 decays occurring downstream of the first GTK station (GTK1).

The X,Y coordinates of the pions selected in the data sample, obtained by extrapo-
lating their tracks to the (X,Y") plane of the final collimator, are shown in figure 19 (left).
In most cases, the pion passes through the beam hole in the final collimator. The shape
of the distribution outside of the hole is determined by the material in the beam line:
most of the pions outside the hole are contained in the aperture of the last dipole magnet
of the beam line. Pions from upstream in-time events, originating from GTKS3, have an
X, Y distribution at the final collimator which overlaps with the X, Y distribution of pions
from accidental upstream events. The box cut used in the PNN selection, |X| < 100 mm,
Y| < 500 mm (section 5.6) is defined to exclude the whole aperture of the magnet.

The time structure of the selected upstream events is shown in figure 19 (right). Ac-
cidental coincidence between KTAG and GTK signals is necessary to reconstruct a KT
candidate in events with a K decaying or interacting upstream of GTK3. On the other
hand, the 7" in these events produces a RICH signal in time with the KTAG signal of the
parent K. Therefore accidental upstream events of types a) and c¢) populate the horizon-
tal band in the timing plot. Accidental upstream events of types b) and d) require a pileup
K™ in the GTK. In this case one of the two KTAG candidates and the GTK track are in
time, while the 7" signal in the RICH accidentally coincides with the same KTAG candi-
date. As a consequence, accidental upstream events of types b) and d) form the vertical
band in the timing plot. In-time upstream events populate the central region of the plot.
The distribution of data events in the central region is consistent with that formed by the
overlap of the horizontal and vertical bands, and indicates that in-time upstream events
account for less than 10% of the sample, which is in agreement with simulations.
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Figure 20. Sketch of an accidental upstream event of type a) in the horizontal plane (not to scale).
The GTK stations GTK1, GTK2 and GTK3 are displayed together with the final collimator. The
reconstructed 71 fails the box cut because of the large-angle scattering at STRAW1.

The PNN selection criteria mostly effective against accidental upstream back-
ground are:

e the K/m association: a coincidence between the two independent particles can only
occur accidentally;

o the Zyeriex conditions defining the FV: a KT — 7T decay vertex can only be recon-
structed in the F'V accidentally;

e the box cut: the m1 satisfies this condition only if mis-reconstructed or suffering
large-angle scattering at STRAW1;

e the rejection of events with extra hits in at least two GTK stations: the beam particle
producing the 7+ disappears along the beam line in the GTK region; simulations
indicate that 7" produced upstream of GTK1 cannot reach the FV; mostly KT
travelling outside the GTK acceptance can pass this condition, as the probability to
lose a hit in a GTK station is negligible.

The first three criteria also suppress in-time upstream events along with the CHANTI veto
conditions.

An accidental upstream event of type a) contributing to the background is sketched
in figure 20. The parent kaon decays (K* — 7+7”) downstream of GTK2. The photons
from 7 — 4+ decay are absorbed by the final collimator, while the 7+ propagates in the
magnetic field through the collimator aperture. Finally, the 7T direction is modified by
large-angle scattering at STRAWI.
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Figure 21. Left: CDA distribution of upstream events selected as described in the text. The
distribution is compared with a model obtained from simulations. The CDA distribution of data
events coming from K7 decays in the FV is also shown. Right: probability for an upstream event
to satisfy the K/m matching conditions as a function of AT(GTK-KTAG) obtained using the CDA
model shown in the left plot.

7.2.2 Upstream background evaluation

The evaluation of the upstream background in the PNN sample does not rely on Monte
Carlo simulation, but follows a data-driven approach. A sample of PNN data enriched
with upstream events, called the “upstream sample” below, is selected using modified PNN
criteria: CDA > 4 mm is required instead of the K/m matching conditions. The number
of events from the PNN sample passing this selection is Ngata = 16. The background from
K™ decays in the FV in this sample is estimated to be 0.2 events by analysing background
regions of m?2, . with the methods described in sections 7.1.1 and 7.1.2.

The upstream background is evaluated considering the probability Ppistag that an up-
stream event satisfies the K/m matching criteria. This probability depends only on the
shape of the CDA distribution and the time difference AT(GTK-KTAG) for the events
in the horizontal band of figure 19 (right), and AT(KTAG-RICH) for the events in the
vertical band. The CDA distribution model is established from simulations of accidental
upstream events. This model is validated using a data sample selected similarly to the up-
stream sample with the following modifications: GTK and CHANTTI veto conditions are re-
moved, the condition CDA > 4 mm is removed, and a timing condition 0.6 ns < |T(KTAG—
GTK)| < 3 ns is used. Data and simulations agree within the statistical uncertainties, as
shown in figure 21 (left). The probability Ppistag evaluated with simulations in bins of AT
is shown in figure 21 (right). The number of upstream background events is estimated in
each of the two bands shown in figure 19 (right) as

12
Nupstream = fscale : Z Néataprlnistag ) (76)
i=1

where the sum runs over twelve 100 ps wide AT bins covering the (—0.6,0.6) ns range; N, .
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Figure 22. Number of expected and observed events in the seven different upstream background
validation samples.

is the number of events found in the upstream sample in bin ¢, Prfnistag is the corresponding
mis-tagging probability shown in figure 21 (right), and fscale = 1.06 accounts for upstream
events with CDA < 4 mm not included in the Ng,i, definition. The last factor is obtained
from a study of the T(GTK-KTAG) sidebands, as data and simulations show that the
CDA is independent of this quantity.

The procedure described above is validated using seven different data samples selected

modifying the PNN criteria as follows:

1. | Xcorl < 100 mm, |Yeo1| < 140 mm for the pion position in the final collimator plane,

replacing the box cut;
2. | Xcol| < 100 mm, |Yeo1| > 140 mm, replacing the box cut;
3. m2;, < —0.05 GeV?/c!, replacing the signal region mass definition;
4. as 1), without GTK and CHANTI veto conditions;
5. as 2), without GTK and CHANTI veto conditions;
6. as 3), without GTK and CHANTTI veto conditions;
7. GTK and CHANTI veto conditions inverted.

Simulations show that the contributions of the various types of upstream background differ

among the samples. The numbers of expected and observed background events in each

sample are presented in figure 22: they agree within one standard deviation in each sample.
The number of expected upstream background events is found to be

Nupstream = 0.89 £ 0.244¢a¢ = 0.205yst - (7.7)
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Process Events expected
KT — ntvu (SM) 2.16 £ 0.135yst £ 0.266x¢
Kt — nt7%() 0.29 £ 0.03stat £ 0.03syst
KT — utv(y) 0.15 £ 0.024¢at, £ 0.04yst
Kt —rata~ety 0.12 £ 0.05s¢at, £ 0.066yst
Kt = gtata™ 0.008 = 0.008yt
K+ — 7ty 0.005 £ 0.0054ys¢
Kt — 7%y (0 = p,e) < 0.001
Upstream background 0.89 £ 0.245¢at = 0.204ys¢
Total background 1.46 £ 0.256¢5¢ £ 0.21 5y

Table 10. Expected numbers of SM K+ — 7tvi decays and of background events in the signal
regions.

The statistical uncertainty stems from Ngain. A systematic uncertainty of 12% is due
to the modelling of the CDA distribution, and is derived from the comparison between
data and simulations. An additional systematic uncertainty of 20% is assigned as half
of the difference between the expected and observed number of events in sample 6 (with
statistics similar to the expected signal). This uncertainty accounts for the accuracy of the
assumption that all the categories of upstream events have the same CDA distribution.

7.3 Summary

The expected backgrounds in signal region are summarized in table 10.

As an additional check, the expected and observed numbers of events in the PNN
2

sample are compared in a control region defined by the same mj ;. range as the signal
regions 1 and 2 but in the 35-40 GeV/c 7+ momentum range. The expected number of
background events here is between 0.4 and 0.8 at 90% CL, almost equally shared between
K™ decays in the FV and upstream events. The corresponding expected number of SM
Kt — ntup events is 0.1340.02. One event is observed with a 77 momentum of 38 GeV /¢

and m2 . ~ 0.03GeV2/c?, in agreement with the expectation.

8 Results

After unmasking the signal regions, two candidate events are found, as shown in figure 23.

The second and third columns of table 11 summarize the characteristics of these events.

Figure 24 shows the m2,, distribution of the events with momentum between 15

and 35 GeV/c passing the PNN selection, compared with that expected from SM K+ —
2

n v decays and from the various sources of background. In this plot the m2 .. distribution
of the Kt — 770, K+ — ytvand Kt — 77nt 71~ decays come from the minimum-bias
samples, and normalized to the number of events in the corresponding background regions
(sections 7.1.1, 7.1.2 and 7.1.3). The distribution of the m? ., of the upstream background is
extracted from an upstream-event-enriched data sample and is normalized to the number of

upstream background events expected in the signal regions. The distributions of the other
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Figure 23. Reconstructed m;, ;.

satisfying the PNN selection, except the m2,  and 7 momentum criteria. The grey area corre-
sponds to the expected distribution of SM K™ — 7+tvi MC events (arbitrarily normalized). Red
contours define the signal regions. The events observed in the signal regions are shown together

with the events found in the background and control regions.
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Event 1 Event 2 Event 3
Year 2017 2017 2016
m2 i 0.038 GeV? /¢t 0.064 GeV? /¢t 0.031 GeV? /¢
7T momentum 26.5 GeV/c 22.4GeV/c 15.4GeV/c
Zyertex 140m 159m 146 m
AT(KTAG-GTK) —0.171ns 0.028ns 0.006 ns
AT(RICH-KTAG) —0.082ns 0.209ns 0.040ns
(X,Y) at final collimator | (228.4,104.1) mm | (189.4,—271.7) mm | (—372.6,29.8) mm

Table 11. Observed events in the signal regions after PNN selection. Events 1 and 2 come from
the analysis of the 2017 data presented here. Event 3 comes from the analysis of the 2016 data.

2017 2016
Single Event Sensitivity SES (0.389 4+ 0.024) x 10710 | (3.1540.24) x 10710
Expected SM K+ — 7t v decays 2.16 £0.13 + 0.26.4¢ 0.267 £ 0.20 = 0.32. ¢
Expected background B + dp 1.46 £ 0.30 0.15+0.093
Observed events 2 1

Table 12. Summary from the K™ — 77 v analyses of the data recorded in 2017 and 2016.

background sources are modelled using MC simulations and normalized to the expected
number of events in the signal regions.

The two candidate K+ — mT v events of this analysis complement the one found by
NAG62 in the same signal region from the analysis of the 2016 data [20]. The characteristics
of the 2016 candidate are displayed in the fourth column of table 11. Table 12 summa-
rizes the numerical results obtained in the K™ — 77w analysis of the 2017 and 2016
independent data samples.

The statistical interpretation of the result is obtained from an event counting approach
in the full range of the signal region. The level of the expected background does not
allow a claim of signal observation nor a claim of inconsistency with the presence of SM
K* — 7tvi decays. Therefore both an upper limit and a measurement of the branching
ratio of the K+ — 77 v decay are presented.

A fully frequentist hypothesis test, with a profile likelihood ratio as test statistic, is
used to combine the results of the 2017 and 2016 analyses. The parameter of interest is
the signal strength p defined as the branching ratio in units of the Standard Model one.
The nuisance parameters are the total expected number of background events in the signal
regions (B) and the single event sensitivity (SES), obtained separately from the 2016 and
2017 datasets. Following the method described in [27] and according to [28], the number of
background events is constrained to follow a Poisson distribution with mean value (B/dg)?
where dp is the uncertainty of B (table 12). The mean (B/dp)? accounts for an equivalent
number of events counted in control regions through the auxiliary measurements leading
to B as described in section 7. A log-normal distribution function is used to constrain the
SES around the measured value.
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Figure 25. CLg p-values as a function of the branching ratio of the K+ — 7 v decay expressed
in units of the Standard Model value. The red (blue) line corresponds to the 90% (95%) CL.

The likelihood functions of the results of the 2016 and 2017 analyses are multiplied to
form a single combined function, which is profiled with respect to the nuisance parameters.
The upper limit on the branching ratio of the K™ — 7T v decay is obtained using a CLg
method [29] for several values of the signal strength p (figure 25). The 90% CL expected
upper limit is BR(KT — 77vi) < 1.24 x 10710 and the observed one is:

BR(KT — ntwp) < 1.78 x 1071, (8.1)

This result translates to a Grossman-Nir limit [30] of the SM K — 7% branching ratio
equal to 7.8 x 10719,

The data also allow the setting of a 68% CL interval on the SM branching ratio of
the K™ — ntup decay. Using the prescriptions of [31] and [32], the measured KT —
7T vi branching ratio is:

BR(K' — 7wp) = (0.487572) x 1071°. (8.2)

9 Conclusions

An investigation of K+ — 7T v has been performed using the data collected by the NA62
experiment at CERN in 2017. The experiment has reached the best single event sensitivity
so far in this decay mode, corresponding to (0.389 4 0.0244,4) X 10710, This translates
into an expectation of (2.16 £ 0.13ys £ 0.26¢4¢) K* — v events in the signal regions,
assuming the Standard Model BR of (8.4 £1.0) x 1071, A further 1.5 background events
are expected in the same signal regions, mainly due to a single 7+ produced along the beam
line upstream of the K decay volume and accidentally matched to a beam kaon. Using
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a blind analysis procedure, two candidate events have been observed in the signal regions,
consistent with expectation. These two candidates, together with the single candidate
observed from the analysis of the 2016 data, lead to the most stringent upper limit on the
branching ratio BR(K+ — ntvr) < 1.78x 10710 at 90% CL and set the Grossman-Nir limit
on BR(K, — 7%v) to 7.8 x 10710, The corresponding 68% CL measurement of the K+ —
7tup branching ratio is (0.4870-72)x 10710, This result constrains some New Physics models
that can predict large enhancements previously allowed by the measurements published by
the E787 and E949 BNL experiments [8-11, 15, 16]. The NA62 experiment has collected
and is now analysing almost twice as much data in 2018 as that reported upon here,
and further optimization of the analysis strategy is expected significantly to reduce the

uncertainty in the measured BR of the K+ — ntvi decay.
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