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aDepartment of Astronomy and Astrophysics, University of Chicago, Chicago, IL 60637, USA
bKavli Institute for Cosmological Physics, University of Chicago, Chicago, IL 60637, USA

cFermi National Accelerator Laboratory, P. O. Box 500, Batavia, IL 60510, USA

Abstract

Searches for low-surface-brightness galaxies (LSBGs) in galaxy surveys are plagued by the presence of a
large number of artifacts (e.g., objects blended in the diffuse light from stars and galaxies, Galactic cirrus,
star-forming regions in the arms of spiral galaxies, etc.) that have to be rejected through time consuming
visual inspection. In future surveys, which are expected to collect hundreds of petabytes of data and detect
billions of objects, such an approach will not be feasible. We investigate the use of convolutional neural
networks (CNNs) for the problem of separating LSBGs from artifacts in survey images. We take advantage
of the fact that we have available a large number of labeled LSBGs and artifacts from the Dark Energy
Survey, that we use to train, validate, and test a CNN model. That model, which we call DeepShadows,
achieves a test accuracy of 92.0%, a significant improvement relative to feature-based machine learning
models. We also study the ability to use transfer learning to adapt this model to classify objects from the
deeper Hyper-Suprime-Cam survey, and we show that after the model is retrained on a very small sample
from the new survey, it can reach an accuracy of 87.6%. These results demonstrate that CNNs offer a very
promising path in the quest to study the low-surface-brightness universe.

Keywords: Low Surface Brightness Galaxies, Galaxy Surveys, Deep Learning, Convolutional Neural
Networks

1. Introduction

Our understanding of galaxy formation, evolu-
tion, and the relationship between galaxies and
the dark matter halos that they inhabit (e.g.,
the “galaxy–halo connection”; Wechsler and Tin-
ker, 2018) is constrained by our ability to detect
faint galaxies (e.g., Kaviraj, 2020). Low-surface-
brightness galaxies (LSBGs) are conventionally de-
fined as galaxies with a central surface brightness
fainter than the night sky (µ(g) ≳ 22 mag/arcsec2).
Thus, by definition, they are very difficult to de-
tect and characterize. While contributing only a
small fraction to the observed luminosity of the lo-
cal universe, theoretical (e.g., Martin et al., 2019)
and observational (e.g., Dalcanton et al., 1997) ar-
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guments suggest that LSBGs account for the ma-
jority of galaxies, which thus remains relatively un-
explored.

Most of the searches for LSBGs to date have tar-
geted small regions of the sky and have revealed
LSBG populations in massive galaxy clusters such
as Virgo (e.g., Sabatini et al., 2005; Mihos et al.,
2015, 2017), Coma (e.g., Adami et al., 2006; van
Dokkum et al., 2015) and Fornax (e.g., Hilker et al.,
1999; Muñoz et al., 2015; Venhola et al., 2017), as
well as faint satellites around the nearby galaxies
(e.g., McConnachie, 2012; Martin et al., 2013; Mer-
ritt et al., 2016; Danieli et al., 2017; Cohen et al.,
2018). To better understand and test galaxy forma-
tion models in the low-surface-brightness regime, it
is imperative to study LSBGs over a wide sky area
and across different environments (inside galaxy
clusters vs. field). Wide-field galaxy surveys have
already started to reveal a large number of LS-
BGs. For example, the Hyper Suprime-Cam Sub-
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aru Strategic Program (HSC SSP)1 discovered 781
radially extended (half-light radius r1/2 > 2.5′′) LS-
BGs with µ̄eff(g) > 24.3 mag/arcsec2 in an analysis
of the first ∼ 200 deg2 of its Wide layer (Greco
et al., 2018). More recently, an analysis of the first
three years of data from the Dark Energy Survey
(DES)2, covering ∼ 5, 000 deg2 on the southern
sky, brought to light a population of >20,000 LS-
BGs with similar size and surface brightness limits
(Tanoglidis et al., 2021).
Searches for LSBGs in survey data are plagued

by the presence of a large number of low-surface-
brightness artifacts in astronomical images. Note
that we define the artifact class to consist of any ob-
ject that passes the selection criteria outlined above
but is not an LSBG. This includes imaging artifacts
as well as:

• Faint, compact objects blended in the diffuse
light from nearby bright stars or giant elliptical
galaxies;

• Bright regions of Galactic cirrus;

• Knots and star-forming regions in the arms of
large spiral galaxies;

• Tidal ejecta connected to high-surface-
brightness host galaxies.

Such objects often dominate the sample of can-
didate LSBGs. For example, in DES there were
413,000 LSBG candidates, with only ∼5% of them
being genuine LSBGs. Even after a feature-based
machine learning (ML) classification step that re-
duced the sample by approximately an order of
magnitude, a large number of false-positives re-
mained (∼50% of objects classified as LSBGs).
These false-positives had to be manually rejected
through visual inspection. Similarly, the authors of
the HSC SSP study had to go through a visual in-
spection step, since their pipeline produced a sam-
ple that also had a ∼50% contamination rate from
artifacts (Greco et al., 2018).
Visual inspection is time consuming and difficult

to perform systematically. Upcoming galaxy sur-
veys, such as the Legacy Survey of Space and Time
(LSST)3 on the Vera C. Rubin Observatory4 and

1https://hsc.mtk.nao.ac.jp/ssp/
2https://www.darkenergysurvey.org/
3https://www.lsst.org/
4https://www.vro.org/

Euclid5 are expected to produce massive volumes
of data. LSST will observe ∼ 20,000 deg2 of sky,
produce 20TB of data per night, and observe ∼10
billion galaxies over its 10 years of observations.6

With such volumes of data, rejecting artifacts via
visual inspection will be impossible. Clearly, the
process has to be automated.

Machine learning, and in more recent years deep
learning, have started to revolutionize astronomy as
the sizes of astronomical datasets grow (for reviews
see e.g., Ball and Brunner, 2010; Baron, 2019).
Classification tasks are one of the classical exam-
ples where machine learning techniques can be ap-
plied. In cases dealing with high-dimensional fea-
ture spaces where large training sets are available,
deep learning usually outperforms other machine
learning algorithms and reaches human-level per-
formance (LeCun et al., 2015).

Convolutional neural networks (CNNs; LeCun
et al., 1998) constitute a specific class of deep learn-
ing algorithms, inspired by the visual cortex and op-
timized for computer vision tasks. For that reason
they are a promising tool for analyzing astronomical
images. Furthermore, working directly at the im-
age level (with the pixels as inputs) eliminates the
need for deriving and selecting parameters (sizes,
magnitudes, colors etc.) as features to be used for
the classification task, which can be subjective and
non-optimal.

CNNs were first introduced in astronomy by
Dieleman et al. (2015) to perform automatic mor-
phological classification of galaxies and have since
found a number of applications. For example,
other authors further explored their use in classify-
ing galaxy morphologies (e.g., Dai and Tong, 2018;
Domı́nguez Sánchez et al., 2018; Cheng et al., 2020),
separating stars from galaxies (e.g., Kim and Brun-
ner, 2017), identifying strong lenses (e.g., Lanusse
et al., 2018; Jacobs et al., 2019; Davies et al., 2019;
Bom et al., 2019), eliminating polarimetric artifacts
(Paranjpye et al., 2020), evaluating flare statistics
in young stars (Feinstein et al., 2020), classifying
galaxy mergers (Ćiprijanović et al., 2020b), recon-
structing lensing of the Cosmic Microwave Back-
ground (Caldeira et al., 2019), setting constraints
on the cosmological parameters from weak lensing
(e.g., Ribli et al., 2019), and many other applica-
tions.

5https://www.euclid-ec.org/
6https://www.lsst.org/scientists/keynumbers
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In this paper we present an application of CNNs
in classifying LSBGs in astronomical images and
we demonstrate that they can significantly help
in automating this process. We take advantage
of the fact that we have available a large sample
of LSBGs and an equally large number of labeled
artifacts from visual inspection (Tanoglidis et al.,
2021). These large labeled training sets are neces-
sary to successfully train CNNmodels. We compare
the performance of our CNN architecture to con-
ventional machine learning models (support vector
machines and random forests) trained on features
extracted from the same objects. We also study
how well the model trained on the DES images can
classify images from the HSC SSP, thus demon-
strating promise for using a similar technique in
upcoming surveys, such as LSST.
This paper is organized as follows: In Sec. 2 we

describe the datasets we use for the classification
problem. In Sec. 3 we briefly summarize the theory
and formalism of neural networks and present the
specific architecture we use to tackle the problem
at hand, which we call DeepShadows. In Sec. 4 we
present the classification results. In Sec. 5 we use
transfer learning to classify objects from the HSC
SSP for which we have labels. In Sec. 6 we study
the uncertainties present in our study and their im-
pact on the metrics used to assess the classification
performance of the model. We discuss our results,
propose paths for future investigation, and conclude
in Sec. 7.
The code and data related to this work

are publicly available at the GitHub page of
this project: https://github.com/dtanoglidis/

DeepShadows.

2. Data

In this section we describe the datasets used
for training and evaluating the performance of the
CNN and other machine learning models. We
briefly describe the astronomical surveys and se-
lection procedures used to obtain these data.

2.1. The Dark Energy Survey

Our primary dataset comes from the first three
years (Y3) of observations by DES. DES is an
optical/near infrared imaging survey that covers
∼5, 000 deg2 of the southern Galactic cap in five
photometric filters, grizY , to a depth of i ∼ 24 over
the course of a six-year observational program with

the 570-megapixel Dark Energy Camera (DECam)
on the 4m Blanco Telescope at the Cerro Tololo
Inter-American Observatory (CTIO) in Chile. The
DECam field-of-view covers 3 deg2 with a central
pixel scale of 0.263′′ (Flaugher et al., 2015).

Objects were detected in astronomical images us-
ing SourceExtractor (Bertin and Arnouts, 1996),
which provides a catalog of photometric parame-
ters for each object, such as magnitudes, flux radii,
mean and central surface brightnesses (adaptive
aperture measurements) etc. For a more detailed
description of the DES data, see DES Collabora-
tion et al. (2018).

2.2. LSBGs and artifacts in DES

We train, validate and test the performance of
our models on LSBGs and artifacts detected by
DES, as described in Tanoglidis et al. (2021). Here,
we briefly outline the main steps followed in that
paper for the LSBG catalog construction:

1. Selection cuts were performed using the
SourceExtractor parameters from the full
DES catalog. The most important cuts are
on the angular size (half-light radius in the g-
band, r1/2 > 2.5′′) and on the mean surface
brightness within the effective radius (µ̄eff(g) >
24.3 mag/arcsec2).7 The resulting candidate
sample consists of ∼ 0.5 million objects.

2. Classification was performed using Sup-
port Vector Machines (SVMs) trained on
SourceExtractor output parameters (fea-
tures) and a manually annotated set of ∼ 8,000
objects, out of which 640 were LSBGs. This
step reduces the candidate sample by roughly
an order of magnitude. However, the resulting
sample still includes ∼ 50% non-LSBG arti-
facts.

3. Visual inspection was used to reject false posi-
tives from more than 40,000 objects positively
classified in the previous step.

4. Sérsic model fitting and interstellar extinction
correction was applied to objects passing the
visual inspection, and new selection cuts were
performed on the updated parameters.

7An updated version of Tanoglidis et al. (2021) uses a
brighter selection, µ̄eff(g) > 24.2 mag/arcsec2. However, we
keep the older definition, since the LSBG/artifact separation
is more challenging in the fainter regime.
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Examples of LSBGs

(a)

Examples of Artifacts

(b)

Figure 1: Example images of (a) LSBGs and (b) artifacts in our dataset. Each cutout corresponds to a 30′′ × 30′′ angular
region on the sky. We remind the reader that our artifact class consists of any object that passes the low surface brightness
selection criteria but is not an LSBG (see example categories in Sec. 1).

Note that this dataset contains detection and selec-
tion biases that are difficult to estimate due to the
use of human visual inspection as described above.
For the current classification study, we randomly

select 20,000 LSBGs from those visually verified
in Step 3 to be used as the positive class. In
the main body of our paper we use as the nega-
tive sample 20,000 objects from those visually re-
jected in Step 3. These are the most challenging
artifacts to be separated from LSBGs, since they
passed the feature-based classification step in Step
2. We consider a three-class classification problem
in Appendix A, where we add another class of arti-
facts, 20,000 randomly selected objects from those
rejected in Step 2.

2.3. Generation of datasets

For the LSBGs and artifacts we consider two
datasets: parameters from SourceExtractor to be
used as features for the classical machine learning
models (SVMs and random forests) and images to
be used in our DeepShadows CNN model.
For the classical machine learning models, we se-

lect the following features:

• Ellipticity of the detected objects.

• MAG AUTOmagnitudes in the three bands, g, r, i.

• Colors g − i, g − r, r − i.

• Mean, central and effective surface bright-
nesses in the three bands, g, r and i.

Each of these properties is derived from the
SourceExtractor output provided by DES Data
Release 1 (DR1, Abbott et al. 2018).

For the DeepShadows CNN model, we generate
the image cutouts using the DESI Legacy Imaging
Surveys Sky Viewer (Dey et al., 2019)8 to access
the DES DR1 images. Each image corresponds to
a 30′′ × 30′′ region on the sky and is centered at
the coordinates of the candidate object (LSBG or
artifact). The initial size of each image is 256×256
pixels that we resize to 64× 64 pixels to reduce the
dataset size and the memory needs for its process-
ing. The images also have inputs in the three RGB
channels (which correspond to g, r, z astronomical
bands), so their size is finally 64 × 64 × 3 (we fol-
low a “channels last” format). The code we used to
generate the cutouts can be found in the GitHub
page of the project. In Fig. 1 we show examples of
cutouts of LSBGs and artifacts.

Before training, we split our full sample of 40,000
objects into a training set of 30,000 examples, a
validation set of 5,000 examples and a test set of
5,000 examples. The selection of objects to be
included in each set is random and each set con-
tains an equal number of positive (LSBG) and neg-

8http://legacysurvey.org/
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Figure 2: The g-band (a) magnitude and (b) surface brightness distributions of the LSBGs (red) and artifacts (blue) in our
sample.

ative (artifact) examples. We split the datasets
of SourceExtractor parameters and images in the
same way (same objects in each set). In Fig. 2 we
present the g-band (a) magnitude and (b) surface
brightness distributions for the LSBGs (red) and
the artifacts (blue) in our (full) sample.

2.4. HSC SSP dataset

We also consider a dataset of 640 LSBGs and 640
artifacts discovered in the HSC SSP as described in
Greco et al. (2018). This is an independent set from
a survey with different specifications and different
human biases (in the labeling of LSBGs/artifacts)
that can be used to test the ability of our model
trained on the DES images to classify LSBG candi-
dates in other surveys. We generate image cutouts
for HSC SSP, using the Sky Viewer used for the
DES images. We split the full dataset of 1,280 ob-
jects into a small set of 320 objects to be used for
re-training of the classifier (transfer learning) and
one of 960 objects for testing the performance.

3. Methods

In this section we introduce the notation and
briefly describe the machine learning models, the
neural networks, and the specific CNN architecture
that we use. Our discussion is parsimonious. For a
more detailed discussion we suggest the classic book
by Hastie et al. (2001) as well as that by Ivezic et al.

(2014) that discusses machine learning with a focus
on astrophysical applications. The book by Good-
fellow et al. (2016) has become a standard reference
for deep learning.

3.1. Machine Learning
We consider two machine learning classification

algorithms that have been proven to be powerful
in a number of astrophysical problems (see the re-
view papers mentioned in the introduction and ref-
erences therein), namely SVMs and random forests.
These algorithms perform best with structured data
(i.e., features/properties of the objects under study)
and we apply them to the SourceExtractor output
properties.

Consider a number of examples, N , each de-
scribed by a feature vector xi, i = 1, . . . , N and
with labels yi (they usually are denoted as {1,−1}
or {1, 0} in two-class problems).
The SVM classifier (Cortes and Vapnik, 1995)

seeks to find a hyperplane that separates the two
classes, of the form w · x− b = 0, with the weights
w and the bias b selected to maximize the margin
(distance) between this hyperplane and the training
samples that are closest to it (support vectors). In
practice some misclassification is allowed (soft mar-
gin SVM), controlled by a tunable hyperparameter.
Furthermore, in many cases, a non-linear transfor-
mation is performed on the data that maps them
into a space where they are more easily linearly sep-
arable.

5



Examples of HSC LSBGs

(a)

Examples of HSC Artifacts

(b)

Figure 3: Examples of (a) LSBGs and (b) artifacts from the HSC SSP survey. As in Fig. 1, each cutout corresponds to a
30′′ × 30′′ angular region on the sky.

Random forests is another powerful classifica-
tion method. Random forests (Tin Kam Ho, 1995;
Breiman, 2001) are an ensemble classifier, in the
sense that use a collection of simple classifiers,
known as decision trees (DTs). Specifically, it con-
siders a set of n DTs and for each one uses a random
selection of

√
m features (m is the total number of

features) to construct a DT and train it on a ran-
domly selected subset of the training examples. The
output of the random forest is the majority class
derived from the DTs.
The values of the hyperparameters are selected

(tuned) by exploring a grid of possible values, and
obtaining those that give the best results either by
evaluating on the validation set, or using k−fold
cross validation, where the training set is split in k
parts, with k−1 used for training and the other for
validation, and then repeating this process k times.

3.2. Deep Learning

The standard deep learning architecture is that
of a multi-layer neural network, with the outputs of
the previous layer being the inputs to the following
one. For example, for the n-th layer:

xn = g(Wnxn−1 + bn), (1)

where Wn a matrix containing the weights of all
the neurons of that layer and bn a vector of biases.
The activation function, g, and its purpose is to in-
troduce non-linearities in the network. We use the

rectified linear unit (ReLU), g(x) = max(0, x), acti-
vation function except in the final layer, where the
activation function takes a sigmoid form (for a bi-
nary problem) to allow the output to be interpreted
as a score that the example belongs to the positive
class.

CNNs are modified versions of the network de-
scribed in Eq. 1, with each neuron in a convo-
lutional layer connected only to neurons within a
small rectangle in the previous layer, usually 3× 3
to 5× 5 pixels in size. The output of such a layer is
a predefined number of feature maps, generated by
convolving the feature maps of each previous layer
with different filters (or kernels), whose trainable
weights can capture abstract visual features.

If we have k = 1, . . . ,K input feature maps and
ℓ = 1, . . . , L output feature maps, in analogy to Eq.
(1) we write the ℓ-th output map of the n-th layer
as:

xℓ
n = g

(︄
K∑︂

k=1

Wk,ℓ
n ∗ xk

n−1 + bℓn

)︄
, (2)

where ∗ represents the convolution operation.

Convolutional layers are almost always followed
by pooling layers whose purpose is to subsample
the output of the convolutional layer, reducing the
number of trainable parameters. They have no
weights and instead keep the maximum (max pool-
ing) or the mean (average pooling) within a small
window (usually 2× 2 pixels) sliding over the input

6



16

64

conv1

16

32

pool1

32

32

conv2

32
16

pool2

64
16

conv3

64
8

pool3

1

40
96

1

10
24

1
1

Figure 4: Schematic overview of the DeepShadows CNN architecture. There are three convolutional layers (yellow), each
followed by a max pooling layer (red). The number of filters are 16, 32 and 64 for each layer, respectively. Two dense layers
(purple) follow the last pooling layer after flattening. The output is a probability score that the image contains an LSBG.
Figure was created using the PlotNeuralNet code (Iqbal, 2018).

Table 1: Architecture of the DeepShadows CNN.

Layers Properties Stride Padding Output Shape Parameters

Input 64× 64× 3a - - (64, 64, 3) 0

Convolution (2D) Filters: 16 1× 1 Same (64, 64, 16) 448
Kernel: 3× 3 - - - -
Activation: ReLU - - - -
Reg: L2 (0.13) - - - -

Batch Normalization - - - (64, 64, 16) 64
MaxPooling Kernel: 2× 2 2× 2 Valid (32, 32, 16) 0
Dropout Rate: 0.4 - - (32, 32, 16) 0

Convolution (2D) Filters: 32 1× 1 Same (32, 32, 32) 4640
Kernel: 3× 3 - - - -
Activation: ReLU - - - -
Reg: L2 (0.13) - - - -

Batch Normalization - - - (32, 32, 32) 128
MaxPooling Kernel: 2× 2 2× 2 Valid (16, 16, 32) 0
Dropout Rate: 0.4 - - (16, 16, 32) 0

Convolution (2D) Filters: 64 1× 1 Same (16, 16, 64) 18496
Kernel: 3× 3 - - - -
Activation: ReLU - - - -
Reg: L2 (0.13) - - - -

Batch Normalization - - - (16, 16, 64) 256
MaxPooling Kernel: 2× 2 2× 2 Valid (8, 8, 64) 0
Dropout Rate: 0.4 - - (8, 8, 64) 0

Flatten - - - (4096) -
Fully connected Activation: ReLU - - (1024) 4195328

Reg: L2 (0.12) - - - -
Fully connected Activation: Sigmoid - - (1) 1025

aWe use “channel last” image data format.
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feature map. Here we use max pooling.
In Fig. 4 we present a schematic overview of the

CNN architecture we use for LSBG/artifact clas-
sification, that we call DeepShadows. It is further
described in more detail in Table 1. DeepShadows is
a simple sequential architecture, consisted of three
convolutional layers (yellow) alternating with pool-
ing layers (red); after the last pooling layer the ar-
ray is flattened and followed by two fully-connected
layer (purple), the last one being a single neuron
that outputs the score (0 to 1) that can be inter-
preted as the confidence that the input image con-
tains an LSBG. All convolutional layers use kernels
of size 3 × 3, while the pooling layers use kernels
of size 2× 2. Between each convolutional and pool-
ing layer we perform batch normalization (Ioffe and
Szegedy, 2015) to make training faster and more
stable.
To tackle overfitting we employ the following

methods: first, we use dropout (Srivastava et al.,
2014) after each pooling layer. Dropout sets a spe-
cific fraction (here we use 0.4) of randomly selected
weights equal to zero. We also use L2 (also known
as ridge or Tikhonov) regularization (e.g., Hastie,
2020) applied on the weights of the convolutional
layers with a penalty term λ = 0.13 and on the
first fully connected layer with penalty λ = 0.12.
We provide more training details for the DeepShad-
ows model in Sec. 4.2.

4. Classification Results

4.1. Classification Metrics

To evaluate and compare the performance of the
classifiers used in this work we use a number of use-
ful classification metrics, each of which quantifies
a different aspect of what a “good” classification
is. For binary probabilistic classifiers, we assume
(unless otherwise specified) that an example with
sigmoid output score (loosely interpreted as proba-
bility) Pout > 0.5 is classified as an LSBG, while an
example with Pout < 0.5 is classified as an artifact.
We also refer to the LSBGs as the positive class [1]
and artifacts as the negative class [0].
True positives (TP) are the correctly classified

positive examples, and we analogously define the
true negatives (TN), false positives (FP) and false
negatives (FN). All the classification metrics, in a
binary setting, can be expressed as combinations of
these quantities.
The Receiver Operating Characteristic (ROC)

curve is a commonly used graphical way to evaluate

the performance of a binary classifier; the true pos-
itive rate (TPR = TP/(TP+FN)) is plotted versus
the false positive rate (FPR = FP/(FP+TN)) at
different output thresholds; A derived metric is the
Area Under the ROC Curve (AUC). ROC curves
are useful for visual inspection of the performance
of different classifiers and of their uncertainties.

One of the most widely used evaluation metrics
is the accuracy, which measures the fraction of the
correct predictions among the total sample exam-
ined:

accuracy =
TP+TN

TP+TN+FP+FN
. (3)

However, specific problems or applications may
have specific requirements that are not fully cap-
tured in the overall accuracy. For example, we may
be interested in the completeness of our classifica-
tion, in other words, what fraction of the LSBGs
were actually classified as such (this metric is also
known as “recall”, “sensitivity” or “True Positive
Rate” in the machine learning literature):

completeness =
TP

TP+FN
. (4)

Another useful quantity is the purity of the classi-
fication: the fraction of objects classified as LSBGs
that are true LSBGs (this quantity is also known
as “precision” or “Positive Predictive Value” in the
machine learning literature):

purity =
TP

TP+FP
. (5)

Finally, we also present the confusion matrix,
which includes all four TP, TN, FP, FN values. The
confusion matrix can be used to construct a number
of other classification metrics.

4.2. Results

We start by considering the classification results
from the two machine learning models (SVMs with
an RBF kernel and random forests) described in
Sec. 3.1. We use these classification algorithms as
implemented in the Python library scikit learn

(Pedregosa et al., 2011).9

We train these models on the dataset of fea-
tures derived from SourceExtractor, as described
in Sec. 2.3. The hyperparameters of the models

9https://scikit-learn.org/stable/index.html
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Figure 5: Training and validation accuracy/loss as a function
of the training epoch for the DeepShadows model. Training
was performed on 30,000 images and validation on 5,000.
The model reaches a training accuracy of ∼ 92% after 100
epochs.

were tuned by searching a grid of values and us-
ing five-fold cross validation on the validation set.
The best values were found to be C = 104 (controls
how much error is allowed in the soft-margin SVM),
γ = 0.001 (controls the width of the kernel of the
non-linear transformation of the data) for the SVM
model, while for the random forests model we tune
the number of trees in the forest (n estimators =
100) and the number of samples required to split
internal nodes (min samples split=10).
The performance of the models was evaluated on

the test set. SVMs reach slightly higher accuracy
(81.9% vs 79.7%), higher completeness (or recall,
86.7% vs 80.4%), similar purity (or precision, 79.6%
vs 79.7%) and higher AUC (0.894 vs 0.872) com-
pared to the random forest classifier10. These re-
sults serve as a baseline to compare the performance
of our DeepShadows CNN model with.

We implement the DeepShadows architecture, as
described in Sec. 3.2 and Table 1, using the Keras11

framework on a TensorFlow12 backend. We train
the model on the training set of 30,000 images de-

10We note again that the SVM model discussed here is
different from the one described in the second bullet of
Sec. 2.2. The SVM presented here is trained on the same
annotated dataset of LSBGs and artifacts that was used to
train DeepShadows and that had confused the original SVM
model (Sec. 2.2).

11https://keras.io/
12https://www.tensorflow.org/

scribed in Sec. 2.3. The weights were updated using
Adadelta (Zeiler, 2012), an optimized version of the
vanilla stochastic gradient descent algorithm, with
a learning rate of η = 0.1. The loss function used is
the binary cross-entropy. The update is performed
iteratively in batches of images; we use a batch size
of 64. A training epoch occurs once every image in
the training set has been used to update the net-
work weights. We train our model for 100 epochs;
we do not continue for more epochs since the re-
sults do not improve more. We validate the process
on the validation set of 5,000 images described in
Sec. 2.3. In Fig. 5 we present the training history of
our model (accuracy/loss as a function of training
epoch). We can see that our model converges well
and that there are no signs of overfitting or under-
fitting (the training and validation curves closely
follow each other).

Table 2: Comparison of the classification metrics for the
three machine learning models presented in Sec. 4.2.

aaaaaaaaaa
Metric

Model
SVM RF CNN

Accuracy 0.819 0.797 0.920
Completeness 0.867 0.804 0.944
Purity 0.796 0.797 0.903
AUC score 0.894 0.872 0.974

The DeepShadows CNN classifier reaches an ac-
curacy of 92.0%, completeness (recall) of 94.4% and
purity (precision) of 90.3% and AUC score equal to
0.974, all evaluated on the test set of 5, 000 im-
ages. These values are significantly higher than
those obtained from the SVM and random forest
models (see also Table 2 for a direct comparison).
Note that these classical machine learning models
were trained on a physically motivated set of fea-
tures that is not guaranteed to be optimal, while
DeepShadows works directly at the pixel level.

The fact that DeepShadows is a more powerful
classifier can be visually demonstrated by plotting
the ROC curves of the three models (left panel of
Fig. 6). In the same figure we also show the AUC
scores, as well as the 95% confidence intervals on the
ROC curves, estimated using the bootstrap method
on the test set (see Sec. 6).

On the right-hand side of Fig. 6 we present the
confusion matrix for DeepShadows that shows the
number of the correctly classified and misclassified
objects. Many common classification metrics can
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Figure 6: (a) ROC curves for the DeepShadows CNN model (orange, solid line), the SVM model (blue dashed line), and the
random forest model (red dashed-dotted line) evaluated on the test set. The diagonal dashed line corresponds to the performance
of a random classifier. We also show the 95% confidence intervals on the vertical direction (true positive rate). These were
estimated using the bootstrap method on the test set of images (see Sec. 6). (b) Confusion matrix of the DeepShadows model
predictions on the test set. The values in parentheses correspond to the normalized version of the matrix, obtained by dividing
the number of objects in each case by the total number of objects in each category (true label).

be derived from the confusion matrix. In parenthe-
ses we present the entries of the normalized con-
fusion matrix, which can be obtained by dividing
by the total number of objects in each (true label)
category. We see that most misclassification cases
occur in artifacts classified as LSBGs, something
that is also evident from the lower value of purity
compared to completeness.

As can be seen in Fig. 2b, the objects in our
sample (LSBGs and artifacts) span a wide range
in surface brightness (24.3 < µ̄eff(g) ≲ 27.0
mag/arcsec2). To investigate whether the per-
formance of our classifier depends on the surface
brightness, we split the test sample into three
bins according to their g-band surface brightness
([27− 26, 26− 25, 25− 24.3] mag/arcsec2), and we
evaluate the performance of the classifier in each
bin independently. Since the samples are not bal-
anced in these bins (i.e., there are more artifacts
than LSBGs in the faintest bin, while the opposite
is true in the brightest bin), we calculate the bal-
anced accuracy in each bin, which is defined as the
average of recall obtained for each class.

We present the results of this study in Fig. 7. The
balanced accuracies in the three bins (starting from

24.024.525.025.526.026.527.027.5
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Figure 7: Balanced accuracy score of the DeepShadows pre-
dictions on the test set, for the objects in three different
surface brightness bins.

the faintest) are 0.906, 0.926, and 0.874, respec-
tively. This variation in performance is small and
comparable to the expected intrinsic uncertainty in
the prediction of the classifier (see Sec. 6). Inter-
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estingly, we see that the worst performance comes
from the brightest bin. We find that a larger frac-
tion of artifacts are misclassified as LSBGs in that
bin.

4.3. Interpretation of Results
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Figure 8: Output probabilities from the DeepShadows CNN
for the LSBGs and artifacts in the test set.

The DeepShadows CNN is a classifier that out-
puts a score that can be interpreted as approxi-
mately the probability that an example is an LSBG.
The classification results presented so far assume a
threshold Pout = 0.5 (any image with higher output
score is classified as an LSBG, while any image with
lower output score is classified an artifact). We can
get more insight about the classification outcomes,
and try to interpret the results, by examining the
predicted output scores for the objects in the test
set. We plot these sigmoid output scores in Fig. 8.
Output scores of those objects with true label “ar-
tifact” are in red and those with true label “LSBG”
are in blue. Artifacts are found to be more concen-
trated towards the Pout = 0, implying that most
can be easily distinguished from LSBGs. However,
there is also a long tail in this distribution with
some objects that are labeled (true value) as arti-
facts but have been assigned a high confidence level
of being LSBGs. LSBGs, on the other hand, have
a wider distribution in output scores (less concen-
trated towards Pout = 1) but a less significant tail
to very low scores.
To better understand our results it is useful to

inspect some of the objects that: (a) were assigned

to the wrong class but with high confidence, or (b)
were assigned to the correct class with high confi-
dence. To interpret the classification results we em-
ploy a recent technique, called Gradient-weighted
Class Activation Mapping (Grad-CAM, Selvaraju
et al., 2016). Grad-CAM allows us to produce “vi-
sual explanations” for the classification results, by
highlighting the most important regions in the clas-
sification procedure. We provide more technical de-
tails about Grad-CAM in Appendix B; here we just
note that these images are produced by calculating
the gradients of the feature maps of the last convo-
lutional layer with respect to the output score for
each class.

In Fig. 9 we present examples and correspond-
ing Grad-CAMs for randomly selected (clockwise):
true negatives, false negatives, true positives, false
positives. All these examples were classified with
high confidence to their assigned categories (Pout >
0.8 for those classified as LSBGs and Pout < 0.2 for
those classified as artifacts).

The images of the objects classified as negatives
(artifacts), both true and false, are characterized
by the presence of off-centered light sources (such
as stars or components of galaxies). The fact that
these are the important regions for the classification
problems is also confirmed by Grad-CAM maps.
Especially in the case of false negatives, we see that
the central LSBGs are shadowed by the presence of
other nearby objects that contribute to the decision
of DeepShadows to classify them as artifacts.

On the other hand, the images of those objects
classified as LSBGs (positive class) are dominated
by the presence of a central object; this can also be
seen in the highlighted regions of the Grad-CAM
maps. Interestingly, the high-confidence false posi-
tives presented here seem to be real galaxies. These
objects were likely rejected out of an abundance of
caution when visually selecting LSBGs, since these
objects were generally more compact or faint com-
pared to other LSBGs. The neural network classi-
fier is able to “correct” the human labeling.

5. Transfer Learning

In the previous section, both the training and
evaluation of the classifiers used data from the
same survey, namely DES. These results demon-
strate that a CNN classifier trained on a large
training sample can be used to separate LSBGs
from artifacts with a high accuracy (and pu-
rity/completeness). However, a large number of
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True Negatives, Pout < 0.2 True Negatives, Grad-CAM False Negatives, Pout < 0.2 False Negatives, Grad-CAM

False Positives, Pout > 0.8 False Positives, Grad-CAM True Positives, Pout > 0.8 True Positives, Grad-CAM

Figure 9: Examples of objects classified with high output score in their respective class and corresponding Grad-CAM visualiza-
tion maps for the same objects. Clockwise: True Negatives, False Negatives, True Positives, False Positives (same arrangement
as the confusion matrix).

labeled training examples is required. In this sec-
tion we explore whether we can a classifier trained
on one survey and apply it to data from another
survey. If such an approach is successful, it can sig-
nificantly reduce the need to generate large training
sets via visual inspection in future surveys.

Transfer learning refers to the process of train-
ing a machine learning algorithm to perform a task
and then using it to perform another related task
or perform the same task on a dataset with differ-
ent specifications (e.g., Weiss et al., 2016). Transfer
learning has found many applications, including im-
age recognition problems (e.g., Pan and Yang, 2010;
Bengio, 2012; Yosinski et al., 2014; Zhuang et al.,
2019). Its power has recently been explored in as-
tronomy (Vilalta, 2018), especially in the context
of cross-survey classification, namely in the field of
galaxy morphology prediction (Domı́nguez Sánchez
et al., 2019). The use of transfer learning has also
been investigated for classification of galaxy merg-
ers (Ackermann et al., 2018), radio galaxy classifi-
cation (Tang et al., 2019), star-galaxy classification
(Wei et al., 2020), even glitch classification of LIGO
events (George et al., 2018).

Here we use data from the HSC SSP, for which

we have a small visually classified sample of LSBGs
(Sec. 2.4), to study how successfully a model trained
on one survey can be used to distinguish between
LSBGs and artifacts in another survey. Following
Domı́nguez Sánchez et al. (2019) we consider two
cases:

a) Apply the DeepShadows model, which was
trained on DES data, directly to the HSC SSP
data (test set) without any further training.

b) Before predicting on the HSC SSP test set, we
use a small set of 320 objects from the HSC
SSP to perform a fine-tuning step. We re-train
the whole model using a much smaller learn-
ing rate (in order to keep the change of the
weights low and avoid overfitting), η = 0.005,
for 30 epochs, using a batch size of 16 (Note
that, alternatively, one can re-train only the fi-
nal, dense layers. We do not consider this case
here).

We present the results (confusion matrices and
ROC curves) for the two cases in Fig. 10. Before
fine tuning, DeepShadows has an accuracy of 82.1%,
purity (precision) of 84.9% and completeness (re-
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Figure 10: Transfer learning results on the HSC SSP test set. (a) Confusion matrix (raw and normalized values) before fine
tuning. (b) Confusion matrix (raw and normalized values) after fine tuning. (c) ROC curves and AUC scores, before (orange,
dashed line) and after (red, solid line) fine tuning. The bands correspond to the 95% confidence level intervals.

call) of 78.6%. Classification performance signifi-
cantly improves with fine tuning, as can be seen
by inspecting the two ROC curves (and the corre-
sponding AUC scores) in panel (c) of Fig. 10. The
better performance is driven by the increased num-
ber of true positives and correspondingly smaller
number of false negatives, as can be seen by com-
paring the confusion matrices in panels (a) and (b)
of Fig. 10. The overall accuracy after fine tuning
reaches a value of 87.6%, the purity a value of 84.1%
and the completeness an impressive 93.2% (almost
as good as the application to the one we get from

applying to the DES data).

We have demonstrated that we can achieve good
performance classifying LSBGs in HSC SSP us-
ing transfer learning with a fairly small set for re-
training. We would like to quantify the benefit of
transfer learning by estimating the size the HSC
training set that would be needed to reach com-
parable accuracy without using transfer learning.
Unfortunately, given the small size of the HSC data
set, we cannot directly answer this question. How-
ever, we can use the DES data to quantify model
performance as a function of training set size. We
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Figure 11: Accuracy, evaluated on the test set, for the
DeepShadows model trained on progressively larger datasets.

train DeepShadows from scratch using progressively
larger subsets of the full DES training set. We ran-
domly select 360, 500, 1000, 3000, 5000, and 10000
examples objects in each run; we evaluate the per-
formance (accuracy) on the same test set as the
one used in Sec. 4. To prevent overfitting, which is
likely to happen when small training sets are used,
we employ early stopping.
The results are presented in Fig. 11. The accu-

racy when the small training set of 360 examples
is used is very low, ∼ 61.6%; it rapidly increases
though reaching ∼ 81.8% when 500 examples are
used and ∼ 85.9% when the training set has a size
of 1000. After increasing the training size to 3000
the accuracy almost plateaus with the three larger
training sets giving accuracies of 90.9%, 91.0%, and
91.2%, respectively. To achieve an accuracy of
87.6% (the one achieved using transfer learning) a
training set of ∼ 2000 object is required, about one
order of magnitude larger than the sample we used
for fine tuning. We note that the accuracy reaches
high values (comparable to those reached when the
full dataset was used) even with relatively small
training sets.

6. Uncertainty Quantification

We have presented performance metrics for our
models without discussing potential uncertainties
in these estimates. We now consider three potential
sources of uncertainty:

a) Random statistical uncertainties when calcu-
lating the evaluation metrics on the test set

(subsection 6.1).

b) Uncertainties arising from randomly splitting
the data into training, validation, and test sets
(subsection 6.2).

c) Label noise from the presence of mislabeled ex-
amples in our training set (subsection 6.3).

Our analysis is not intended to be exhaustive.
For a more complete discussion of the uncertainties
present in deep learning models see e.g., Kendall
and Gal (2017), Hüllermeier and Waegeman (2019),
Caldeira and Nord (2020), and references therein.

6.1. Bootstrap resampling of test set

We estimate 95% confidence intervals on the clas-
sification metrics by bootstrapping the test set 1000
times with replacement and classifying each realiza-
tion. We present these confidence intervals in Table
3; the 95% intervals for the true positive rate are
also presented in panel (a) of Fig. 6. Note that this
approach is not comprehensive. In principle, we
could have bootstrapped the training set to eval-
uate model error in addition to statistical predic-
tion error. However, re-training DeepShadows 1000
times was computationally prohibitive.

Table 3: 95% Confidence intervals on the classification met-
rics from Bootstrap resampling of the test set.

Metric 95% Confidence Interval
Accuracy 0.912 – 0.928
Completeness 0.935 – 0.953
Purity 0.891 – 0.914
AUC score 0.970 – 0.974

The typical interval for all parameters is
(∼1.5%). This is much smaller than the difference
between the performance of DeepShadows and the
other machine learning models, robustly demon-
strating that DeepShadows performs better in clas-
sifying galaxies and artifacts. The confidence inter-
vals of the SVM and random forest models are of
similar width.

Another popular method for uncertainty estima-
tion in deep learning models is Monte Carlo dropout
(Gal and Ghahramani, 2015). This method uses
dropout at testing time to produce slightly dif-
ferent label predictions on the test set each time
we make predictions. We have implemented this
method, and we found results comparable to those
from bootstrapping.

14



0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

ROC curves - Different random seeds

Baseline split
Other random seeds

0.0 0.1 0.2
0.8

0.9

1.0

(a)

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

ROC curves - Different label noise levels

No noise
Noise 1%
Noise 5%
Noise 10%
Noise 33%

0.0 0.1 0.2
0.8

0.9

1.0

(b)

Figure 12: (a) ROC curves of the performance on the test set using the baseline split (orange line) between training-validation-
test sets and using splits with different random seeds (blue lines). (a) ROC curves of the performance on the test set using
different levels of label noise in the training set, starting from no noise (orange line) to 33% random mislabeling.

Table 4: 95% Confidence Intervals on the classification met-
rics from Bootstrap for the transfer learning task, after fine-
tuning, evaluated on the HSC SSP test set.

Metric 95% Confidence Interval
Accuracy 0.856 – 0.896
Completeness 0.910 – 0.954
Purity 0.808 – 0.871
AUC score 0.921 – 0.951

We have seen in Fig. 10 that the confidence inter-
vals in the ROC curves (true positive rates) in the
case where we explored transfer learning are wider
than those of the main section (training and test on
the DES data). In Table 4 we present 95% confi-
dence intervals for the transfer learning task, after
fine tuning, evaluated on the HSC SSP test set. As
we can see the typical range in the evaluation met-
rics in this case is ∼0.04–0.05, significantly larger
than before.

6.2. DES dataset assignment

We have noticed that the model performance is
sensitive (at a level similar to the uncertainties de-
scribed in the previous section) to the random as-
signment of examples into the training-validation-
test sets. We study variations in model performance

stemming from random assignment by splitting the
whole dataset into training-validation-test using 6
different random seeds, retraining using each new
training set, and evaluating on the new test sets.
Note that we do not change the sizes of these sets;
these are always 30,000 (training), 5,000 (valida-
tion), 5,000 (test).

In Table 5 we present the classification metrics
for each one of the runs while in the left-hand side
of Fig. 12 we show the ROC curves for each one of
these cases. Due to the limited number of runs (con-
strained by the cost of re-training the model each
time) we do not present summary statistics (like
95% confidence intervals); however we can see that
for each metric, the values span a range similar to
those presented in Table 3. The baseline split, used
in Sec. 4 was selected as one of the better perform-
ing models after several trials. In the GitHub page
of this project we make available the on-sky coordi-
nates (right ascension, declination) of the training,
validation and test sets under the baseline split.

6.3. Impact of mislabeling

A final source of uncertainty that we consider is
the presence of mislabeled examples in the training
set, also known as label noise. In Sec. 4.3 we showed
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Table 5: Classification metrics for the baseline split of training-validation-test sets and six alternative splits using different
random seeds. Because of the small number of runs we present each case individually and not as an interval like in Table 3.

aaaaaaaaaa
Seed #

Metric
Accuracy Completeness Purity AUC score

Baseline 0.920 0.944 0.903 0.974
1st run 0.912 0.974 0.868 0.967
2nd run 0.915 0.972 0.870 0.971
3rd run 0.917 0.950 0.889 0.968
4th run 0.914 0.936 0.896 0.968
5th run 0.920 0.917 0.924 0.972
6th run 0.915 0.937 0.898 0.971

Table 6: Classification metrics using the baseline split and different levels of random label noise (mislabeling) in the training
set.

aaaaaaaaaa
Noise level

Metric
Accuracy Completeness Purity AUC score

No noise 0.920 0.944 0.903 0.974
Noise 1% 0.918 0.945 0.899 0.974
Noise 5% 0.914 0.935 0.890 0.970
Noise 10% 0.909 0.897 0.923 0.969
Noise 33% 0.883 0.892 0.880 0.950
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Figure 13: Ratio of the ROC curves with different label noise
levels to the one without noise. More specifically, we plot the
ratio of the true positive rates, as a function of the false neg-
ative rate. The horizontal, orange, dashed, line corresponds
to ratio = 1. Notice that the range in the false positive rate
plotted is 0–0.5 since for higher values all curves converge to
a value equal to one.

that our dataset contains some LSBGs that are la-
beled as artifacts. Generally, we know that we were
conservative when performing the visual inspection,
meaning that we favored purity over completeness
when assembling the LSBG catalog (if we were un-
sure if an object was a LSBG we preferred to flag
it as an artifact).

Label noise has been extensively studied in the
deep learning literature (for overview papers see
e.g., Frenay and Verleysen, 2014; Algan and Ulu-
soy, 2019; Song et al., 2020). The general conclu-
sion is that neural networks are relatively robust
to label noise, in some cases proving to perform
well even in the presence of large noise (Rolnick
et al., 2017). Most of these studies consider well-
known annotated datasets (MNIST, CIFAR, etc.)
and introduce artificial label noise. However, it is
interesting and useful to study potential effects of
mislabeling in our dataset.

The best way to do this study would be to iden-
tify the mislabeled examples by carefully inspecting
and reclassifying them. However, such a detailed
study is time-intensive and beyond the scope of this
work. Here we consider the impact of label noise in
the following way: we randomly select a number
of examples (LSBGs and artifacts alike) equal to
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1%, 5%, 10% and 33% of images from the training
set and we flip their label. We retrain the model
each time and we evaluate on the test set.
The classification performance metrics for each

noise level (and for the baseline case without noise)
can be found in Table 6. The corresponding ROC
curves, that allow for a visual comparison of the
performance of the models, can be seen in the right-
hand panel of Fig. 12. Furthermore, in Fig. 13
we plot the ratios of the ROC curves for the mod-
els with different noise levels to that without label
noise, for better inspection of the differences. We
can see that for small (≲ 10%) label noise levels the
reduction in performance is minimal. Reduced ac-
curacy only becomes noticeable once the label noise
reaches 33%, though even in this case the accuracy
reduction is not very large. Our results thus con-
firm the studies of Rolnick et al. (2017).
So far we have considered a purely random noise,

in the sense that we randomly selected an equal
number of LSBGs and artifacts and flipped their
labels. We repeated the above exercise introduc-
ing targeted noise—i.e., we selected only artifacts
and changed their label to LSBGs in the first case,
and LSBGs that changed their labels to artifacts
in the second case. In both cases the results were
qualitatively similar to the random noise case. We
conclude that the presence of label noise in our sam-
ple, either random or biased against one of the two
categories, does not significantly change the model
performance.

7. Discussion and Conclusions

In this work we presented the application
of deep learning to the problem of automatic
LSBG/artifact classification in astronomical images
of LSBG candidates. This study was enabled by the
availability of large samples of both LSBGs and ar-
tifacts from DES (Tanoglidis et al., 2021).
We showed that a simple CNN architecture

with three convolutional and two dense layers
can achieve classification accuracy of 92.0% (com-
pleteness 94.4% and purity 90.3%) and signifi-
cantly improves over conventional machine learn-
ing models (SVMs and random forests) trained
on SourceExtractor-derived features (accuracy
81.9% and 79.7%, respectively). This performance
is found to be relatively robust to label noise.
We also demonstrated that knowledge obtained

from one survey (training on DES data) can be
transferred to another survey (prediction on HSC

SSP data, accuracy 82.1%) and the performance of
this transfer learning can be significantly improved
when the model is retrained on a small sample of
examples from the new survey (accuracy 87.6%).

These results are promising and impactful for two
reasons. First, automating the classification pro-
cess (or, at least, significantly reducing the need for
visual inspection) will be necessary given the data
volumes of future surveys such as LSST and Euclid,
and even future analyses of current surveys, such as
the full 6-year of DES observations and future data
releases from HSC SSP. Second, automated clas-
sification makes it much easier to characterize, in
an unbiased way, the completeness/detection effi-
ciency of future LSBG catalogs. The standard way
to characterize detection efficiency is by injecting
a large number of mock galaxies with a known pa-
rameters (e.g., effective radius, surface brightness,
Sérsic index etc.) into the imaging data and then
applying the same detection pipeline. The effi-
ciency can be calculated as a function of galaxy pa-
rameters by measuring the fraction of mock galaxies
that are recovered (e.g., Song et al., 2012; Suchyta
et al., 2016; Venhola et al., 2018). To characterize
the detection efficiency over the allowed space of
galaxy parameters, it is often necessary to simulate
more mock galaxies than are observed in the data
itself. This makes unbiased human classification
very challenging.

We have presented a study of CNNs for LSBG–
artifact separation13. Our primary goal was to
demonstrate the feasibility of such an approach,
and we briefly outline possible further investiga-
tions. Specifically, improvements in the CNN
model, the training data, the use of domain adap-
tation techniques for transfer learning, and the sys-
tematic study of uncertainties would all improve
future models for LSBG classification and discov-
ery.

In particular, CNN architectures have a large
number of tunable hyperparameters—e.g., number
of layers, filters, kernel sizes, dropout levels, reg-
ularization parameters. Finding the optimal com-
bination in a manner similar to that used for the
SVM and random forest classifiers is computation-

13Note that the reason we consider only these two cat-
egories is because of the preprocessing steps described in
Sec. 2.3; because of them the final candidate sample is forced
to contain only those two categories. Without this prepro-
cessing one may consider a multi-class classification, like nor-
mal galaxies, stars etc.
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ally expensive. We have tested that the architec-
ture presented here is robust to small changes –
e.g., the model with 3 convolutional layers performs
better compared to one with 2 or 4 layers, etc. How-
ever, a grid of hyperparameters should be explored
to ensure an architecture that gives the best re-
sults. This would likely require parallelizing the
model training and evaluation processes to reduce
computational time. Furthermore, more complex
types of networks, such the Residual Neural Net-
works (ResNet He et al., 2015) that allow for very
long (large number of epochs) training, should be
explored.
The quality of data used for training and testing

is also very important. In Sec. 6.3 we showed that
the presence of label noise does not significantly
change performance. However, the selection of ob-
jects for which the labels were flipped was totally
random; in practice the objects that are more chal-
lenging to characterize and thus prone to mislabel-
ing are of a specific type – for example very faint
or very compact. It would be useful to reclassify
our sample into different confidence categories and
check how the performance of the classifier changes
when only high-confidence LSBGs and artifacts are
used for training. Having a test set without label
noise is also important; we have seen that some of
the “misclassifications” were actually result of label
noise, thus leading to slightly misestimated perfor-
mance metrics (here we refer to noise introduced
by a human labeler, not the artificial label we in-
troduced in Sec. 6.3). Furthermore, data augmen-
tation is a commonly used technique that could be
explored in the future (e.g., Shorten and Khoshgof-
taar, 2019). Data augmentation is a regularization
technique used to avoid overfitting, where one in-
creases the number of training examples by adding
slightly modified copies of the existing images (ro-
tated, resized etc.).
The topic that likely requires the most detailed

further study is that of transfer learning from one
survey to another. Here our exploration was mini-
mal, either applying the model trained on DES data
directly to HSC SSP data or retraining the whole
model on a very small set from HSC SSP. More do-
main adaptation techniques (e.g., Kouw and Loog,
2018; Wang and Deng, 2018) (techniques that allow
algorithms trained in one or more “source domains”
to be successfully used in a different, but related,
“target domain”) should be explored before choos-
ing an approach to apply to forthcoming surveys
(for domain adaptation applications in astronomy,

see e.g., Vilalta et al. 2019; Ćiprijanović et al. 2020a,
2021). These techniques would allow the models
to be successfully applied to the new data without
the need to retrain the model later and more im-
portantly to manually label new “target” datasets
since these techniques often use unlabeled target
datasets. This makes the process much faster. Fur-
thermore, the benefit of using larger example sets
from the target survey for re-training of the model
should also be explored.

Finally, the topic of uncertainty quantification in
deep learning is a very active area of research; here
a simple error estimation was presented. Future ex-
ploration should include bootstrapping the training
set and not just the test set (something that would
be computationally expensive and should be paral-
lelized), sources of statistical and systematic errors
(known as “epistemic” and “aleatoric” in the ma-
chine learning community) should be studied sepa-
rately, as well as potential correlations between the
two.

We plan to address some of these questions in
future work, but the results presented here are al-
ready very promising for the upcoming analysis of
the full six years of DES data. However, given
the inherent challenges present in classifying very
low-surface-brightness objects, the performance of
a CNN classifier may never reach human-level ac-
curacy. We argue that as we enter a new, big-data
based, era in astronomy, the community should be
ready to take a leap of faith in accepting the pres-
ence of small and well-characterized classification
errors in favor of the great statistical power that
comes when assembling large catalogs of objects,
using automated deep learning methods, that can
illuminate the low-surface-brightness universe.
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genössische Technische Hochschule (ETH) Zürich,
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Appendix A. Three-class classification

Examples of type 1 Artifacts

Figure A.14: Randomly selected examples of type 1 artifacts
(see text).

In the main body of this paper we considered
a two-class classification: one (positive) category
of LSBGs and one (negative) category of artifacts
– those visually rejected in the third step of the
LSBG catalog generation in Tanoglidis et al. (2021),
also described in Sec. 2.2. These artifacts were
the hardest to classify, since they had been clas-
sified as LSBGs by an SVM classifier trained on
SourceExtractor features. Before the visual in-
spection the same classifier had rejected a very large
number of artifacts (most of them correctly).

We also investigated the performance of
DeepShadows on a three-class classification prob-
lem where two artifact classes are considered,
by adding a sample of 20,000 randomly selected
artifacts from those rejected by the SVM classifier.
We call this class “Artifacts 1”, while the artifacts
considered in the main body of the paper are
called “Artifacts 2”. In Fig. A.14 we present a
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Figure A.15: (a) Confusion matrix for the three-class classification problem, where two artifact classes are considered. The
numbers in parentheses correspond to the normalized values. (b) “reduced” confusion matrix, where the two artifact classes
have been combined.

randomly selected sample of artifacts of the first
kind. We see that these artifacts are dominated
by the presence of strong diffraction spikes, and
they are less confusing (more easily recognized as
artifacts) than those presented in Fig. 1.

We keep the same architecture for DeepShadows,
except that the last dense layer has size of three. We
also change the final activation function to softmax
and the loss to categorical crossentropy. We train
again the model for 100 epochs with a batch size
of 64. We split the total dataset of 60,000 object
into 45,000 (training), 7,500 (validation), and 7,500
(test) sets.

The resulting three-class confusion matrix of the
predictions on the test set can be seen on the left-
hand side of Fig. A.15. We can see that there
is very small confusion between the “Artifacts 1”
class and “LSBGs” categories, confirming our no-
tion that these are artifacts that can be very easily
excluded. Interestingly, the classifier is able to dis-
tinguish between the two categories of artifacts, too
(with some confusion, of course, accuracy ∼ 90%
when calculating for the submatrix between arti-
facts only).

In the right-hand panel of Fig. A.15 we combine
the two artifact categories, in order to better see
the confusion between artifacts and LSBGs. Note
that this is now an imbalanced two-class problem,

since the artifacts class is twice as large as the LS-
BGs class. For that reason, accuracy is not a good
metric but we can still calculate the completeness
and purity, which are more meaningful metrics for
the problem at hand. These numbers are 96.8%
and 87.1%, respectively and they are comparable
(slightly less in purity) to those from the 2-class
model discussed in the text.

Our conclusion is that there is not much benefit
in using a three-class classification, unless we prefer
to eliminate the SVM classification step in future
applications.

Appendix B. Grad-CAM details

We present here some technical details of the
Grad-CAM technique for highlighting the most im-
portant regions for classification in an image. More
details can be found in the original article (Sel-
varaju et al., 2016). We also suggest the following
blog post14 for an explanation of the technique and
its application using Keras.

We define Ak to be the k−th (k = 1, . . . ,K) fea-
ture map of the last convolutional layer, that has di-
mensionsm×n = Z (Pixel values Ak

ij , i = 1, . . . ,m,

14https://fairyonice.github.io/

Grad-CAM-with-keras-vis.html
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j = 1, . . . , n). Let also yc the output score (proba-
bility) for the class c (obviously, here we have only
one positive class, thus only one probability score).
If each convolutional kernel captures a specific

visual pattern, then each feature map of the final
layer will show where this visual pattern exists in
the image. We can thus imagine that the classi-
fication output depends on a weighted sum of all
the feature maps, with weights depending on the
importance each feature has for class c. So, the
Grad-CAM maps can be written as: Lc

Grad-CAM ∼∑︁
k α

c
kA

k.
What are the class-dependent weights ack? The

idea is that the gradients of the output score with
respect to the (i, j) pixel of the k−th feature map,
∂yc/∂Ak

ij , measures the effect of that pixel to the
classification score. Grad-CAM then proposes to
take the average of all pixels (also known as average
pooling) as that the weight for map k and class c
is:

ack =
1

Z

m∑︂
i=1

n∑︂
j=1

∂yc

∂Ak
ij

. (B.1)

Finally, a ReLU function is applied to the weighted
sum, to keep the positive regions, so we get:

Lc
Grad-CAM = ReLU

(︄
K∑︂

k=1

ackA
k

)︄
, (B.2)

which produces a localization map that retains the
spatial information present in the last convolutional
layer.
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