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Abstract - Denial of Service (DoS) is one of the common attempts 
in security hacking for making computation resources 
unavailable or to impair geographical networks. In this paper, 
we detect Denial of Service (DoS) attack from publicly available 
datasets using Logistic regression, Naive Bayes algorithm and 
artificial neural networks. The results from our experiments 
indicate that the accuracy, ROC curve and balanced accuracy 
of artificial neural network were higher than Naive Bayes 
algorithm and logistic regression for slightly imbalanced 
distribution dataset. 
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I. INTRODUCTION 

Denial of Service (DoS) attacks issue large number of 
requests directed to victim servers, which seem normal traffic 
but leading to the denial of access to services and resources 
for legitimate users. Existing network layer defense 
approaches such as firewall and Intrusion Detection System 
(IDS) are not applicable for detecting DoS attacks. A number 
of bots are available in the market that can automate DDoS 
attacks such as Dirtjumper [17]. Worst, DoS as a service is 
now currently available to mount attacks on legitimate entities 
[31]. Unfortunately, real-world DoS attacks are much more 
complex and almost always distributed in nature [24]. The 
early DOS attacks targeted on Yahoo!, eBay, and CNN in 
2000. DoS attacks have been mounted against various 
websites such as Sony Play Station [12] and bitcoin [11]. 

 The strategy of DOS attacks may be volumetric attacks 
which catch the bandwidth of the target server flooded with 
very high bits per second; Protocol-based attacks which 
capture the resources of the target server flooded with very 
high packages per second [23]. In recent years, with the rapid 
development of information technology and the progress of 
machine learning methods, researchers are committed to 
applying some machine learning methods to address 
cybersecurity challenges. Machine learning helps to find the 
normal traffic pattern and analyzes such attack patterns in 
network usage. In this paper, we apply three machine learning 
algorithms namely Naïve Bayes, Regression Analysis and 
Aritificial Neural Network (ANN) to differentiate normal 
network traffic from malicious DoS traffic.  

Naive Bayes Theorem is used in Naive Bayes classifier. 
The probabilities for each class in the given dataset is 
predicted and the highest probability is the prediction. This 
process is called Maximum A Posteriori (MAP). We assume 
everything is independent given the class label. Logistic 
regression is a classical classifier of supervised learning, 
which is widely used in data mining, diseases diagnosis and 
economic prediction. The output of logistic regression can 
predict the probability of a class. The advantage of logistic 
regression is that it has low time complexity and high 
interpretability. Regression analysis is a strong statistical 
method designed to explain the relationship between one or 
more variables of which is the dependent variable and another 
one is independent variable by using a mathematical formula 
[1]. Artificial Neural Networks (ANN) are the abstraction, 
simplification, and simulation of the human brain [2]. ANNs 
interpret sensory data through a machine that perceives, marks 
or clusters raw input. The patterns they recognize are digital, 
contained in vectors, and all real-world data, whether images, 
sounds, text or time series, must be converted into vectors [7]. 

The classification algorithm can be train from the training 
set and build into a model. Then the model is used to identify 
new samples. In the field of machine learning, No Free Lunch 
(NFL) theory [9] proves that all learning algorithms perform 
equally well on average across all possible data sets. The 
experimental results in our experiment show that there is no 
one algorithm can retain the greatest performance in all 
datasets. Therefore, it is an appropriate choice to select 
different algorithms according to different datasets. 

The challenge of applying ML algorithms is the 
Imbalanced datasets. An imbalanced dataset refers to the 
problem with classification problems where the distributions 
of classes are not equal. Imbalanced datasets are common in 
our daily life, such as DoS detection. Majority class refers to 
the data that has a large proportion in the examples. Usually 
the goal for imbalanced dataset is to detect the rare but 
important case [6]. We apply Naive Bayes, Logistic 
Regression and Neural Network classifier to denial of service 
attack with imbalanced dataset. Balanced accuracy is 
calculated as the average of the proportion corrects of each 
class individually. In this paper, we use the balance accuracy 
to analyze the performance of the three supervised algorithms 
on an imbalanced dataset and present some initial results on a 
publicly available dataset. 
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The rest of this article is organized as follows. Section II 
briefly introduces the related literature work. Section III 
introduces the DoS dataset we used in our experiment. Section 
IV discusses the classifier techniques. Section V provides the 
research results. Finally, Section VI concludes the paper.  

II. RELATED WORKS 

Yu et al. [25] suggest mitigating DoS attacks, specifically 
session flooding, by using trust management. The authors 
measured four specific parameters of trust for each user after 
every established connection. Measurements included short-
term trust, long-term trust, negative trust and misuse trust. All 
measures were combined to generate an overarching trust 
value that is used to determine if the user’s next request should 
be accepted or not. After evaluation, they concluded that their 
lightweight mechanism produced a negligible amount of 
computational cost and an acceptable overhead bandwidth 
based on the typical number of user sessions [25]. 

Tempesta is a framework developed by Krizhanovsky 
[26]. This framework is made up of a combined caching 
HTTP server and firewall. Among the objectives in this study, 
the author specifically outlines five goals. The framework 
should provide full access to all layers of the OSI model to 
allow for traffic classification, modification and systems for 
filtering. Another goal is to integrate the framework as a 
component of a Linux TCP/IP stack in hopes of handling 
short-term connections often used in Distributed DoS (DDoS) 
attacks. The framework should be closely intertwined with 
Linux security and netfilter subsystems. This is for classifying 
and blocking botnets and managing dynamic rules. Tempesta 
also mitigates web service overloads (common DDoS attacks) 
by using a reverse-proxy functionality. Lastly the author 
emphasizes the need to train classification algorithms and 
back-end servers on what normal HTTP messages or requests 
must contain so they are interpreted correctly by devices. 

In another study, Zolotukhin et al. present a method to 
detect several types of DoS attacks in a timely fashion [27]. 
In general, the focus is aimed at detecting application layer 
DoS attacks that use encryption protocols. The researchers 
utilize statistics to apply an anomaly-based detection 
approach to extracted network packets. None of the packets 
were decrypted, which is the main point. The authors want to 
detect and analyze attacks without decrypting the network-
level traffic specifically between a client and a web server. 
Conversations between clients and web servers are divided 
into clusters to create a model of a normal user’s behavior. 
Each conversation is characterized by four main parameters 
including the source IP address, the source port, the 
destination IP address and the destination port. The 
distribution of the conversations into clusters is examined 
using the stacked auto-encoder (one of many deep learning 
algorithms) and deviations are marked as anomalies. Their 
method was able to lower false positive rates to less than two 
percent [27]. 

Based on previous research the authors developed, a 
lightweight DDoS detection mechanism for web servers [28]. 
They used Transductive Confidence Machines for K-Nearest 
Neighbors (TCM-KNN) and selection methods based on 
genetic algorithm. The goal of the present research is to 
propose a more efficient instance selection method that works 

better for a real network situation and they call the Extend 
Fuzzy C-Means (E-FCM) algorithm. By utilizing the 
algorithm, the researchers reduced the time their mechanism 
takes by a factor of 4.2. However, the reduction in time comes 
at the cost of increasing the false positive rate.  

In order to monitor application layer DoS attacks against 
well-known websites, the authors of one study introduced a 
scheme based on document popularity. The authors suggest 
using an access matrix to discover any existing spatial-
temporal pattern of a typical surge in the number of webpage 
visitors. To abstract the matrix the researchers analyzed both 
principal and independent components. A model is developed 
to detect DDoS attacks based on the entropy of the 
document’s popularity. Their approach includes 
multidimensional data processing, the advantages of the 
Hidden Semi-Markov Model, computational complexity and 
the self-adapting scheme, among several parameters [29]. 

Flash events and denial-of-service (DoS) attacks both 
result in degraded web services. A flash event is a sudden 
peak in the number of visitors to a certain webpage and is 
considered to be normal, but flash events can keep webpages 
from functioning completely. The authors of the study suggest 
the use of enhanced content distribution networks (CDNs) to 
protect web sites. Through the use of traffic patterns, file 
reference characteristics and client characteristics, flash 
events are separated from DoS attacks. Authors of the study 
state that only about 80 percent of webpages are accessed 
during any one flash event and the enhanced CDN can help 
alleviate that percentage. Implementing an enhanced CDN 
distinguishes flash events from DoS attacks on a server [30]. 

Other researchers have made some comparisons between 
different algorithms for classification problems [13-16]. Wu 
Xingdong et al. 2007 [10], C.45, K-Means, compare the top 
10 data mining algorithms identified by the IEEE: SVM, 
Apriori, EM, Pagerank, AdaBoost, kNN, Naive Bayes, and 
CART. They provide descriptions of these algorithms and 
discuss their impact. Susi Marianingsih and Fitri 
Utaminingrum compared two algorithms (Support Vector 
Machine and Naive Bayes) in classification problem by 
evaluating their performance using precision, recall, f-
measure and accuracy. The result showed that Support 
Vector Machine classifier accuracy is better than Naive 
Bayes classifier. 

The Naive Bayes classifier is one of the oldest forms and 
methods used for the classification of binary indexes. The 
Naive Bayes classifier usually tends to be simple in the way it 
is being structured and its assumptions are also based on an 
unrealistic approach, the concept usually outweighs other 
techniques in terms of its proficiency [18]. Chan et al. [19] 
proposed revised Naive Bayes classifier to combat spam 
email attack, where each feature in the Naive Bayes classifier, 
additional weight based on the number of ham and spam 
containing the feature is added. The accuracy of the attacked 
samples of the proposed method is higher than the standard 
Naive Bayes classifier, especially when the degree of attack 
is quite large. The work did not focus on applying it for DoS 
attack detection and comparison of performance among 
classifiers. 
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Similarly, Support vector machines [20], content-based 
filtering employing Naive Bayesian classification, Support 
Vector Machine, K Nearest Neighbor, Neural Networks [21, 
22] have been explored for cybersecurity problems, except 
denial of service detection. 

III. DATASETS 

Our denial of service attack dataset is from Datahub. This 
dataset is a 10% stratified subsample of the data from the 1999 
ACM KDD Cup. This dataset used for The Third International 
Knowledge Discovery and Data Mining Tools Competition, 
which was held in conjunction with KDD-99 The Fifth 
International Conference on Knowledge Discovery and Data 
Mining [5]. The aim is to build a network intrusion detector, 
a predictive model that can distinguish between "bad" 
connections (intrusions or attacks) and "good" normal 
connections. 

 
Figure 1. Denial of Service dataset 

Figure 1 shows a snapshot of the dataset used in our work. 
This dataset includes numerical features and nominal features. 
41 features are used to describe the dataset such as duration 
length (number of seconds) of the connection [5]. We convert 
the categorical Variable into dummy variables due to scikit-
learn does not accept non-numerical features. 

 And we divide the dataset into training set and test set 
respectively. The training set of the dataset accounts for 75% 
of each total sample, and the test set accounts for 25% of each 
total sample. And then we also test 20% (Testing) / 80% 
(Training) and 30% (Testing) / 70% (Training). 

 

IV. METHODOLOGY 

A. Multinomial Naive Bayes 

The multinomial Naive Bayes classifier works well for 
word counts for text classification due to its discrete features. 
Multinomial Naive Bayes classifier assumes that a corpus of 
documents is generated by selecting a class [4]. Multinomial 
Naive Bayes assumes prior probability for polynomial 
distribution characteristics, namely the following type: 
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where  is conditional probability of each 
value of the j-dimensional feature of the kth category, mk is 
the number of samples in the training set with the output of 

class k. λ is constant value, we use (the default value) 1. 
Multinomial Naive Bayes’parameters is more than Gaussian 
Naive Bayes, but also only just three altogether. 
 

B. Logistic Regression 

Logistic regression is a linear model for binary 
classification problems. A linear combination of the product 
of the independent variable (x1, x2, x3, … xn) and its 
corresponding weight (w1, w2, w3, … wn) and put these into the 
sigmoid equation which is used to restrict the output to an 
interval between 0 and 1. The output is expressed as the 
probability of the event happen. The sigmoid function is 
defined in Eq. 2.  
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Where, h is the linear combination of the product of the 
independent variable (x1, x2, x3, … xn) and its corresponding 
weight (w1, w2, w3, … wn), defined in Eq. 3. 
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This probability can be interpreted as: given these 
independent features (x1, x2, x3, … xn) multiplied by the 
weight w, the probability that the sample belongs to category 
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obtain the following formula: 

f(n)= {1 if S(h) > threshold                      (4) 

       0 otherwise 

       }  

where, threshold we usually set it to 0.5. 

Many applications do not just want a class label, they 
want to figure out the probability of belonging to a category. 
Logistic regression models do a good job for that purpose. The 
purpose of our logistic regression model is to find the best 
values of these weights to maximize the probability of our 
sample data.  

Suppose we are given the sample features (x1, x2, x3, … 
xn), the likelihood function is defined in Eq. 5. 

)|,...,,,()( 321 wxxxxfwl n=                    (5) 

If these features (x1, x2, x3, … xn) are independent of each 
other. The likelihood function can be simplified as in Eq. 6. 
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However, if we have a lot of features, in this case, by 
multiplying a lot of terms, which are usually very small, the 
probability function becomes very small. As a result, we 
should use the log probability function. First, if the 
probability is very small, it can prevent potential numerical 
underflow. Second, we convert the product to the sum, which 
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makes it easier to find the derivative of the function. Third, 
the log function is monotone, maximizing the value of the 
probability function is same as maximizing the value of the 
log probability function. The formula of the log probability 
function is as follows: 
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So, we can use the probability function to define the 
weight w as follows: 
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And we apply this to log probability function, the 
formula is defined in Eq. 9. 
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Our goal is to maximize the log probability function and 
find an optimal weight w. We can use the gradient descent 
algorithm to minimize this function by putting a minus sign 
in front of the log probability function. The cost function of 
logistic regression is: 
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Where S is sigmoid function (Eq. 2), n is the size of samples, 
h is hypothesis function. 

C. Artificial Neural Networks (ANN) 

ANN (Figure 2) includes layers and each layer is made 
up of nodes. A node is a place for calculation, loosely 
modeled on a neuron in the human brain that is activated 
when given enough stimulation. The node combines the input 
of the data with a set of coefficients or weights that can 
amplify or weaken the input, thereby assigning importance to 
the input of the task to be learned by the algorithm [7] (e.g., 
most useful input to classify data without errors). These 
inputs weighted products are summed, and then through a 
node's so-called activation function, to determine whether 
and to what extent the signal should further influence the 
final result, such as classification behavior, through the 
network. If the signal passes, the neuron is activated. The 
nodal layer is a row of neuron-like switches that turn on and 
off as input passes through the network. The output of each 
layer is also the input of the subsequent layers, starting from 
the initial input layer that receives the data. 

 
Figure 2. Artificial Neural Network 

For our experiment, we have 3 hidden layers with 20 nodes 
respectively (Figure 2). And the output layer has 2 outputs 
because our classification problem is binary.  

Activation Functions: The activation function determines 
the output, based on its input. We usually use Relu function 
(Eq. 11) in our Hidden layer, and the softmax function (Eq. 
12) to our output layer.  
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V. EVALUATION 

 We use the Google open source CoLab collaborative 
learning platform [8] for analyzing three algorithms on denial 
of service dataset. We evaluate the dataset with the 3 
algorithms. For the denial of service dataset, true positive 
means that positive examples are correctly assigned to the 
positive class. In this dataset, it means this website is normal. 
True negative refers to the negative examples correctly 
predicted to the negative class. It means this website is 
attacked by hacker.  

False positive means that the algorithm is incorrectly 
considered negative examples as positive examples. In other 
words, when a sample is normal, the algorithm mistakenly 
places the bad connection website in the normal website 
categories. False negative is defined as positive examples 
wrongly allocated to negative class. It means the sample 
website is normal; however, the algorithm misjudged this 
website is impaired. 

The confusion matrix for the dataset is shown in Table 1, 
2 and 3 for different split of training and testing datasets. We 
could judge the first model by its overall accuracy, which 
works well for most datasets. However, the accuracy might 
be insufficient to reflect the performance of a model in 
imbalanced dataset. So, we use balanced accuracy to 
determine whether an algorithm is a good algorithm. 

 
In the above equation, TP is true positive, FP is false 

positive. TN is True Negative (TN), FN is False Negative 
(FN). The higher the balance accuracy is, the more the 
classification is put into the right place. The balanced 
accuracy analysis is shown in Table 4. Here, we find that 
Neural Network outperforms Naive Bayes and Logistic 
Regression. 

FN)))/2+(TN/(TN+FP))+((TP/(TP =accuracy  Balanced



5 
 

  

 

 

The Receiver Operating Characteristic (ROC) curves in 
Figures 3, 4, and 5 show the performance of denial of service 
detection for various training and testing dataset split. Neural 
networks algorithm performed better than logistic regression 
and Naive Bayes algorithm. Therefore, Neural Network 
algorithm can better classify this denial of service dataset. 

Table 4: Balanced Accuracy and comparison with Naive 
Bayes, Logistic Regression, and Neural Network. 

Dataset split  Logistic 
Regression 

Naive Bayes Neural 
Network 

(75%/25%) 0.99671067 0.97924370 0.99876951 

(70%/30%) 0.99665683 0.97887415 0.99855692 

(80%/20%) 0.99664646 0.98480778 0.99876402 

 

 

 

 

Figure 3: ROC curve for DoS detection (75%training, 25% 
testing) 

 

Figure 4: ROC curve for DoS detection (70%training, 30% 
testing) 

 
Figure 5: ROC curve for DoS detection (80%training, 20% 

testing) 

Table 1: Confusion matrix of Denial of Service dataset (75%training, 25% testing) 

Logistic Regression Naive Bayes Neural Network 

Predicted:N
o 

Predicted:Yes N=123505 Predicted:
No 

Predicted:Yes N=123505 Predicted:No Predicted:Yes N=123505 

24281 111 Actual:No 23722 670 Actual:No 24346 46 Actual:No 

201 98912 Actual:Yes 1392 97721 Actual:Yes 57 99056 Actual:Yes 

Table 2: Confusion matrix of Denial of Service dataset (70%training, 30% testing) 

Logistic Regression Naive Bayes Neural Network 

Predicted:
No 

Predicted:Yes N=148206 Predicte
d:No 

Predicted:Yes N=148206 Predicted:No Predicted:Yes N=148206 

29218 137 Actual:No 28521 834 Actual:No 29287 68 Actual:No 

240 118611 Actual:Yes 1645 117206 Actual:Yes 68 118783 Actual:Yes 

Table 3: Confusion matrix of Denial of Service dataset (80%training, 20% testing) 

Logistic Regression Naive Bayes Neural Network 

Predicted:
No 

Predicted:Yes N=98804 Predicte
d:No 

Predicted:Yes N=98804 Predicted:No Predicted:Yes N=98804 

19473 102 Actual:No 19252 323 Actual:No 19546 29 Actual:No 

155 79074 Actual:Yes 1100 78129 Actual:Yes 63 79166 Actual:Yes 
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Table 5: AUROC comparison with Naive Bayes, Logistic 
Regression, and Neural Network. 

Dataset split  Logistic 
Regression 

Naive Bayes Neural 
Network 

(75%/25%) 0.979 0.997 0.999 

(70%/30%) 0.979 0.997 0.999 

(80%/20%) 0.996 0.985 0.999 

 

Table 6: Running time comparison with Naive Bayes, 
Logistic Regression, and Neural Network. 

Dataset split  Logistic 
Regression 

Naive Bayes Neural 
Network 

(75%/25%) 8160ms 551ms 41200ms 

(70%/30%) 7310ms 567ms 39300ms 

(80%/20%) 8220ms 500ms 44400ms 

 

Table 5 compares the Area Under the ROC (AUROC). It 
is used for classification analysis to determine which models 
are used to best predict categories. Here, the true positive rate 
and false positive rate are plotted. The closer the AUC of the 
model is to 1, the better. Therefore, the model with higher 
AUC is better than the model with lower AUC. In our 
experiment, artificial neural network has the largest value, so 
it is the best model to detect this dataset. 

We compare the runtime performance of the three models. 
As can be seen from Table 6, artificial neural networks need 
to spend more time on training, logistic regression is 
moderate, Naive Bayes spend the shortest time, but the 
accuracy is not as good as the other two machine learning 
algorithms. 

VI. CONCLUSION 

Security threats are evolving and getting more hidden and 
complicated. Detecting malicious security threats and attacks 
have become a huge burden to cyberspace. We should apply 
proactive prevention and early detections of security 
vulnerabilities and threats rather than patching security holes 
afterwards. To analyze large amount of data to find out 
suspicious behaviors, threat patterns, and vulnerabilities and 
to predict and prevent future cybersecurity threats are a 
challenge. Machine Learning (ML) is a powerful instrument 
to take up such challenge. 

In this paper, we used dataset to classify denial of service 
attack by using Naive Bayes algorithm, artificial neural 
networks and logistic regression and compare their 
performance. The experimental results show that the neural 
network algorithm performed better than logistic regression 
and Naive Bayes algorithm in the dataset with slightly 
imbalanced distribution. 
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