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Abstract
The role of negative hydroxyl ions in liquid-phase plasma discharge formation is investigated
using an inhouse modeling framework. Two tunneling sources for electrons are
considered—tunneling ionization of water molecules and tunneling detachment of negative
hydroxyl ions together with additional reaction steps. The simulations are conducted for a
needle-like powered electrode with two different nanosecond rise time voltage profiles—a
linear and an exponential rise. Both the profiles have a maximum voltage of 15 kV. The
predictions show that the electron detachment, which has a much lower threshold energy
requirement, provides a stream of electrons at low applied voltage during the initial rise time.
The electrical forces from the electron detachment process generate stronger compression but
a weaker expansion regime in the liquid resulting in ∼40% increase in the density and only
∼1% decrease. The electron detachment tunneling process is found to be not limited by the
electric field, but rather by the availability of negative hydroxyl ions in the system and ceases
when these ions are depleted. The tunnel ionization of water molecules forms the electron
wave at a higher applied voltage, but the resulting peak electron number density is typically
six orders of magnitude larger than the detachment tunneling. The higher electron number
density allows the recycling of depleted negative hydroxyl ions in the system and can
reestablish tunneling detachment. In addition, the system experiences a larger variation in
density; specifically, a decrease in density due to tunnel ionization. The prediction also shows
that irrespective of the initial electron sources (i.e. tunnel ionization or tunnel detachment) the
reduced electric field is not sufficient enough to allow electron impact ionization to be active
and make a significant contribution. Path flux analysis is conducted to determine the kinetics
responsible for the recycling of the negative hydroxyl ions.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Plasma discharges in liquids is a relatively new field [1]. These
discharges have attracted a lot of attention in recent years
due to their distinctive properties—highly non-equilibrium
nature, ultrahigh density, high reactivity and unique chemical

∗ Author to whom any correspondence should be addressed.

selectivity. These discharges offer a plethora of new physi-
cal and chemical effects resulting in exotic reactions in the
liquid phase and gas–liquid interfaces at room temperature,
which drive the inception of several novel technologies. In
recent years, the applications of non-thermal interfacial plas-
mas have increased exponentially, driven by breakthroughs in
biological and biomedical technologies [2], material/particle
synthesis [3], plasma supported electrolysis [4, 5], fuel reform-
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ing [6] and waste water treatment [7]. Canonical well-defined
experiments have been conducted to understand the initia-
tion process of liquid-phase plasma discharges [2]. To sup-
press ohmic heating and associated phase change in most
experiments, high voltage with fast rise times is used. In
addition, limiting the pulse rise and duration/length time to
a few nanoseconds supposedly minimizes the fluid interac-
tion near the vicinity of the electrode. The inertia of the
fluid is too high to respond to the fast voltage rise and the
short pulse duration. Experimental characterization of these
nanosecond liquid-phase plasma discharges has been con-
ducted by various groups [8–12]. Despite the large number of
experimental studies, modeling and simulations on this topic is
limited.

The mechanism responsible for plasma initiation in liq-
uid medium varies depending on the type of the discharge [9,
13–15] and, as a result, remains a topic of contention. The two
mechanisms that are generally highlighted for the electrical
breakdown in liquids are electron multiplication in the liq-
uid phase and breakdown associated with low-density regions
in the liquid acting as nucleation sites. Many processes have
been identified that could result in the formation of the low-
density region in the liquids—Joule heating contributing to
localized evaporation [16], electrostrictive effects causing the
liquid to rupture and form nanovoids under high and fast rising
electric fields when the absolute value of the negative pres-
sure is greater than 30 MPa (cavitation threshold) [17], and
pre-existing bubbles near the powered electrode due to pos-
sible degassing [18]. For electron multiplication in the liquid
phase, the density of the medium is so high that the creation
of a typical electron avalanche by satisfying the Townsend
criterion is very unlikely due to the strong scattering of the
electrons. Field-dependent ionization through Zener tunneling
has been proposed as the possible source of ionization and
breakdown in transformer oils [19], a concept which has been
extended to describe breakdown in liquid water as well [20,
21]. The recent experimental study conducted by von Keudell
and his group [15] is supportive of the field-ionization-driven
breakdown.

Field-ionization-driven breakdown of liquid water is
underpinned by the concept that the lack of strong lattice
structure in liquids allows ionization of water molecules
through the Zener tunneling process which is possible at
lower threshold values [22]. However, Shneider and Pekker
[23] suggest that the probability of electron detachment from
negative OH−

aq ions, is higher than the probability of field
ionization of water molecules and this detachment can also
take place at a lower energy barrier. The field dependent
ionization of a water molecule is generally expressed by the
following formula [20, 21]:

ZH2Oaq (E) = nH2Oaq

q|E|d
h

exp

(
−medπ2Δ2

q|E|h2

)
, (1)

where nH2Oaq is the number density of water, q is the electron
charge, E is the electric field, d is the molecular separation
distance, h is Planck’s constant, me is the effective electron
mass and Δ (4 eV) is the ionization energy barrier for water.
It should be noted that due to limited theoretical studies on

Figure 1. A schematic presentation and comparison of rate constants
of field-dependent ionization of H2Oaq and tunneling detachment of
electrons from OH−

aq as a function of electric field magnitude.

liquid-phase ionization processes, the Zener mechanism of
ionization of liquid water and the adopted parameters for
calculating the probability of tunneling are a hypothesis.

The tunneling detachment of electrons from OH−
aq ions can

be expressed in the following form [23]:

ZOH−
aq
(E) = nOH−

aq

πA2q|E|√
2Inme

exp

(
−4
3

√
2me

qh
I3/2n

|E|

)
, (2)

where nOH−
aq
is the number density of OH−

aq ions in the liquid,
and In is the affinity energy of an electron in a negative ion
(1.85 eV). The coefficient A ∼ 1 depends on the shape of the
potential well.

Figure 1 compares the rate of electron formation from
H2Oaq and OH−

aq through the tunneling process. Even though
the ionization energy barrier is significantly lower (4 eV) in the
tunneling process, an even lower threshold energy for the tun-
neling detachment allows electron formation from OH−

aq to be
effective at a lower electric field. An obvious question arises:
are there sufficient OH−

aq available in the liquid phase to par-
ticipate in the electron? OH−

aq ions are present in water due
to the self-ionization equilibrium reaction, H2Oaq �H+

aq +

OH−
aq. Under ambient conditions (i.e. atmospheric pressure

and 298 K), the self-ionization reaction can result in an equi-
librium ion density of nH+

aq
= nOH−

aq
= 6× 1019 m−3 in dis-

tilled water. Shneider [23] infers that the number of electrons
formed by field detachment from OH−

aq ions in a cubic micron
of water in 1 ns is ∼ne > 15 and proposes that seed elec-
trons for the liquid-phase breakdown can be generated through
this route. However, in their estimation they have only con-
sidered the existing equilibrium OH−

aq ions and subsequent
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Table 1. Different species considered in the modela.

Electrons e, eaq

Ions H+, H−, OH−, O−, H2O+, OH−
aq, O

−
aq, O

−
2,aq, O

−
3,aq, H2O+

aq , HO
−
2,aq, H3O+

aq

Neutrals H, H2, OH, Haq, H2,aq, OHaq, Oaq, O2,aq, O3,aq, H2Oaq, HO2,aq, H2O2,aq

aaq: aqueous.

generation of OH−
aq driven by an external electric field; associ-

ated electron and charged species kinetics are neglected. In the
presence of a strong field, the number of electrons generated
through this channel may increase significantly. Furthermore,
the fast rate of electron detachment from OH−

aq suggests that
under electrical pulses that have a few nanoseconds rise and
decay time, the OH−

aq concentration can decrease and recycling
pathways could contribute to the replenishment of the OH−

aq
ions.

In this work, a previously developed mathematical mod-
eling framework together with an extended kinetic model is
employed to simulate the plasma discharge formation in liq-
uid water. The primary objective of this study is to investigate
the role of both ionization and detachment of electrons due to
Zener tunneling and its overall impact on the initial stage of the
plasma discharge development. To be consistent with our prior
work, we studied two different voltage-driving conditions: a
linear and an exponential ramp(s).

2. Mathematical model

The mathematical model consists of the fluid dynamic
equations of the mass, momentum and energy conserva-
tions for the bulk medium in compressible form, species
conservation equations for each of the species considered
(electrons, positive ions, negative ions, radicals and neutrals)
and the Poisson’s equation for the electric field. A local
field approximation is employed to determine the electron
temperature as a function of the reduced electric field (|E|/N).
A brief description of the model is provided here, and details
are reported in [21].

The mass, momentum and energy conservation of a com-
pressible Newtonian fluid is described by the following
equations:

∂ρ

∂t
+∇ · (ρU) = 0, (3)

∂ρU
∂t

+∇ · (ρU · U) = μ∇2U−∇p+ F, (4)

∂ρEtot

∂t
+∇ · (ρUEtot)+∇ · (Up)

= −∇ · q+∇ · (τ · U)+ Jion · E, (5)

where ρ is the liquid density, U is the velocity vector, μ is the
viscosity, p is the hydrodynamic pressure and F is the electri-
cal force vector. In the energy conservation equation Etot is the
total energy,q is the conductiveheat flux, τ is the viscous stress
tensor and Jion is the ion current density. The electric force
vector F includes the contribution of electrostatic, polarization

and electrostrictive ponderomotive forces. The Tait equation
of state [24] is used to relate the pressure to the density of
water.

The general species transport equation employed has the
following form:

∂nk
∂t

+∇ · (nkU)+∇ · (±μkEnk) = ∇ · (Dk∇nk)+ ṅk, (6)

where nk is the number density of the kth species, μk and Dk

are the mobility and the diffusion coefficient for kth species,
respectively, and ṅk is the source term. The species transport
equation also considers the flux of species due to the bulk fluid
motion. It should be noted that for neutrals and radicals the
drift flux is not considered.

Assuming the liquid medium is a dense gas, the elec-
tron mobility and diffusivity are obtained as a function of
the reduced electric field |E| /N from the solution of a
zero-dimensional Boltzmann equation [25]. The diffusion
coefficient of solvated electrons (eaq) is prescribed to be
4.74 × 10−9 m2 s−1 [26] and the mobility is obtained from
the Einstein relationship.

Diffusion coefficients of the ions are determined using the
Nernst–Einstein equation [27]:

Dk =
RT
z2kF

2
, (7)

where R is the gas constant, T is the temperature, Zk is the
charge number, F is Faraday’s constant and Λ0

m,k is the limit-
ing molar conductivity of the ion. The diffusion coefficients
are used to determine the ion mobility using the Einstein
relationship.

The diffusivity of the neutrals and radicals are estimated by
employing the Stokes–Einstein equation [28]:

Dk =
kBT
6πμr0

, (8)

where kB is Boltzmann’s constant, μ is the solvent viscosity
and r0 is the solute radius.

Standard no-slip and zero-gradient boundary conditions are
utilized for velocity and density, respectively, at all the bound-
aries. For the energy equation, an adiabatic wall boundary con-
dition is prescribed. The electric potential at the groundedelec-
trode is set to zero and a time varying potential representative
of a nanosecond pulse is prescribed at the powered electrode.
Flux boundary conditions are used for species at the elec-
trodes and a secondary electron emission coefficient of 0.01 is
set [21].

3



Plasma Sources Sci. Technol. 30 (2021) 065025 A C Aghdam and T Farouk

Table 2. The water reaction mechanisma.

# Reaction Rate Reference

R1 H2Oaq → H2O+ + e ZH2O
(
|E|

)
[20]

R2 OH−
aq → OH+ e ZOH

(
|E|

)
[23]

R3 e+ H2Oaq → OH− + H f (|E|/N) [30]
R4 e+ H2Oaq → H2 + O− f (|E|/N) [30]
R5 e+ H2Oaq → OH+ H− f (|E|/N) [30]
R6 e+ H2Oaq → H2O+ + 2e f (|E|/N) [30]
R7 H2O+ + e→ H2Oaq 1.0× 10−19 [20]
R8 e+ H2Oaq → eaq + H2Oaq 3.3× 10−18 [29]
R9 H+ H2Oaq → Haq + H2Oaq 5.0× 10−21 [29]
R10 H2 + H2Oaq → H2,aq + H2Oaq 5.0× 10−21 [29]
R11 O− + H2Oaq → O−

aq + H2Oaq 5.0× 10−21 [29]
R12 OH+ H2Oaq → OHaq + H2Oaq 5.0× 10−21 [29]
R13 H+ + H2Oaq → H3O+

aq 5.0× 10−21 [29]
R14 OH− + H2Oaq → OH−

aq + H2Oaq 5.0× 10−21 [29]
R15 H2O+ + H2Oaq → H2O+

aq + H2Oaq 5.0× 10−21 [29]
R16 eaq + H2Oaq → Haq + OH−

aq 3.2× 10−26 [29]
R17 eaq + H2O+

aq → Haq + OHaq 1.0× 10−15 [29]
R18 2eaq + 2H2Oaq → H2,aq + 2OH−

aq 9.1× 10−18 [29]
R19 eaq + Haq + H2Oaq → H2aq + OH−

aq 6.9× 10−44 [29]
R20 eaq + OHaq → OH−

aq 5.0× 10−17 [29]
R21 eaq + O−

aq + H2Oaq → 2OH−
aq 6.1× 10−44 [29]

R22 eaq + H3O+
aq → Haq + H2Oaq 3.8× 10−17 [29]

R23 eaq + H2O2,aq → OHaq + OH−
aq 1.8× 10−17 [29]

R24 eaq + HO−
2,aq + H2Oaq → OHaq + 2OH−

aq 9.7× 10−45 [29]
R25 eaq + O2,aq → O−

2,aq 3.2× 10−17 [29]
R26 eaq + Oaq → O−

aq 3.2× 10−17 [29]
R27 Haq + H2Oaq → H2,aq + OHaq 1.7× 10−26 [29]
R28 Haq + Haq → H2,aq 1.2× 10−17 [29]
R29 Haq + OHaq → H2Oaq 1.2× 10−17 [29]
R30 Haq + OH−

aq → eaq + H2Oaq 3.7× 10−20 [29]
R31 Haq + H2O2,aq → OHaq + H2Oaq 1.5× 10−19 [29]
R32 H2,aq + H2O2,aq → Haq + OHaq + H2Oaq 1.0× 10−20 [29]
R33 Haq + O2,aq → HO2,aq 3.5× 10−17 [29]
R34 Haq + HO2,aq → H2O2,aq 1.7× 10−17 [29]
R35 Oaq + H2Oaq → 2OHaq 2.2× 10−23 [29]
R36 Oaq + O2,aq → O3,aq 5.0× 10−18 [29]
R37 OHaq + OHaq → H2O2,aq 9.1× 10−18 [29]
R38 OHaq + O−

aq → HO−
2,aq 3.3× 10−17 [29]

R39 OHaq + H2,aq → Haq + H2Oaq 7.0× 10−20 [29]
R40 OHaq + OH−

aq → O−
aq + H2Oaq 2.2× 10−17 [29]

R41 OHaq + HO2,aq → H2Oaq + O2,aq 1.0× 10−17 [29]
R42 OHaq + O−

2,aq → OH−
aq + O2,aq 1.3× 10−17 [29]

R43 O−
aq + H2Oaq → OH−

aq + OHaq 3.0× 10−21 [29]
R44 O−

aq + H2,aq → OH−
aq + Haq 1.3× 10−19 [29]

R45 O−
aq + H2O2,aq → O−

2,aq + H2Oaq 8.3× 10−19 [29]
R46 O−

aq + HO−
2,aq → O−

2,aq + OH−
aq 6.6× 10−19 [29]

R47 O−
aq + O2,aq → O−

3,aq 6.0× 10−18 [29]
R48 O−

aq + O−
2,aq + H2Oaq → 2OH−

aq + O2,aq 1.7× 10−45 [29]
R49 OHaq + H2O2,aq → H2Oaq + HO2,aq 4.5× 10−20 [29]
R50 OHaq + HO−

2,aq → OH−
aq + HO2,aq 1.2× 10−17 [29]

R51 H2O
+
aq + H2Oaq → H3O

+
aq + OHaq 1.0× 10−23 [29]

R52 H3O+
aq + OH−

aq → Haq + OHaq + H2Oaq 1.0× 10−16 [29]
R53 HO2,aq + H2Oaq → H3O+

aq + O−
2,aq 3.3× 10−24 [29]

R54 H3O+
aq + O−

2,aq → HO2,aq + H2Oaq 1.0× 10−25 [29]

aReaction rate constants: m3 s−1 (first-order reactions) and m6 s−1 (second-order
reactions).
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3. Kinetic model

The kinetic model contains both electron-induced and heavy
particle reactions. The model consists of 26 species and 54
reactions. Table 1 provides an overviewof the different species
taken into account, and the reactions considered are summa-
rized in table 2. Reactions R1 and R2 correspond to ioniza-
tion of H2Oaq and OH−

aq by the tunneling process, respectively,
and the associated reaction rates are described in equations
(1) and (2). R3–R5 are dissociative attachment reactions, R6
is electron impact ionization, R7 is the electron–ion recom-
bination reaction and R8–R15 are reactions associated with
solvation of electrons and ions. Reactions involving solvated
electrons participating in the liquid phase are considered as
they do contribute to the formation of heavy particle charged
species—more specifically OH−

aq that allows electron multi-
plication through the tunneling process. R16–R54 represent
aqueous reactions.

The rates for R3–R6 are calculated from gas-phase cross-
section data employing a dense gas approximation.These reac-
tion rates are determined using the zero-dimensional Boltz-
mann equation solver BOLSIG+ over a range of reduced elec-
tric (|E| /N) and tabulated in the form of lookup tables. Rates
for the solvation and aqueous reactions are obtained from [29].
It should be noted that the chemical kinetic model is devel-
oped for deionized, distilled water with no dissolved gases
(e.g. nitrogen, oxygen).

4. Numerical scheme

The numerical scheme for solving the governing equations is
based on the finite volume approach. The sets of equations are
assembled and solved within the OpenFOAM framework [31].
The discretized equations are solved in a sequential manner.
Details on the numerical schemes used for the flow field and
species are presented in our prior publication [21]. Here, we
present some of the newer implementations.

The rate constants of reactions can be a function of |E|,
|E| /N or can be a constant value. Generally, the electrical
field cannot be assumed constant at each time step. There-
fore, components of the electric field vector are assumed to
vary in each cell in a linear fashion over each time step, i.e.
E j(t) = c jt + d j, j = x, y, z; where j is the components of the
electric field vector. Values of c j are calculated by using the
values ofE j at two consecutive times. The differential equation
is then obtained as:

d|E|
dt

=
d|E|
dEx

dEx
dt

+
d|E|
dEy

dEy
dt

+
d|E|
dEz

dEz
dt

=
∑
j

c j
E j

|E| =
∑
j

c j
(
c jt + d j

)√∑
k(ckt + dk)2

j, k = x, y, z.

(9)

The initial value problem to be solved can be represented
in the following vector format:

y′ = f(y) =

⎡
⎢⎢⎢⎢⎢⎣

dn0/dt
dn1/dt

...
dnNs−1/dt
d |E| /dt

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ṅ0
ṅ1
...

ṅNs−1∑
j

c j
E j(t)
|E(t)|

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (10)

where the vector of unknowns is y = [n0, n1, . . . , nNs−1, |E|]T .
In our prior simulationwork,we only considered three reac-

tions, all of which had very similar time scales. In this work,
we considered a kinetic scheme that has reactions that possess
significantly different time scales and therefore contribute to
the ‘stiffness’ of the problem. ‘Stiffness’ does not allow the
forward integration to converge in a reasonable computational
time. To overcome this difficulty, an operator splitting method
is employed. In the splitting scheme, the governing equation
is split into sub-equations, usually with each having a sin-
gle operator capturing only a portion of the physics present,
and each is integrated separately and sequentially in time to
advance to the next time step [32]. This allows the reaction
source terms to be resolved with specialized solvers for stiff
problems while maintaining a simple integration scheme for
the transport terms. A brief and general outline of the splitting
scheme is provided here.

In a general form, a time-dependent reaction–transport sys-
tem can be described by the following nonlinear ordinary
differential equation [32]:

dr
dt

= S(r)+M(r, t), (11)

where r is the vector of dependent variables (here, species
number densities and electric field), S(r) is the vector of rates
of change of r due to chemical reactions andM(r, t) is the vec-
tor of rates of change of r due to transport processes. Equation
(11) is discretized in increments of Δt, and the integration
in time is then performed using the Strang splitting scheme
[33]. The splitting scheme separates the reaction term from the
transport process and the numerical integration is performed in
three sub-steps.

In sub-step 1, the reaction terms are integrated over a time
interval ofΔt/2 by solving:

dra

dt
= S(ra). (12)

The initial condition ra(0) is taken to be the final state r
from the previous time step, and the solution to equation (12)
is denoted by r(Δt/2).

In sub-step 2, the transport terms are integrated over a time
intervalΔt by solving:

drb

dt
= M(rb, t). (13)
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The initial condition rb(0) corresponds to the final state
of the system from the previous sub-step, ra(Δt/2), and the
solution to equation (13) is denoted by rb(Δt).

In the final sub-step (sub-step 3), an integration identi-
cal to sub-step 1 is performed taking the rb(Δt) as the ini-
tial condition. At the completion of this sub-step, the final
state of the system is given by rc(Δt/2). This is the solu-
tion at the end of the current time step and serves as the
initial condition for the next time step. It can be shown
that if each of the three sub-steps in the above splitting
procedure is solved with at least second-order accuracy in
time, the Strang splitting scheme maintains a second-order
accuracy [32].

In the proposed solutionmethod, the integration of the reac-
tion terms (sub-steps 1 and 3) is performed with an implicit
backward differentiation formula (BDF) widely used for the
integration of stiff reactive systems. The SUNDIALS (suite
of nonlinear and differential/algebraic equation solvers) solver
package [34] which has a variable-order, variable-step, multi-
step ODE solver based on BDF is coupled to the Open-
FOAM solver. To solve the reaction terms, the CVODE solver
from SUNDIALS is employed. In each flow time step inte-
gration (i.e. the step taken to solve the flow field, elec-
tric potential, etc) equation (10) is solved twice according
to the Strang splitting procedure. BDF integration with the
SPGMR (scaled, preconditioned, generalized minimum resid-
ual) linear solver is used in all calculations. Internal numer-
ical approximation of the Jacobin matrix by SUNDIALS
is used. Iterations are performed until a desired residual is
attained.

5. Results and discussion

Simulations are conducted for a curved electrode configura-
tion with two different voltage profiles—a linear ramp and a
rapid pulse. A maximum voltage of 15 kV is considered. The
sharp needle-like electrode is represented as a prolate ellip-
soid with a radius of the electrode tip of 5 μm, and a ratio of
the major to small semiaxis as 5. The electrode configuration
has a minimum inter-electrode separation distance of 60 μm.
A schematic of the computational domain and the temporal
voltage profiles are presented in figure 2. The computational
domain and applied voltage profiles are identical to the one
used in our previous work [21]. To differentiate the role of
electron source terms in the initiation process, three cases are
simulated:

(a) Case I: electrons formed through ionization of water
molecules via the Zener tunneling mechanism (all reac-
tions in table 2 except R2).

(b) Case II: electrons formed through detachment from neg-
ative hydroxyl ions via the tunneling mechanism (all
reactions in table 2 except R1).

(c) Case III: electrons formed through a combination of ion-
ization of water molecules and detachment from hydroxyl
ions via the tunneling mechanism.

The cases are determined by isolating the two differ-
ent electron sources forming through the tunneling process
(i.e. reactions R1 and R2) reactions to determine their indepen-
dent role in the plasma dynamics. Impacts of both sources are
simultaneously considered in case III to assess the combined
effect. For these three cases both the linear and exponential
ramp referred to as a ‘pulse’ are simulated.

Figures 3 and 4 present the spatiotemporal evolution of the
axial velocity and density along the center line. For case I, both
the linear ramp and pulse result in a flow reversal, which takes
place at ∼3 ns. At t > 3 ns a traveling wave front emerges
with peak velocity of∼180 m s−1 and∼220 m s−1 for the lin-
ear ramp and pulse, respectively, maintaining a subsonic flow
field. The variation in the center line density profiles for case
I (figures 4(a) and (d)) shows that the density undergoes sharp
variations. The compression and expansion regions are initi-
ated at 3.50 ns with a sub-micron low-density region near the
electrode surface followed by a high-density region. The den-
sity decreases and increases by ∼12% and 15%, respectively.
For the pulse, the low-density region extends further down-
stream (figure 4(d)). These velocity and density profiles are
qualitatively similar to our prior work in which a three-step
kinetic mechanism was considered, which included field ion-
ization through the Zener tunneling process [21]. For case II,
havingOH−

aq as the only ionization source (figures 3(b) and (e))
generates a distinctively different velocity distribution. The
positive velocity region (i.e. the regionwherefluidmoves away
from the powered electrode) does not appear when OH−

aq are
the only source of the initial electrons. The velocity magnitude
is similar to the case I condition. Electron detachment through
tunneling results in neutral OH in the system and, unlike the
H2O ionization route, no positive charge is produced. As a
result, the electrostatic force (Fes) is low when electrons are
detached from OH−

aq during the initial stage (figure 5(b)). The
flow field for case II is predominantly dictated by both the
polarization (Fpol) and ponderomotive (Fpon) forces, unlike for
case I in which all of Fes, Fpol and Fpon have significant con-
tributions. With initial electrons formed only through tunnel-
ing detachment, a compression wave near the powered elec-
trode is formed (figures 4(b) and (e)). The density increases
by ∼40% as a result of compression. Unlike case I, in which
a traveling compression is observed, in case II the compres-
sion region remains anchored to the powered electrode. The
associated expansion results only in less than ∼1% and ∼5%
decrease in density for a linear ramp (figure 4(b)) and pulse
(figure 4(e)), respectively. The electron tunneling detachment
forms extremely small low-density regions spatially, where the
decrease in the density is also very minimal. The velocity and
density profiles in the presence of both tunneling ionization
and detachment (i.e. case III) are mainly dictated by the tunnel
ionization process. Both the center-line velocity and density
distribution (figures 3 and 4(c) and (f)) are very much similar
to that of the profiles in case I.

The evolution of the electron number density (ne) and OH−
aq

under the linear ramp conditions are presented in figure 5.
The spatiotemporal evolution shows that due to lower thresh-
old energy, the free electrons from OH−

aq detachment (case
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Figure 2. (a) A schematic of the problem geometry, and (b) the transient voltage profiles employed at the powered electrode.

Figure 3. Temporal evolution of the centerline axial velocity for case I (a) and (d), case II (b) and (e) and case III (c) and (f). Viewgraphs in
the top row (a)–(c) are for the linear voltage ramp and those in the bottom row (d)–(f) are under the pulsed profile.

II) are formed at earlier times compared to the H2O tun-
nel ionization channel (case I). At t = 1 ns, as the driving
voltage reaches 3 kV, the maximum ne formed by reaction
R2 is around 5 × 1018 m−3 and a propagating wave of ne
emerges near the vicinity of the powered electrode. In compar-
ison, when the electrons are formed through H2O ionization
(i.e. reaction R1) under the same applied voltage, the maxi-
mum ne is only ∼1012 m−3. But at 2 ns, the peak ne with only
R1 active reaches a value of∼1021 m−3, whereas with only the
R2 channel the peak ne remains constant as the driving volt-
age continues to increase during the ramp up. In addition to the
available electric field/electron energy, the R2 reaction rate is
limited by the presence of available OH−

aq. At the very initial

stage, electrons are detached from the pre-existing hydroxyl
ion OH−

aq available in the water, which is 6 × 1019 m−3. These
negative hydroxyl ions are rapidly consumed through the R2
channel forming free electrons. This is evident in theOH−

aq pro-
file at∼1 ns, which shows a sharp decrease in theOH−

aq near the
powered electrode. As the ne wave front propagates forward,
the OH−

aq number density in the trailing downstream region
continues to increase from the resulting aqueous and solvated
electron reactions. The OH−

aq formation routes generate suffi-
cient negative ions to maintain a quasi-steady concentration.
With electrons forming only through the R1 channel, the ion-
ization wave does not appear to propagate until ∼4 ns (figure

7
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Figure 4. Temporal evolution of the centerline fluid density distribution for case I (a) and (d), case II (b) and (e) and case III (c) and (f).
Viewgraphs in the top row (a)–(c) are for the linear voltage ramp and those in the bottom row (d)–(f) are under the pulsed profile.

Figure 5. Evolution of the centerline electron (ne) and OH−
aq number density at different time instances for the three different cases under a

linear voltage ramp.

5(a)). At 4 ns, the ne formed only through the detachment pro-
cess (case II), propagates further downstream to a distance of
∼10 μm. In the simultaneous presence of both R1 and R2
channels (case III), at the very initial stage, electrons are gen-
erated from the detachment reaction alone, until the available
OH−

aq ions near the vicinity of the powered electrode are con-
sumed. As these electrons propagate downstream, additional

electrons are produced near the powered electrode by the tun-
nel ionization of H2Omolecules. The spatiotemporal evolution
of ne distinctively shows the presence of a relatively weaker
wave, which is followed by a stronger wave.

The H2O ionization channel through subsequent reactions
forms sufficient OH−

aq ions (figure 5(d)). The number den-
sity of the negative hydroxyl ions is sufficiently high enough

8
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Figure 6. Variation of reduced electric (|E| /N) along the centerline at different time instances for the three different cases under a linear
voltage ramp.

Figure 7. Evolution of solvated electron number density (ne,aq) at the center line at different time instances for the three different cases under
a linear voltage ramp.

to allow additional electrons to form through the detachment
reactions (R2). For case II, the formation of electrons through
detachment is sufficiently faster than the net production of
OH−

aq; as a result, the OH
−
aq gets depleted once the electrons are

formed. The electron wave propagates downstream consum-
ing the OH−

aq. When both the electron sources are active (case
III), the electrons formed by R1 allow the formation of suffi-
cient OH−

aq (figure 5(f)). At ∼3.0 ns, the OH−
aq number den-

sity near the powered electrode increases to ∼1 × 1020 m−3.
The subsequent ne wave front forms at ∼3.0 ns near the pow-
ered electrode and, therefore, has contributions from both R1
and R2 channels.

Figure 6 presents the spatiotemporal evolution of the
reduced electric field distribution (|E|/N) along the centerline.
In between 1–3 ns, a gradual increase in the |E|/N distri-
bution takes place due to the linear increase in the applied
voltage. At t = 4 ns, for cases I and III, where the R1 reac-
tion is active, a localized decrease in the reduced electric field
is observed close to the powered electrode (5–6 μm from
the anode). Within a distance of ∼5 μm in the downstream
direction the |E|/N value shows an increase. This undulated
|E|/N profile is associated with the fluctuation in the density
of the medium resulting from the compression and expansion
waves generated in the system. With only detachment tunnel-
ing active (figure 6(b)), the |E|/N profiles remain free from

undulation.The |E|/N profile does not show large variation that
is associated with density changes.

The reaction mechanism contains the solvation of the
plasma generated electrons to the aqueous state. The electron
solvation reaction (R8) acts as one of the major loss chan-
nels for ne. It is evident from the spatiotemporal evolution of
ne (figure 5) that as the electron generation persists for few
nanoseconds the electrons are also quickly consumed. The
time required for electrons to solvate is in the order of picosec-
onds [35]. Other reaction steps associated with electron con-
sumption routes, such as dissociative attachment (R3–R5) and
dissociative ionization (R6), are typically only active in the
|E|/N ranges above 50 Td while, for the applied voltage of
15 kV, |E|/N barely exceeds 30 Td (figure 6).

Figure 7 shows the evolution of solvated electron number
density (ne,aq) at the centerline for the three different cases
under a linear voltage ramp. By comparing the ne and ne,aq
profiles for case I (figures 5(a) and 7(a)), one can see that in
the earlier stages when the electron generation rates are low,
the electron solvation rate remains comparable to the electron
production rate. As a result, most of the electrons formed dur-
ing the early stage get solvated. For case II, when the electrons
are generated through the detachment process alone, the gen-
eration rate is comparable to or lower than the solvation rate.
As a consequence, as the electron wave propagates forward it
is trailed by the region of solvated electrons (figures 5(b) and
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Figure 8. Spatiotemporal contour plots of (a) H2O+, (b) HO2,aq and (c) H2O2,aq number density for case III under a linear voltage ramp.

7(b)) to the downstream of the electron. Once the electrons
are solvated it becomes less mobile due to the lower drift and
diffusion. It should be noted that reaction R30 (Haq + OH−

aq →
eaq + H2Oaq) also contributes to the formation of solvated elec-
trons by convertingHaq andOH−

aq to eaq andH2Oaq. R30 acts as
a consumption channel of OH−

aq reducing the available nega-
tive hydroxyl ions for the electron detachment process (R2).
With both ne generation channels present (i.e. reactions R1
and R2) simultaneously, during the early stages, the electrons
formed from R2 get solvated; as the electric field increases
and R1 is activated, a second high-concentration region of sol-
vated electrons emerges and starts to propagate in the liquid.
A distinct demarcation between these concentration levels of
ne,aq is present due to the low diffusivity and very short time
scales. It has been shown in prior works [26, 36, 37] that dur-
ing water radiolysis in the absence of scavenging species like

dissolved oxygen, the solvated electron density decays mainly
through reaction R18. However, when considerable amounts
of H2O+ are generated by H2Oaq ionization (R1), reaction R17
also reduces eaq concentration through recombination and by
forming Haq and OHaq.

The generation of H2O+ ions by reaction R1 in cases I and
III has a strong effect on the overall physicochemical processes
of the system. As the electric field increases, the rate of reac-
tion R1 increases dramatically and generates a considerable
amount of H2O+ in the system. For both case I and III a peak
H2O+ of ∼3.0 × 1025 m−3 is attained at the end of the linear
voltage ramp. Contour plots of the H2O + for case III only
is presented in figure 8. For a linear ramp, the predicted peak
number densities of HO2,aq and H2O2,aq are 1.6 × 1019 m−3

and 1.4 × 1023 m−3, respectively (figures 8(b) and (c)).
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Figure 9. Spatiotemporal contour plots of (a) electrons and (b) solvated electron number density for case III under a linear voltage ramp.

Figure 10. Spatiotemporal contour plots of (a) OH−
aq and (b) H3O

+
aq number density for case III under a linear voltage ramp.

The contour plots of electrons, solvated electrons, OH−
aq and

H3O+
aq at different instances for the same case are presented

in figures 9 and 10. As shown in figure 9, the first wave of

electrons is formed through reaction R2 at earlier times and
at a lower driving voltage followed by a second ionization
wave via the R1 channel. The second wave of electrons has
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Figure 11. Evolution of the centerline electron (ne) and OH−
aq number density at different time instances for the three different cases under a

pulsed voltage.

Figure 12. Variation of reduced electric (|E| /N) along the centerline at different time instances for the three different cases under a pulsed
voltage.

a higher peak number density, despite the higher threshold
energy requirement. The reaction rate for R1 depends on the
number density of H2Oaq, which is multiple orders of mag-
nitude higher than that of OH−

aq. As a result, once the thresh-
old energy is acquired, the R1 channel rapidly surpasses the
contribution from R2. At t = 3 ns, when a second electron
wave emerges near the electrode surface, the electrons formed
through the R2 channel propagate further downstream. The
electron wave from the detachment tunneling process contin-
ues to consume the available OH−

aq in the bulk medium as the
wave continues to travel toward the grounded electrode (figure
10(a)). As the R1 pathway becomes active the high numbers
of electrons participate in the aqueous chemistry and allow
the OH−

aq near the powered electrode to be replenished and
augmented as time progresses. With sufficient OH−

aq present,
the R2 channel becomes active together with R1 and con-
tributes to the formation of the second wave of ne. The ne,aq

do not show the presence of multiple peaks. The electrons
formed by both R1 and R2 continue to solvate and participate
in the aqueous reactions. The predictions also show the pres-
ence of H3O+

aq ions in significant amounts at the voltage ramp
terminus.

The influence of the driving voltage profile is investigated
by performing simulations with a pulsed voltage profile. The
pulsed voltage profile has an exponential rise to Vmax in 3 ns
followed by a linear decay. The centerline distribution of ne
and OH−

aq number density under the pulsed voltage for the
three cases are presented in figure 11. Under the pulsed con-
ditions, the applied voltage at 1 ns is low and, as a result, no
significant electron generation is observed from either chan-
nel (figures 11(a) and (c)). As the voltage increases to ∼1.5
kV at 2 ns both the R1 and R2 reactions become active and
an increase in the electron number density is observed. Com-
pared to the linear ramp case in which, at 2 ns, the peak ne
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Figure 13. Spatiotemporal contour plots of (a) electrons and (b) solvated electron number density for case III under a pulsed voltage.

Figure 14. Spatiotemporal contour plots of (a) OH−
aq and (b) H3O+

aq number density for case III under a pulsed voltage.

generated from either R1 or R2 is comparable, for the pulsed
case, electrons produced only from the tunnel ionization (i.e.
R1 reaction) is nine orders of magnitude lower than that of
R2. At 3 ns, as an ionization front is formed, ne profiles and

peak values for the ramp and pulse cases are similar. However,
under pulsed conditions, the ionization front propagates fur-
ther downstream. It should be noted that the voltage values for
a ramp and a pulse are almost identical at 2.5 ns. After 3 ns,
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Figure 15. Spatiotemporal contour plots of (a) H2O+, (b) HO2, aq and (c) H2O2,aq number density for case III under a pulsed voltage.

as the voltage starts to decay, the rate of reaction R1 decreases
resulting in a significant decrease in the peak ne near the pow-
ered electrode at 4 and 5 ns (figure 11(a)). From figure 11(b) it
is evident that the OH−

aq tunneling detachment reaction is not
active until∼2 ns. Similar to case I, under pulse conditions, the
electron wave formed by R2 propagates further downstream.
The R2 reaction with its lower energy barrier detaches elec-
trons fromOH−

aq, even in regions far from the anodewith lower
field strength. Similar to the linear voltage ramp with both R1
and R2 paths active, two electron wave fronts emerge simul-
taneously. The first stream of ne emerges from OH−

aq detach-
ment, which requires lower energy and is trailed by the second
stream formed by R1 with a significantly higher number den-
sity. The second electronwave front, however, has contribution
from both R1 and R2 reactions. It is apparent that, compared
to the linear ramp, the pulsed voltage generates a significantly

higher concentration of OH−
aq. Therefore, in case III, the elec-

trons produced via the R1 channel participate in the aqueous
chemistry and build up the OH−

aq number density near the pow-
ered electrode. As the depleted OH−

aq gets replenished (figure
11(f)) the R2 reaction becomes active. It should be mentioned
that under pulsed conditions the spatial lags between the two
electron waves are smaller.

Similar to the linear ramp, a significant amount of OH−
aq

is also produced in the vicinity of the powered electrode for
case I under a pulsed voltage. The OH−

aq are formed by sol-
vated electrons via reactions R16, R18–R21 and R23–R24.
Most of the electrons formed by R1 get solvated and then
participate in these aqueous reactions. As shown in figure
11, the OH−

aq in the system is rapidly consumed to form free
electrons and OH when only the R2 reaction is active. In
comparison, the hydroxyl ion concentration in a linear ramp
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Figure 16. Reaction rate constants for R1–R6 as a function of the
electric field.

decreases gradually whereas, with a pulse, the decrease is ini-
tially slow and rapid as the pulse peak approaches. Shneider
and Pekker [23] estimated the number of primary electrons
detached from hydroxyl ions via field ionization neglecting
the secondary reactions that can recycle OH−

aq in the sys-
tem. They mention that in a real system in which electron-
driven processes generate higher amounts of OH−

aq than that
which is already available from water self-ionization, reac-
tion R2 can have a stronger influence on the breakdown pro-
cess. This is evident in figure 11(f) when both R1 and R2 are
simultaneously active. Near the vicinity of the powered elec-
trode, the consumed OH−

aq gets replenished and continues to
grow beyond an equilibrium number density of 6× 1019 m−3.
The R2 channel reactivates near the power electrode at
∼3 ns as sufficient OH−

aq becomes available for the tunneling
detachment.

The variation in the centerline reduced electric field (|E|/N)
distribution under a pulsed driving voltage is presented in
figure 12. It is apparent that the highest |E|/N occurs as the
driving voltage reaches its peak value at 3 ns. However, the
maximum |E|/N is not located at the powered electrode. The
system experiences significant variation in density that trans-
lates to a fluctuation in the reduced electric field. Compared to
the linear ramp, the system exposed to an exponential voltage
rise observes higher peak |E|/N values.

The contour plots of ne and ne,aq for the pulsed voltage are
presented in figure 13. The peak ne under the pulsed condi-
tion is∼1.6× 1024 m−3, which is a factor of 3 higher than the
linear voltage ramp. As the voltage rise time gets shorter in
the exponential growth, not only does the peak ne increase at
the same time, they are advected further downstream from the
powered electrode. The downstream advection occurs when
the driving voltage starts the linear decay. The bulk fluid veloc-
ity attains the maximum value during the voltage relaxation
period (figure 3(f)). The ne,aq profiles clearly show the pres-
ence of stratified regions of high density ne,aq. This is due to
the low mobility and diffusivity of the solvated electrons. In
regions close to the powered electrode the solvated electrons
get advected as a result of the high bulk fluid velocity. Com-
pared to ne the ne,aq does not undergo a steep decrease during
the voltage relaxation period.

The profiles of OH−
aq, H3O+

aq, H2O+, HO2,aq and H2O2,aq

under the pulsed voltage are presented in figures 14 and 15. At
t= 3 ns, when the driving voltage reaches its peak, the depleted
OH−

aq near the powered electrode gets replenished and sur-
passes the equilibrium OH−

aq number density. The growth of
OH−

aq allows the R2 channel to be reactivated. The H3O+
aq peak

number density remains similar for both the linear ramp and
pulse; however, for the pulse build up, propagation of H3O+

aq

occurs during the voltage decay phase. By comparing H2O+,
HO2,aq and H2O2,aq it is evident that the pulsed voltage gen-
erates these species at a higher concentration. The predicted
peak values for H2O+, HO2,aq and H2O2,aq are 1.1× 1026 m−3,
2.6 × 1022 m−3 and 2.5 × 1024 m−3, respectively.

Figure 16 presents the rate constants for reactions R1–R6 as
a function of the electric field. Reactions R1 and R2 strongly
depend on the electric field magnitude, whereas R3–R6 are
dependent on the reduced electric field (|E|/N) values but, to
be on the same reference, the reduced electric field depen-
dency is rearranged to the electric field alone by multiply-
ing by the liquid-phase neutral density. The rate constant
for ionizing water molecules by Zener tunneling is lower
compared to electron detachment tunneling from the nega-
tive hydroxyl ions and at the same time requires higher field
strength for initiation. The Zener ionization and detachment
starts to become effective, i.e. ∼5 × 10−22 m3 s−1 and 1 ×
10−20 m3 s−1 at electric field strengths of∼2× 108 Vm−1 and
∼4 × 107 Vm−1, respectively. For the other electron impact
ionization reactions (R3–R6) to be of a similar order an elec-
tric average electric field strength ranging in-between 1.0–1.5
× 109 Vm−1 is required. The rates for both tunneling reac-
tions (R1 and R2) are also limited by the availability of the
water molecules and negative hydroxyl ions in the system. The
equilibriumnumber density of OH−

aq in distilled water is∼1019

m−3. However, under conducive conditions the electron-driven
reactions can generate OH−

aq far beyond the equilibrium con-
centration. For a maximum driving voltage of 15 kV, the peak
OH−

aq number density is predicted to be ∼1021 and 1026 m−3

for the ramp and pulse case, respectively. The typical number
density of H2O in distilled water is 3.3 × 1028 m−3. While
H2O is abundant throughout the discharge, the OH−

aq is con-
sumed at a faster rate by R2 and requires recycling to sustain
the OH−

aq tunneling route. If the OH
−
aq number density contin-

ues to decrease, reaction R2 will cease and the electron for-
mation will take place via R1 as long as the required electric
field is available. A coupling exists between reactions R1 and
R2. As long as the minimum required electric field is avail-
able, by producing sufficient electrons, R1 can replenish and
sustain the OH−

aq concentration in the system and keep R2
active. The electron impact dissociative attachment reactions
(R3–R5) become effective at∼ 1.8× 109 Vm−1 (i.e.∼50 Td),
and electron impact ionization of water (R6) requires a
higher electric field and is significant at 2.5 × 109 Vm−1

(i.e.∼80 Td).
We conduct path flux analysis to determine the key path-

ways that contribute to the initial stage of the plasma formation
in the liquid medium. The volume-averaged reaction rates of
the dominant formation and consumption routes for electrons,
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Figure 17. Volume-averaged reaction rates of the dominant formation and consumption reaction paths for electrons in case III, under both a
linear ramp and pulsed voltage.

solvated electrons and negative hydroxyl radicals at different
time instances for case III under a linear ramp and exponen-
tial voltage rise are summarized in figures 17–19. These rates
are volume averaged over the entire solution domain and are
normalized by the total rate of formation or consumption.Dur-
ing the initial stage (i.e. t = 1 ns), almost all of the electron
formation is driven by R2 for both the linear ramp and pulse.
At 2 ns, tunnel ionization (R1) supersedes tunnel detachment
(R2) under a linear ramp, which is not the case for the pulse.
Under pulsed voltage R1 surpasses R2 at t = 3 ns when the
driving voltage reaches its maximum. At 3 ns, ∼20% of the
electrons are still generated through theR2 channel.During the
voltage decay phase R1 diminishes drastically but R2 remains
active. In comparison, in a linear ramp after 2 ns, the contribu-
tion from R2 progressively builds up. For both conditions, as
the OH−

aq in the system gets replenished, the tunneling detach-
ment remains as an active source for electrons. Electrons are
predominantly consumed by hydration/solvation processes in
both cases. Recombination (R7) also acts as an electron sink
but is not comparable to hydration (R8). The rate of hydration
in general is significantly higher than recombination. During
the initial stage, recombination is negligible due to the absence
of H2O+ ions. Even though H2O+ ions are formed by R1 in
the later stages, the rate of the solvation reactions remains five
orders of magnitude higher.

In the system, the solvated electrons are generated by two
channels, e+ H2Oaq → eaq + H2Oaq (R8) and Haq + OH−

aq →
eaq + H2Oaq (R30), with R8 dominating the formation rate

by multiple orders of magnitude. Under the linear volt-
age R8 remains the major route for production of the sol-
vated electrons. In the presence of a pulse, however, dur-
ing the first nanosecond the electrons generated via R1 and
R2 are extremely low (figure 11(c)); as a result, the solva-
tion reaction R8 has a small contribution. The initial sol-
vated electrons are formed through R30. It should be noted
that even though the pathflux shows ∼90% eaq formed via
R30 the net eaq produced during the initial stage is low. With
a linear ramp, initially 55% of eaq is consumed via R22
(eaq + H3O+

aq → Haq + H2Oaq), 25% by R16 (eaq + H2Oaq →
Haq + OH−

aq) and 15% by R18 (2eaq + 2H2Oaq → H2aq +

2OH−
aq). In R22 the aqueous electrons get recombinedwith the

hydronium ions (H3O+
aq) to form Haq and H2Oaq. The initial

H3O+
aq in the aqueous state is present as a product of self-

ionization of water. As the concentration of H3O+
aq decreases

at later stages, the R22 consumption route becomes inconse-
quential. In R16 and R18, both these eaq consumption chan-
nels contribute to the formation of OH−

aq in the system. As the
system approaches 4 ns, R17 (eaq + H2O+

aq → Haq + OHaq),
R18 and R19 (eaq + Haq + H2Oaq → H2aq + OH−

aq) and R20
(eaq + OHaq → OH−

aq) become the main eaq consumption reac-
tions. Reactions R18–R20 all contribute to the formation of
OH−

aq and, in R19 and R20, eaq reacts with water. This suggests
that if enough solvated electrons are present, sufficient OH−

aq

will be formed and can easily act as the source for electrons
during the voltage decay stage.
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Figure 18. Volume-averaged reaction rates of the dominant formation and consumption reaction paths for solvated electrons in case III,
under both a linear ramp and pulsed voltage.

Unlike the linear ramp, during the voltage pulse, R22 and
R16 are established as the major consumption routes for eaq,
contributing to ∼65% and 32% of the total consumption. R18
also becomes active only at 2 ns and increases to ∼78% at 3
ns. As the voltage enters the linear decay phase, consumption
through R18 starts to decrease and R17, R19 and R20 start tak-
ing over. At t = 5 ns, R17, R19–R21 and R18 consume 23%,
21%, 20%, 20% and 15% of aqueous electrons, respectively.

Figure 19 presents the volume-averaged reaction rates
of the formation and consumption routes of OH−

aq at dif-
ferent time instances. Hydroxyl ion consumption through
tunneling detachment remains a dominant path for the

entire voltage duration.R52 (H3O+
aq + OH−

aq → Haq + OHaq +

H2Oaq) is active at early times only under pulsed conditions.
The concentration of H3O+

aq is the limiting factor for this reac-
tion as both R52 and R22 compete for the H3O+

aq pool and the
generation of H3O+ byR51 and R53 is relatively slow. At 1 ns,
54% and 43% of hydroxyl ions are formed through reactions
R16 and R18 and only 3% is formed by R20.

As time progresses, a sharp increase is observed in produc-
tion of OH−

aq by reactions R18–R20. These reactions generate
52%, 27% and 21% of the total OH−

aq production, respectively.
Similar to priorworks [26, 36, 37], R18 is found to be themajor
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Figure 19. Volume-averaged reaction rates of the dominant formation and consumption reaction paths for negative hydroxyl ions in case III,
under both a linear ramp and pulsed voltage.

sink of eaq and source of OH−
aq. The comparison further shows

that R19 and R20 are not initially significant since the H and
OH radicals necessary to proceed are not available in sufficient
quantities. TheOH radicals are formed later by electron-driven
reactions, namely R12 and R17. At 5 ns, 33% and 66% of the
OHaq is formed by R12 and R17, respectively. The hydroxyl
radical produced in R2 gets solvated in water by R12 and is the
only source of OHaq at earlier times but, as the OH−

aq concen-
tration decreases, less OHaq becomes available as well. On the
other hand, as the electron number density increases at later
times, the R17 dissociative recombination reaction becomes
the dominant source for OHaq radicals. From 2 to 5 ns, almost

all of the Haq radicals are produced by R17, whereas between
0–2 ns, R52 acts as the main source.

For the pulse, R16 (eaq + H2Oaq → Haq + OH−
aq) and R43

(O−
aq + H2Oaq → OH−

aq + OHaq) reactions generate the nega-
tive hydroxyl ions during the early stage (i.e. 1 ns) contributing
to∼31% and 65% of the overall production. It should be noted
that the overall rate of production of OH−

aq during this stage is
small. From 2 ns onward, R16 (eaq + H2Oaq → Haq + OH−

aq)
and R18 (2eaq + 2H2Oaq → H2aq + 2OH−

aq) become the major
contributing reactions as sufficient solvated electrons become
available. While at 2 ns, ∼53% of hydroxyl ions are pro-
duced by R16, the contribution becomes insignificant at 3 ns,
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whereas the contribution from R18 continues to increase
and reaches ∼85%. OH−

aq formation via R19 (eaq + Haq +

H2Oaq → H2aq + OH−
aq), R20 (eaq + OHaq → OH−

aq) and R21
(eaq + O−

aq + H2Oaq → 2OH−
aq) is not prevalent until the max-

imum voltage is attained in the pulse. At 4 ns, 22%, 21% and
41% of hydroxyl ions are formed by R19–R21, respectively,
while only 16% is generated by R18. The overall rate of for-
mation of OH−

aq has its highest value at t = 4 ns. For the lin-
ear ramp R2 remains the major consumption reaction for the
entire time duration. In comparison, for the pulse in-between
t = 2–4 ns, R2 remains the dominant pathway; however, at
5 ns, the contribution of R2 decreases to ∼32% and R40
(OHaq + OH−

aq → O−
aq + H2Oaq) consumes∼64% of OH−

aq.

6. Conclusions

Amultiphysicsmodel togetherwith an extended kineticmech-
anism have been employed to identify the role of negative
hydroxyl ions in liquid-phase plasma initiation. Two com-
peting tunneling mechanisms were considered—ionization
of water molecules and electron detachment from negative
hydroxyl ions available in liquid water. The simulations were
conducted for a powered needle-like electrode for two differ-
ent driving-voltage profiles—one with a linear rise time and
another with an exponential nanosecond rise time. A peak
voltage of 15 kV was considered for both voltage profiles.
Parametric simulations were conducted to isolate the physic-
ochemical processes occurring due to the two different tun-
neling routes in these very short time scales. The results from
the simulations have shown that the tunneling detachment of
electrons is very active during the initial stages as it has a
low threshold energy requirement. The hydrodynamics asso-
ciated with the OH−

aq detachment tunneling were distinctively
different compared to the tunneling ionization. The electri-
cal forces during the detachment tunneling processes were
found to generate a stronger compression but a weaker expan-
sion regime in the liquid. The liquid experiences a ∼40%
increase and ∼1% decrease in its density. The predictions
showed that the tunnel ionization generates stronger electro-
static, polarization and electrostrictive ponderomotive forces,
and larger variations in density are observed and are especially
associated with expansion. Even though the electrostrictive
ponderomotive forces contribute to the very initial phase of
the density variation through tensile stresses, polarization
and electrostatic forces also contribute as the discharge ini-
tiation progresses. The smallest density change allows the
polarization force to be effective as it depends on the gra-
dient of the dielectric permittivity, which is a function of
the medium density. With ionization the electrostatic forces
driven by the charged species have a strong impact as well.
When both tunneling processeswere present, the hydrodynam-
ics were strongly dictated by the ionization as significantly
higher charged species are generated once the threshold elec-
tric field becomes available. Two propagating waves of elec-
trons emerge in the system in which the electrons generated
from the detachment tunneling precede the field ionization.
The peak electrons generated through detachment are 5–6

orders of magnitude lower than those generated by field ion-
ization. However, the predictions indicated that as sufficient
negative hydroxyl ions are present in the system, the detach-
ment remains prevalent even at a low electric field—during
the voltage decay phase. The prediction also shows that the
reduced electric field is not sufficient enough to allow electron
impact ionization to be active and make a significant contri-
bution. It should be noted that the tunneling from OH−

aq does
not decrease the density to the extent that is representative of
nanovoids. The field ionization, which creates higher numbers
of charged species, can contribute to and enhance the cavita-
tion of the liquid medium via the electrostatic force and can
augment nanovoid regions in the fluid.

Path flux analysis indicated that for an exponential pulse
the field ionization becomes dominant when the driving volt-
age reaches its maximum. The majority of the electrons are
produced from negative hydroxyl ions during the pre-rise and
the decay phase. The OH−

aq in the system gets quickly depleted
in regions where the detachment occurs and becomes a rate-
limiting condition. Solvated electrons contribute to the replen-
ishment of the negative hydroxyl ions through the liquid-phase
reactions. These OH−

aq are formed near the powered electrode
and allow generation of additional streams of electrons. A
strong and coupled recycling of the negative hydroxyl ions will
allow both tunneling processes to remain active throughout the
initiation process of the discharge.
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