2001.10969v2 [astro-ph.SR] 17 Feb 2021

arxiv

MNRAS 000, 1-18 (2020) Preprint 19 February 2021 Compiled using MNRAS IATEX style file v3.0

3D1D hydro-nucleosynthesis simulations. I. Advective-reactive
post-processing method and its application to H ingestion into
He-shell flash convection in rapidly accreting white dwarfs

David Stephens,! Falk Herwig,? ™ Paul Woodward,?? Pavel Denissenkov,"?1
Robert Andrassy*! and Huaqing Mao?

1 Department of Physics and Astronomy, University of Victoria, Victoria, BC, V8W 2Y2, Canada

2 Joint Institute for Nuclear Astrophysics - Center for the Evolution of the Elements, USA

3LCSE and Department of Astronomy, University of Minnesota, Minneapolis, MN 55455, USA

4 Heidelberg Institute for Theoretical Studies, Schloss- Wolfsbrunnenweg 35, D-69118 Heidelberg, Germany
t NuGrid Collaboration, hitp://nugridstars.org

Accepted XXX. Received YYY; in original form ZZZ

ABSTRACT

We present two mixing models for post-processing of 3D hydrodynamic simulations
applied to convective-reactive i-process nucleosynthesis in a rapidly accreting white
dwarf (RAWD) with [Fe/H] = —2.6, in which H is ingested into a convective He shell.
A 1D advective two-stream model adopts physically motivated radial and horizontal
mixing coefficients constrained by 3D hydrodynamic simulations. A simpler approach
uses diffusion coefficients calculated from the same simulations. All 3D simulations
include the energy feedback of the 2C(p,7)'®N reaction from the H entrainment.
Global oscillations of shell H ingestion in two of the RAWD simulations cause bursts
of entrainment of H and non-radial hydrodynamic feedback. With the same nuclear
network as in the 3D simulations, the 1D advective two-stream model reproduces
the rate and location of the H burning within the He shell closely matching the 3D
simulation predictions, as well as qualitatively displaying the asymmetry of the Xy
profiles between the up- and downstream. With a full i-process network the advective
mixing model captures the difference in the n-capture nucleosynthesis in the up- and
downstream. For example, 3?Kr and *°Kr with half-lives of 3.18 min and 32.3 s differ by
a factor 2 - 10 in the two streams. In this particular application the diffusion approach
provides globally the same abundance distribution as the advective two-stream mixing
model. The resulting i-process yields are in excellent agreement with observations of
the exemplary CEMP-r/s star CS31062-050.

Key words: convection - hydrodynamics - turbulence - stars: evolution - stars: interiors
- stars: white dwarfs - nuclear reactions, nucleosynthesis, abundances.

1 INTRODUCTION tive effect on the nuclear-time scale evolution of individual
convection zones including on the mixture and amount of
processed elements, the size of the convection zones and
thereby on subsequent evolutionary phases (for example
Herwig et al. 2000; Young et al. 2005; Denissenkov et al.
2012; Battino et al. 2016; Davis et al. 2019; Wagstaff et al.

The details of mixing in convection zones within the stellar
interior modifies the evolution of stars from the main se-
quence to the final white dwarf stage or supernova core col-
lapse. The continual mixing of H into the convective cores
of intermediate and massive stars sets a timescale for the

eventual main-sequence turn off. This can be extended from 2020).

convective boundary mixing which introduces additional H Over the nuclear timescale of the H-burning during the
fuel to the core. Through this additional mixing of fuel into main sequence, the mixing of chemical species is computed
convection zones convective boundary mixing has a cumula- using either an instantaneous or diffusive mixing approxima-

tion. The nuclear burning timescale is usually significantly
longer than the mixing timescale within the convective core
* E-mail: fherwig@Quvic.ca leading to the details of the mixing within the convective
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zone being sufficiently well modeled with a space-time aver-
age theory. Such a theory, the mixing length theory (MLT
Cox & Giuli 1968), describes the energy transport and mix-
ing properties of a convective region using averaged quan-
tities over space and time. In advanced stages of stellar
evolution the nuclear burning timescales approach convec-
tive timescales, and so the details of the mixing become
increasingly important for their structure (Herwig et al.
2011b; Collins et al. 2018; Coté et al. 2020). To quantify
this phenomenon, it is useful to define the Damkohler num-
ber, Da = Tmix/Tauclear, Which is the ratio of the mixing and
nuclear burning timescales. As this number becomes larger
and closer to 1, the details of the mixing have a greater
impact on the burning.

3D hydrodynamic simulations are becoming increas-
ingly accurate in capturing the process of entrainment of
fuel into a convection zone (Meakin & Arnett 2007; Mocdk
et al. 2011; Woodward et al. 2015b) as well as the hydrody-
namic feedback resulting from the dynamic nuclear burn-
ing of the ingested fuel (Meakin & Arnett 2006; Herwig
et al. 2014; Miiller et al. 2016; Yoshida et al. 2019; Andrassy
et al. 2019; Yadav et al. 2020). Such simulations predict how
species are mixed into the convection zone and can deter-
mine the convective-reactive nucleosynthesis for a limited
number of species without needing a post-processing. How-
ever, modeling any complicated nucleosynthesis, for example
the ¢ process (Herwig et al. 2011a), or the detailed nucle-
osynthesis in the merger of a O and a C convection shell
(Ritter et al. 2018a) may require networks with hundreds or
thousands of species that can interact with each other, which
is well beyond the capabilities of any 3D hydrodynamic code
running on modern computing clusters. Therefore, 1D mix-
ing models are still required to determine any complicated
nucleosynthesis while 3D hydrodynamic simulations can be
used to determine the mixing properties of the convection
zone and how the hydrodynamic instabilities lead to the en-
trainment of stably stratified material. For example, the 3D
hydrodynamic simulations of Ritter et al. (2018a) modeled
a convective O shell with a stable C shell from a 15 M stel-
lar model of Ritter et al. (2018b) to obtain estimates for
the expected entrainment rate of the C-rich material. Using
diffusive mixing constrained by the mixing properties of the
convection zone and appropriate entrainment rates, the 1D
large-network nucleosynthetic post-processing models pro-
duced significant amounts of odd-Z elements like P, Cl, K
and Sc, which could explain the underproduction of these
elements in current GCE models (Ritter et al. 2018a). The
nuclear network used in the 3D simulations only included the
energy generation from the "2C(*2C, a)?°Ne and subsequent
150 (a, v)*°Ne reaction.

An interesting case of convective-reactive nucleosynthe-
sis occurs when H is ingested into a He burning convec-
tive shell. This triggers the '2C(p,)'*N reaction and, af-
ter the 3N beta decays to *C, the **C(a,n)'®O reaction
can release neutrons if the temperatures within the He shell
are high enough. Sakurai’s object (V4334 Sagittarii) has a
unique surface chemical composition (Asplund et al. 1999)
that can be explained with H being ingested into the He-
shell flash convection zone of this post-AGB star (Herwig
et al. 2011a). This results in the above chain of reactions
and produces neutron densities high enough to be in the
i-process regime (N,, =~ 10" — 10'® cm ™) (Cowan & Rose

1977). The energy generation from this H ingestion can be
significant enough to cause a split of the He convective zone
in 1D stellar evolution models. To study the nucleosynthesis
in Sakurai’s object, Herwig et al. (2011a) used a spherically
symmetric diffusive mixing model based on MLT convective
velocities, even though in those conditions several MLT as-
sumptions are not satisfied. This is shown explicitly in the
3D hydrodynamic simulations of this very energetic event
which bring about a global oscillation of shell H ingestion,
that causes large-scale, non-radial and fast flows (Herwig
et al. 2014).

A more quasi-static convective-reactive case of H-
ingestion into a He shell has been found in the models of
rapidly accreting white dwarfs (RAWDs) by Denissenkov
et al. (2017). The 3D hydrodynamic simulations of Denis-
senkov et al. (2019) quantified the H-entrainment rates, how-
ever the diffusive mixing used in the post-processing was
taken directly from the 1D stellar evolution models. The
neutron densities in RAWDs reach N,, ~ 10 cm ™2 result-
ing in i-process nucleosynthesis. The RAWD heavy element
production could result in a significant contribution of Kr,
Rb, Sr, Y, Zr, Nb and Mo to the solar composition (Coté
et al. 2018). The convective-reactive flows in RAWDs are fed
by the *2C(p,v)'*N energy generation that comprises only
2—3% of the total luminosity within the He shell which does
not lead to a global oscillation of shell H ingestion (Denis-
senkov et al. 2019).

A solution to the concerns about the validity of diffusive
mixing in a convective-reactive environment and the inabil-
ity of 3D hydrodynamic simulations to simultaneously per-
form complex nucleosynthesis computations is to use a 1D
advective mixing model. One such model has been adopted
for use in the post-processing nucleosynthesis of stellar evo-
lution models from the Monash group, MONSOON (Cannon
1993; Henkel et al. 2017). The model contains two adjacent
streams of fluid flow (see our Fig. 2 and Fig. 1 in Henkel
et al. 2017), one with fluid moving upwards and another
with fluid moving downwards. The two streams have an en-
forced horizontal mixing in order to conserve mass but it can
also add in additional horizontal mixing. The radial trans-
port velocities as well as the additional horizontal mixing
within a convection zone are estimated with MLT.

A limitation in the two-stream methodology of MONSOON
arises in the treatment of the additional horizontal mixing.
The strength of this mixing has no dependence on the struc-
ture of the flow within the convection zone. Is the mixing
between the two streams that represent the dominant dipo-
lar flows of core convection the same as if the flow field
was at smaller angular scales like in shell convection (Chan-
drasekhar 1961)? There is a dependence on the horizontal
mixing based on where a cell is within the convection zone
but shouldn’t the mixing between the two streams, in low
Ma number flows, be stronger near the convective bound-
aries where the fluid is forced to overturn well before the
convective boundaries (Jones et al. 2017)? These limitations
are addressed in the advective mixing model of this work.

In this paper, we describe our adaptation of an advec-
tive two-stream model for post-processing of detailed 3D hy-
drodynamic simulations. We create 3D hydrodynamic simu-
lations of a RAWD model from Denissenkov et al. (2019) to
quantify the mixing of H into the He shell and to simulate
the global flow including the energy feedback from nuclear
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burning of entrained material. After extracting the mixing
information from the 3D hydrodynamic simulations for the
1D diffusive (Jones et al. 2017) and advective mixing mod-
els, the time evolution of the H burning in both of them is
calculated. The details of the 3D hydrodynamic simulations,
as well as the diffusive and advective mixing approaches are
outlined in Section 2. Section 3 discusses the flow properties
of the simulations and shows the post-processing of the 3D
hydrodynamic simulations with the diffusive and advective
mixing routines. Section 4 describes the implications of such
results and further applications.

2 METHODS
2.1 PPMstar simulations

The advective and diffusive post-processing methods intro-
duced here are applied to 3D hydrodynamic simulations of
He-shell flash convection in a rapidly accreting white dwarf
(Denissenkov et al. 2017). The initial stratification has been
taken from the stellar evolution model G with the metallicity
[Fe/H] = —2.6 from Denissenkov et al. (2019).

As in previous work (Herwig et al. 2014; Jones et al.
2017) we use the PPMstar code of Woodward et al. (2015a)
with additional details provided by Andrassy et al. (2019).
The explicit Cartesian grid code is based on the Piecewise-
Parabolic Method (PPM; Woodward & Colella 1981, 1984;
Colella & Woodward 1984; Woodward 1986, 2007), and
tracks the advection of concentrations in a two-fluid scheme
using the Piecewise-Parabolic Boltzmann method (PPB;
Woodward 1986; Woodward et al. 2015a).

The luminosity from the *He burning within the convec-
tion zone is modeled with a constant volume heating. The
entrained H reacts with the abundant '2C from the triple-
a via the 2C(p,7)"®N reaction. This reaction rate is com-
puted using the analytic form of the rate from Angulo et al.
(1999) with no screening factor. We ignore the subsequent
beta decay of *N leaving a total energy release per reac-
tion of @ = 1.943 MeV. The stably stratified fluid above the
convection zone contains 89.4% by number of H and the con-
vective fluid contains 14.3% by number of '>C. The PPMstar
simulations done in this work are summarized in Table 1.

2.2 Diffusive mixing model

Jones et al. (2017) inverted the diffusion equation to derive
a radius-dependent diffusion coefficient, which produces in
1D the same redistribution of species over the time frame
of analysis as that given by their spherically-averaged 3D
simulations of O-shell convection. They measured the rate
of change in the radius-dependent mass fraction X (r, t) of a
species by computing the difference between the mass frac-
tion profiles at two different points in time with some time
averaging applied around them. With 0X/90r also known
from the spherical averages, Jones et al. (2017) solve for the
unknown diffusion coefficient, which we call Dpv(r), in the
1D Eulerian diffusion equation

88—); - a% (DFV(T) w;i”) ,

where they set x = r. We have improved upon this method
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by mapping the results of the input 3D Eulerian simulations
to a mass coordinate m(r) and inverting the Lagrangian
diffusion equation

oX 9 (U(m)ax(m)) q

B = om “om ) T (™)

where o = (47r2p)? Dy (r) is the Lagrangian diffusion co-
efficient, and ¢(m, t) is the destruction rate of the species
by nuclear reactions. This new approach has the following
advantages. It removes the effect of thermal expansion and
contraction from dX/0t. This effect has negligible influence
on the results of Jones et al. (2017), but it is essential to ac-
count for in the expanding convection zone in these RAWD
simulations. It also properly takes into account the spheri-
cal geometry of the problem with the radial dependence of
the density and species. Included in our RAWD simulations
but not in the O-shell convection simulations of Jones et al.
(2017) are nuclear reactions between species of the two dis-
tinct fluids containing H and *2C.

In order to invert equation 1 we need to take the dif-
ference of two averages of the fractional volume profiles, or
— in this case — the mass fraction profile X (r, t). For that
we estimate the time in which it takes to diffuse across one
mixing length:

(anrrHp)?
4Dgv

where we take Hp and Dgv at the radius where Dgv is at
its maximum. This diffusive timescale is At ~ 2.5 min.

PPMstar simulations output a dump every several thou-
sand time steps. For example in N16 every ~ 2121 time
steps, where each time step is &~ 1.3 x 1072 s, a single dump
is output. For each dump at time tp, Dpv(r) is determined
based on two profiles, X (r, tp £+ At), each being averaged
over At.

Despite taking the burning term into account in equa-
tion 1, the profile of the entrained material cannot be com-
pletely recovered, and thus the method cannot provide a
diffusion coefficient in the lower part of the convection zone
where all of the entrained material is burned (top panel
Fig. 1). Therefore we also determine the diffusion coefficient
from the spherically averaged radial velocity vppm from the
3D hydrodynamic simulation using the correction for the
near-boundary regions recommended by Jones et al. (2017)
based on O-shell simulations

At =

Doe = %vppM x min (I, |r — o), @)

where vppm is the rms of the radial velocity on spherical
shells from the 3D PPMstar simulation of the He-shell con-
vection, | = amrrHp is the mixing length, and |r — ro| is
the distance to the He-shell or another convective bound-
ary that is located at the radius ro. For amrr = 1.6, this
prescription provides the best fit to the diffusion coefficient
derived from the hydrodynamic simulations of O-shell con-
vection simulations (see Figure 21 in Jones et al. 2017). How-
ever that diffusion coefficient recommendation was focused
on the behaviour of mixing near and across the top con-
vective boundary (CB), and no attempt was made to model
the discrepancy between the diffusion coefficient determined
from the spherically averaged 3D hydrodynamic abundance
profile evolution and the diffusion coefficient determined ac-
cording to equation 2. This is clearly seen at the middle of
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Table 1. Summary of the PPMstar simulations that were computed for this work. The entrainment rates are the slopes of the linear fits
shown in Fig. 9, while the different definitions of the convective boundary are discussed in detail in Sections 3.1.2 and 3.2.

Run ID  Grid  tgm (min) {78, (min)) Ly (Lo) réi’sc (Mm) rﬁiﬂ (Mm) o0, (Mm) M (Mgs™1)
N15 7683 1634 19 1.46 x 108 23.86 23.43 0.48 1.07 x 10~ 11
N16 15362 744 18 1.46 x 108 23.84 23.56 0.46 7.21 x 10~12
N17 11523 631 9 14.6 x 108 26.74 26.69 1.19 1.08 x 1010

Notes: * The average convective turn over time during the quasi-static phase of each run (46 < ¢ < 300min); ¥ The initial
Schwarzschild boundary as followed in the Lagrangian coordinates at t = 299 min; * Boundary where dv, /9r has a minimum
at t = 299 min; Y Entrainment rate of the H-rich fluid above the convection zone

Hp
F2.50
1015
F2.25
- 10 F2.00
o £
5 F175 %
a T
1013 F1.50
F1.25
Dy L
w24 Dev 1.00
8 10 12 14 16 18 20 22 24
r/Mm
1015 4
'w 1014 4
~
g 299 min
a -=- 322min
1013 4 —-+= 345 min
----- 368 min
—— 391 min
—=- 414 min
10%2 4 437 min

8 10 12 14 16 18 20 22 24
r/Mm

Figure 1. Top: Dy, according to equation 2, and Dpy according
to the direct determination from the Xy profiles as well as the
pressure scale height at ¢ = 299 min. Bottom: Dy, (grey lines)
and the composite Dpy vy (colour lines) according to the direct
determination from the Xy at various times, merged with Dy in
the lower part of the convection zone (see text for details).

the convection zone, r = 5.5 Mm, in Figure 21 of Jones et al.
(2017). In the RAWD case the burning of entrained H-rich
material takes place approximately in the middle of the con-
vection zone where this difference between Dy, and Dgv is
largest (= 0.4...1.2 dex, Fig. 1).

Where we are able to determine Dgy it is the more
accurate diffusion coefficient that describes the underlying
evolution of the spherically averaged 3D hydro profiles of
these simulations better, for obvious reasons. In order to
be able to use this more accurate diffusion coefficient we
combine it in the lower half with the values of Dy, according
to equation 2. We determine the radius rpmax where Dpy

has its maximum. Then

DFV, 1f r> TDmax
DFV+vr =

maz(Drv, Dyr), otherwise.

2.3 Advective mixing model

The 1D advection is formulated using a two-stream approach
in which one stream transports species radially upwards,
while the other stream transports them radially downwards
(Cannon 1993; Henkel et al. 2017, Fig. 2). Our adapta-
tion of this advective two-stream (ATS) model to post-
processing of 3D hydrodynamic simulations constitutes a
reduced-dimensionality 1.5D advection model.

By default, the two streams are taken to be equal in
their surface areas which is justified by the analysis of the
3D flow properties (see Section 3.1.1) and the discussion in
Section 2.3.2. The model can have horizontal mixing between
up- and downstream cells that are adjacent to each other.

There are N cells per stream. The index ¢ refers to the
spatial index of the 2N cells and is used where the equa-
tions are agnostic to whether the cell is within an up- or
downstream. For computational and numerical simplicity,
the indexing is done such that the downstream is inverted
and stitched onto the top of the upstream. The indexing
starts at the bottom of the upstream at ¢ = 1 and so cell
i = N + 1 is at the top of the downstream. The index k
refers to species.

The discretization distinguishes variables defined on the
cell boundaries which have spatial half-integer indices, i +
1/2, while those that represent cell averages have spatial
integer indices i.

2.3.1 Discretized equations

To formulate the equations we start off with the conservation
of mass equation and then apply the divergence theorem to
it to yield

at/ pdV:f% pi - dd 3)
1% ov

The term on the right hand side is interpreted as a sum
of mass fluxes through the boundary of the given volume,
V. The term on the left hand side is the rate of change of
the mass contained within that volume, V. This advective
model conserves the total mass of every cell which requires
that the sum of all mass fluxes at every cell is zero. Re-
casting equation 3 into the partial densities of every species,
integrating both sides and applying the constraint that the

MNRAS 000, 1-18 (2020)
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Q172

Q2N+1/2—i

2N +3/2—i

Figure 2. An illustration of the two-stream model including all of
the fluxes for a cell within the convection zone; «a the radial mass
flux (Section 2.3.2), 8 the enforced horizontal mass flux and v
the additional horizontal mass flux (Section 2.3.3). The index %
refers to the upstream cell which has an adjacent downstream cell
2N +1—i.

mass of every cell is constant at all times leads to

O <ka> =-Q_> Fl)=0 (4)
k

k=1

where the index j refers to a specific species mass flux on the
surface of cell 7. The mass, my,;, of a given species within a
cell can change however the total mass within that cell can-
not. This is implicitly satisfied with equation 4. Therefore
these equations only transport the mass of a given species
throughout the convection zone. Equation 4 includes all
fluxes in the advective model and it is integrated explicitly.

2.8.2 Radial mixzing and boundary conditions

Within the convection zone, the bulk transport of species
is through the radial direction. The radial mass flux, a, on
each cell’s boundary is given by

Qip1/2 = 27T7"i2+1/2m+1/2vi+1/2 (5)

where 7, p, v are the radius, density and velocity defined on
a cells boundary. The velocity is a positive-definite quantity
in this model; the species mass fluxes will explicitly carry
the appropriate sign for transport. In order for this model
to remain consistent with the nearly-hydrostatic equilibrium
of the underlying 3D stellar hydrodynamic simulation, the
net mass flux at every radius must be zero to ensure that
there is no net mass transport in the radial direction. This
means that

Qip1/2 = Q2N41/2—4 (6)

In equation 5, the radial mass flux depends on a surface
area, taken to be 2772, to which the underlying transport
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of mass, pv, is advected through. In principle, the surface
area can be different between the up- and downstream cells
and still ensure that the net mass flux is zero so long as
the product pv with the respective surface areas are con-
stant at every radius. With the low Ma number flows in
the RAWD simulations, the largest density perturbations
are at the percent level as seen in Fig. 4. The density can
therefore be approximated to be constant at every radius so
that p;11/2 = pan41/2—i- The spherical average of the ra-
dial velocity at every radius is approximately zero (Fig. 4).
The magnitude of the velocity at the surface of the up- and
downstream cells at each radius can then be approximated
as being the same, v;y1/2 = vant1/2—s. With the density
and velocities being equal in both streams at a given ra-
dius, the surface areas of each stream must also be equal
to ensure that there is no net radial mass transport. An-
other consequence of these approximations is that the mass
of the cells in both streams at a given radius are also equal,
om; = dmant1—i.
The radial species mass fluxes for cell i are

F;fi = aiy1/2Xk,i+1/2 (7a)

FkIz = —Oéi71/2Xk,z'71/2 (7b)

where the superscript O and [ refer to the outflow and inflow
of mass at cell i, respectively. These constitute two of the
fluxes from equation 4. The mass fractions, which are de-
fined in the center of a cell, X} ;, are considered the average
within that cell. To achieve second order accuracy in the so-
lutions of these equations, the mass fraction on a boundary,
Xk,it1/2, is determined through a linear interpolation using
the neighbouring cell averages. There are two estimates for
the interpolated state,

10Xk i11
X =Xkit1 — - ————06my
kyi+1/2 k,i+1 2 ami+1 mi4+1
10Xk
Xiiv1/2 = Xki + 5 87:;;1 om;

referring to the up-sided and down-sided estimates of the
interpolated mass fraction, respectively. To ensure that the
numerical scheme is stable, the interpolated state is cho-
sen such that the discretization is upwinding. In practice,
this just means that if the velocity is upwards, the upwinded
interpolated state is the down-sided estimate because ma-
terial is being advected upwards. To reduce oscillations in
the solutions the minmod limiter is used on the numerically
estimated slope (LeVeque 2002).

0Xk,i — minmod( Xii— Xiyi-1 Xnyit1 — Xk,i)
om; om; ’ dm;
where
a ifla] <|blanda-b>0
minmod(a,b) =4 b if |b| <|a| anda-b>0

0 otherwise

At the inner and outer boundaries of the convection
zone the velocities are zero. Physically, this condition is en-
forcing that all of the radial flow is turning over at the
boundary such that there is only a horizontal flow. Of course,
fluid can and does over turn at some distance before the
boundary (Jones et al. 2017) which are written as sources
of horizontal mixing in this model (Section 2.3.3). The con-



6 D. Stephens et al.

straints on the radial mass flux coefficients to enforce a hor-
izontal flow at the boundaries are

AN_-1/2 = ONy1/2 = ON43/2
QaN—-1/2 = (O¢2N+1/2 = 061/2) = Qg2

These coefficients cause, at the uppermost cell in the up-
stream, all of the mass that enters that cell to flow directly
into the uppermost cell in the downstream. This is a horizon-
tal flow. These boundary conditions are essentially periodic
boundary conditions and from the numerical and computa-
tional perspective, it is convenient to have the two streams
attached to each other to form a ring. By applying equation 3
to a convection zone that has zero velocity on its boundaries,
there is no mass entering or leaving the convection zone and
so it remains constant. For this reason, the model follows the
Lagrangian coordinates of the PPMstar initialized convection
zone as it expands in Eulerian coordinates (Section 3.1.2).

2.8.8 Horizontal mixing

With only the radial mass fluxes given by equation 7 con-
tributing to equation 4 thus far, the only way in which the
fluxes at the upper and lower boundary of any cell sum to
zero is if the product of 277 pv is constant for all radii. This
is not true for the convection zone in the RAWD simulations
nor in general. Rather, the rms radial velocity profile from
the 3D simulations in Fig. 3 shows a pronounced peak about
1/3" from the bottom of the convection zone and falls off
well inside the CBs where the flow turns around in a broad
sweep corresponding to the low Ma numbers.

Using Fig. 2 as a reference, if the upstream has a; 11,2 >
a;_1/2, then over a time step the mass within that cell ¢ will
decrease. Simultaneously the downstream will be increasing
its mass by the same amount due to the radial mass fluxes
being equal in the two streams at every radius (equation 6).
To conserve the mass in each of the cells, there is an enforced
horizontal mass flux of

Bi = Qip1/2 — Qj—1/2 (10)

from one stream to the other. The sign of this coefficient
B determines whether mass is transferred from the down-
stream to the upstream or vice versa. The horizontal species
mass flux at the upstream cell with index i is

e { —|Bil Xk,2nt1—i B >0
kg |8 | X ks if ;<0

One could consider a situation where neighboring cells
at the same radius conserve mass in the shell but allow for
the mass in each cell to be variable so that the 8 coeffi-
cient is not exactly as written in equation 10. However, since
the density fluctuations are at the percent level as shown in
Fig. 4 they are approximated as being the same between the
two streams at every radius. Therefore the mass within each
cell should not change due to horizontal mixing. Combining
this fact with there being no net radial transport of mass,
the mass within every cell is constant at all times.

With the 8 and « mass fluxes, the total mass flux at
every cell is zero. There can be additional horizontal mass
fluxes so long as the sum of them is equal to zero. This
additional horizontal mass flux is given the symbol « and it
is unique within each shell, i.e v; = yan+1-4, to ensure that

the total mass flux at every cell is still zero. However, the
additional horizontal species mass flux is not zero and has
the form

F,ZZ =7 (Xk,s — Xk2aN41-4) (11)

for each cell.

While mass is being transported radially in the up- and
downstreams, mass is also being exchanged between them
through a horizontal mass flux. The mixing of the mass of a
given species k between cell i and its adjacent cell 2N 41—
implied by equation 11 has the effect of homogenizing the
species between the two streams at every layer, depending on
the value of . There are two competing timescales that de-
termine how efficient the mixing between the up- and down-
streams are. These are the radial advection timescale,

_ lori]

Otr; = K (12)
and the horizontal time scale, 6tn ;, for a given cell. Associ-
ated with these timescales are mass fluxes. The radial mass
flux is «, while the horizontal mass flux is . With these two
competing timescales, if one is shorter than the other then it
is implied that the shorter timescale has a larger mass flux
than the longer timescale. This can be written as

5tri
P = Qg s 13
V=g (13)

The mental picture of a convection zone being com-
posed of one upstream and one downstream that splits the
convection zone evenly into two hemispheres is very unre-
alistic (Fig. 4). Instead, this model should be thought of as
the upstream being the superposition of all radially upward
flows and similarly for the downstream. From this idea, if the
upward flows are small in their surface area at a given radius,
they can more easily mix with the adjacent downward flows.
To decompose the velocity into upward and downward flows
at a particular length scale on a sphere, the power spectrum
(spherical harmonics) of the radial velocity is taken. To com-
pute the spherical harmonics the python package pyshtools
is used for data sampled on a sphere. The maximum mode, ¢,
that the velocity field is decomposed into is chosen such that
the smallest wavelength, A = 26r where A = 27r//0(£ 4+ 1),
that can be sampled from the briquette data (see Fig. 4 and
Section 3.1) with a grid spacing of ér is computed.

For a given mode, ¢, there is an associated length scale,
or wavelength. A particle at the center of a stream must
move, tangentially to the surface of the sphere, half of
this wavelength to be in the center of the adjacent stream.
With an average tangential velocity, the particle will take
Oth,ie = 7/ (<|UJ_Z|> £(£+1)) amount of time to mix,
for a given mode £. The flow does not develop with only one
very dominant mode but a spectrum of modes (Fig. 5) and so
the horizontal timescale is weighted by its power, Sec(€, ) =
¢ |ce.m ()|?. Therefore, the horizontal timescale is

m=—/
Stns = Z Sec(lyri)mr;

(14)
: (;sccw,m) o i)y/ETTT)

2.8.4 Entrainment

A convection zone can entrain, or ingest, material due to
hydrodynamic instabilities at the boundaries. In the RAWD

MNRAS 000, 1-18 (2020)
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simulations, the fluid above the convection zone is entrained
into the convection zone through a downstream at the con-
vective boundaries, as shown in Fig. 4, bringing H-rich mate-
rial into the convection zone. With the constraint on the ad-
vective model that the mass within any cell cannot change,
the mass of the fluid above the convection zone that is en-
trained into a cell must also be removed. Algorithmically,
the entrainment process follows what was discussed in de-
tail in Appendix A of Denissenkov et al. (2019). The H-rich
material is ingested into the downstream into a region of
mass, AM, that is equal to the mass of the top cell of the
downstream. This ensures that all of the mass that is en-
trained is done so directly through the convective boundary
surface, thus incorporating the horizontal and radial mixing
timescales to determine how fast the composition changes
are transported downwards. Due to AM being only one cell,
the change in the mass fractions is applied as a step increase.

To test how well entrainment and mixing is modeled
we have switched off all reactions and compared the total
amount of H ingested into the top cell with the amount of
H distributed over the other cells by mixing. The relative
difference between these amounts in the advective model
remains within 2 — 4% even after 30334 time steps (744 min
of integration time). In the diffusive model the entrained
material is distributed evenly over 18 cells (out of a total
number of 256 cells) using the step increase method from
Appendix A of Denissenkov et al. (2019). Over the same
number of time steps as the advective model we find that
the relative differences between the total entrained H and
the mixed H in the diffusive model to be of the same order,
2 — 4%.

2.8.5 The Courant Condition

With the fact that the method is explicit, the time steps
are limited by the Courant condition. With the cells being
discretized in mass, the Courant condition can be plainly
stated as requiring that the total amount of mass advected
out of any given cell in a single time step cannot be larger
than the mass within that cell. The Courant number in any
cell is given by

Ot (aipaye + i+ |Bil)
- (5m7,

and the Courant condition states that for all ¢, C; < 1.
Any advective post-processing simulations have the condi-
tion that the maximum Courant number across all cells is
0.5. This determines the time steps that any post-processing
model takes (see Section 3.2).

Ci (15)

2.4 mppnp post-processing simulations

The 1D multi-zone NuGrid code, mppnp (Pignatari et al.
2016; Ritter et al. 2018b), is used for the 1D post-processing
models of the PPMstar simulations. Either the diffusive or
advective mixing routine, as described in Sections 2.2 and 2.3
respectively, is used for a given mppnp simulation which are
tabulated in Table 2. The first set of runs has been per-
formed by including only the *2C(p, 7)'*N reaction rate and
neglecting its electron screening, just as in the PPMstar runs,
in order to have a direct comparison between 1D and 3D.
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Table 2. Summary of the 1D mppnp post-processing simulations.

mppnp Run ID  A/D? Hydro Run ID  Network®

mpl Dyvive N16 12C(p,y)13N
mp2 ATS N16 12C(p,y)13N
mp3 Dyr N17 12C(p,y)13N
mp4 ATS N17 12C(p,y)13N
mpb Dgvyyr NI16 full
mp6 ATS N16 full
mp7 Dy N17 full
mp8 ATS N17 full
mp9 Dy, N16 12C(p,y)13N
mpl0 Dy N16 full

“ The mixing model used in the post-processing which is ei-
ther diffusive (Dvr or Dpv vy, Section 2.2) or advective (ATS,
Section 2.3); ¥ 12C(p, v)'3N indicates post-processing with the
same one-reaction burn that is implemented in the PPMstar
runs, full indicates post-processing with the complete network
needed for i-process modeling

The second set of runs has been performed with a full net-
work of ~1000 species suitable for i-process simulations in
which we use the same nuclear data and electron screening
factors as in Denissenkov et al. (2019). Both the advective
and diffusive mixing post-processing models, for a given 3D
PPMstar run, use the same spherically averaged radial p, T’
profiles and time steps corresponding to the 3D dump times.
The details of the formulation of the models are discussed
in Section 3.2.

3 RESULTS

We first describe the hydrodynamic simulations of RAWDs
in Section 3.1. The details of the post-processing models
are discussed in Section 3.2. Focusing on the only nuclear
reaction included in the hydrodynamic simulation we then
describe and compare post-processing via the diffusive (Sec-
tion 3.3.1) and advective methods (Section 3.3.2). In Sec-
tion 3.4 we describe the post-processing results including a
full network and comparison with observations.

3.1 3D hydrodynamic simulations of RAWDs
8.1.1 Flow properties

As with the other PPMstar simulations in Woodward et al.
(2015a); Jones et al. (2017); Andrassy et al. (2019), the
RAWD simulations do not start with any initial perturba-
tions in the velocity field but rather the numerical repre-
sentation of the spherically symmetric thermodynamic vari-
ables develop instabilities. These are quickly over taken by
the flow developing from heat being injected (Table 1) in a
thick spherical shell. This shell is contained within the radii
8.28 Mm and 10.28 Mm and can be seen as the beige shaded
region in Fig. 3. After about 30 minutes this transient state
is completely lost in the simulations and the natural flow of
the convection zone has developed.

The rms radial profiles of the radial and tangential ve-
locities are shown in Fig. 3. The radial velocity drops sharply
near the CBs, while the tangential velocity is dominant near
the CBs. Directly from these profiles it is clear that there
will be significantly more horizontal mass transport near the
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Figure 3. The rms radial profiles of v, v; and v at ¢ = 299 min.
The thick lines are from run N16, while the thin lines are from
run N15. The black dotted lines correspond to the convective
boundaries that are used in N16’s post-processing models (Sec-
tions 3.1.2 and 3.2). The beige shaded region is where the volume
heating is applied. When spatially integrated it corresponds to
the helium luminosity, Ly, stated in Table 1.

CBs (equation 13) than the middle of the convection zone.
This coincides with the flows being forced to turn over near
the CBs. N15’s spherically averaged velocities are smaller
than N16’s and it is significant when considering that the
difference between the two runs is the doubling of the spa-
tial resolution in N16. A possible cause for this is due to the
higher entrainment rates in N15 compared to N16, shown in
Fig. 9. With the convective fluids doing work to bring the
initially stable fluid above the convection zone into the con-
vection zone, some of its kinetic energy is lost resulting in
the lower velocities.

The radial velocity field is shown at two radii in Fig. 4.
These Mollweide-projection plots are made using the bri-
quette data from a PPMstar simulation. This data set is
downsampled in each spatial direction by a factor of four
from the original simulation through averaging the data in
43 cells. The radial velocity at 14.5 Mm is mostly dominated
by two modes, £ = 2 and 3, which can be seen visually in
Fig. 4 as well as from its power spectrum in Figs. 5 and
6. This is consistent with the flow being dominated by the
most unstable and largest convective mode that can be in
that spherical shell, £ ~ 7r/Ar ~ 3 (Chandrasekhar 1961).
At 23 Mm, the velocity field is not dominated by a few
modes but the power is instead spread over many modes of
{. The large plumes that are advecting from the center of
the convection zone are broken up into smaller, incoherent
streams that are swept across by the large tangential veloc-
ities (Figs. 3 and 7).

8.1.2 The convective boundary and entrainment and
burning of H

The CB in 1D stellar evolution models can be determined by
the Schwarzschild criterion. If the fluid is unstable to con-
vection and is fully mixed within the convection zone, it is
adiabatically stratified such that dS/dr = 0, or in the case of

an ideal gas equation state, which is used for the simulations
done in this paper, it can be expressed as dA/dr = 0 where
A = P/p” with v = 5/3. The PPMstar simulations are ini-
tialized with a convection zone defined by these properties.
The CB can be determined throughout the entirety of the
simulation by assuming that the convection zone is only ex-
panding due to heat and so it can be determined directly by
using the Lagrangian coordinates of the initial Schwarzschild
boundary. This initial Schwarzschild boundary is determined
numerically with the condition that fluid with dA/dr > 0 is
stably stratified. In previous works that used the PPMstar
code (Jones et al. 2017; Andrassy et al. 2019; Denissenkov
et al. 2019) the CB during the simulation was determined
using the minimum of dv, /Or with the spherically averaged
profiles of |v | or with the bucket data of v1 (see Section 3.3
in Jones et al. (2017)). The Schwarzschild criterion does not
adequately describe the stability of the fluid near the bound-
aries in these simulations as even in areas where the entropy
gradient is weakly positive, the fluid is flowing with mod-
erate velocities (Jones et al. 2017). The gradient condition
expresses the 3D nature of the CB as when the fluid advects
near the stiff boundary, the fluid is forced to turn over. This
can be viewed as small perturbations from a spherically sym-
metric boundary as shown in Fig. 8. The thickness of this
CB as described by 1o spatial fluctuations (Fig. 17 in Jones
et al. 2017) is approximately 0.5 Mm, which is smaller than
the pressure scale height at that boundary, Hp = 1.0 Mm.
The CB as determined by the minimum of dv, /9r as well as
the CB defined by the Lagrangian coordinates of the initial
Schwarzschild boundary for all runs at ¢ = 299 min are tab-
ulated in Table 1. A discussion on the appropriate boundary
for the mppnp post-processing models is within Section 3.2.

At the upper CB, the entrained fluid above the con-
vection zone follows the convective downflows deep into the
convection zone until it reaches the burning region where the
12C(p, v)*®N reaction occurs. To determine the entrainment
rates of N15, N16 and N17, a method, which is described in
more detail in Andrassy et al. (2019) and Denissenkov et al.
(2019), was used. To summarize, the total mass of the fluid
above the convection zone that was entrained is composed of
the mass that has been burned and the mass that is present
within the convection zone with an upper boundary radius of
rub. To determine the mass of the fluid above the convection
zone within this convection zone its density is integrated to
within 0.5 Mm of the formal CB of the mppnp post-processing
simulations (see Section 3.2). This offset is approximately
the average scale height of the rms tangential velocity gra-
dient at the boundary, H,, w», = (01lnwvy/0r)"!, a condi-
tion used in Jones et al. (2017), Andrassy et al. (2019), and
Denissenkov et al. (2019), for all RAWD simulations during
their quasi-static burning phases. The constant offset pre-
vents major fluctuations in the calculated entrained mass
due to the very large concentrations of the fluid above the
convection zone near the CB and prevents major changes in
the velocity field (global oscillation of shell H ingestion in
N15 and N17; see Section 3.1.3) from providing outlandish
integration boundaries. This offset is extended to 5 Mm for
N17 during its global oscillation of shell H ingestion due to
the major changes in the spherically averaged fluid above
the convection zone concentrations near the majorly per-
turbed convective boundary. The burnt material is calcu-
lated using the spherical profiles of density, temperature and
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Figure 4. In each row the left panel is a Mollweide plot of the quantity at a radius of 14.5 Mm, which is within the H burning region
(Fig. 15), while the right panel is at a radius of 23 Mm which is near the top CB (Table 1). The first row plots the density perturbations
from its mean, the second row plots the radial velocity, while the last row plots the mass fraction of H which is calculated from the
FV that is at double the grid resolution. The Mollweide plots were made with the briquette data which is downsampled by a factor of
4 (3843) from the resolution of the underlying run, N16 (15362), and are taken at ¢ = 299 min. The points on the shell to which the
quantity is sampled on are distributed such that each point’s surface area coverage is roughly equal to 47/N. The number of points that

are used roughly corresponds to having a single point per cubic cell.

mass fraction to determine what the burning rate per unit
volume is. This burning rate is integrated in time to de-
termine the amount burnt over a dump. The entrainment
rates, mass burnt, and present material of the fluid above
the convection zone within the CBs of N15, N16 and N17
are shown in Fig. 9. A linear fit of the entrainment rate
of N15, N16, and N17 over their quasi-static burning phases
are Mo = 1.06 x 107" Mg s™!, M, = 7.21 x 1072 Mg s~ !,
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and M, = 1.08 x 107'° My s}, respectively. N15 and N17’s
entrainment rates become non-linear and increases signifi-
cantly around ¢ = 300 min (Fig. 10). Even within the linear
regime the entrainment rate of N15 is ~ 10% larger than
N16’s though the scale of this difference is consistent with
the entrainment convergence results in Fig. 17 of Woodward
et al. (2015a).

Throughout the entirety of the N16 simulation, the



10

D. Stephens et al.

10°

H
S
Sccll, r) 1 Max(Scc(r)

8 10 12 14 16 18 20 22
r/ Mm

/]

50 10°
40 =
S
v
30 %
107t =
20 <
w
10 4
. 7 7 1072

8 10 12 14 16 18 20 22
r/ Mm

Figure 5. The power spectrum, in terms of the spherical harmonic modes, ¢, of the radial velocity as a function of radius at ¢ = 299 min
within the convection zone. The left panel is from run N15, while the right panel is from run N16. The power in each radial bin is
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Figure 6. The power spectrum of the radial velocity as a function
of the spherical harmonic mode, ¢, at select radii at ¢ = 299 min.
The thick lines are run N16, while the thin lines are from run N15.
The spectrum is limited by the Nyquist sampling of the briquette
data resulting in more ¢ modes being resolved in the higher reso-
lution run, N16. The power in each spectrum at a given radius is
scaled by an arbitrary constant factor, which is the same for each
hydro run, in order to show their £ dependence clearly.

burning and entrainment of H maintains a quasi-static state
resulting in the linear growth of the total entrained mate-
rial. The distribution of Xg is plotted on spherical shells
near the upper CB, 23 Mm, and well within the H burning
region, 14.5 Mm, in Fig. 4. The corresponding radial veloc-
ity field at those radii is shown in Fig. 4. The distribution of
the Xy at 14.5 Mm in conjunction with the radial velocity
distribution shows that that the upflows are essentially H-
free while the downflows are H-rich. As the H-rich material
moves through the H burning region, the downflow material
is rapidly burned until it is H-free. Eventually this material
will turn around and move in the upflows entirely H-free.
The H-free material is advected and mixed with the H-rich
material as it is advected towards the upper boundary where
it still maintains very small mass fractions (Xg ~ 107%) at
23 Mm, ~ 0.8 Mm from the upper CB (Table 1). The H-rich

material (Xu =~ 107?) is advected into the convection zone
in the downflows near the CB.

3.1.3 A global oscillation of shell H ingestion in N15 and
N17

Directly from the entrainment rates of each run in Fig. 9,
the entrainment rates begin to increase substantially around
t = 300 min in both N15 and N17 and continues until ¢ ~
700 min. N17’s entrainment rate increases by a factor of up to
80 during this time compared with its quasi-static rate, while
N15’s entrainment rate increases by a factor of up to 3. The
cause of these bursts of entrainment are due to the collision
of opposing horizontal flows forcing significant amounts of
H-rich material to be entrained in downdrafts where it will
eventually burn and feedback energy into the flow (Herwig
et al. 2014). The magnitude of the horizontal oscillations of
these flows is clearly seen in Fig. 10 where the rms of the
tangential velocity rapidly increases and decreases within
convective turn over timescales. With the same heating rate
as N15, N16 does not undergo a global oscillation of shell
H ingestion at any point during its entire simulation which
includes the full duration of the global oscillation of shell H
ingestion experienced by N15.

The consequences of the global oscillation of shell H in-
gestion between N15 and N17 differ drastically due to the
differences in the amount of H ingested. The weak global os-
cillation of shell H ingestion of N15 does not entrain enough
H to sustain it for a long period of time and thus it dissipates
after 200 minutes of large scale oscillations. The burning of
this additional entrained H is done such that there is very
little build up of H within the convection zone (Fig. 9) dur-
ing the global oscillation of shell H ingestion. The global
oscillation of shell H ingestion does not increase the aver-
age tangential velocity significantly over its duration and a
global oscillation of shell H ingestion does not occur again
throughout the 1600 minute long simulation. Conversely,
N17’s global oscillation of shell H ingestion causes signifi-
cantly higher entrainment of H which is built up within the
convection zone. This can be seen in the rendering of the
fractional volume, FV, at t = 501 min in Fig. 11. The global
oscillation of shell H ingestion subsides briefly after the large
build up of H and burns most of the H within the convection
zone and then begins again at ¢ = 600 min. The simulation
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14.5 Mm, within the H burning region (Fig. 15), while the right panel is at a radius of 23 Mm which is near the upper convective

boundary (Table 1). These snapshots are taken at ¢ = 299 min.
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Figure 8. Location of the upper convective boundary of N16 ac-
cording to the minimum of dv, /dr at t = 299 min from the
briquette data. Taking the spherical average, the upper convec-
tive boundary is at 23.56 Mm with o, = 0.46 Mm. This is
consistent with the other CB determination which uses the mass
coordinates of the initial Schwarzschild boundary to yield an up-
per CB at 23.84 Mm.

is ended soon after the global oscillation of shell H ingestion
continues again as the expansion of the convection zone has
approached where the outer boundary condition is applied.

3.2 mppnp post-processing model constraints

Due to the initial transient at the start of any PPMstar sim-
ulation, the mppnp post-processing models do not begin until
well after this transient has finished. This was chosen to be
at 46 minutes for N16 and N17. The advective mixing models
are initialized with an Xy profile in the up- and downstreams
that is equivalent to the spherically averaged Xu profile
from the PPMstar simulation. The diffusive mixing model
is initialized with the spherically averaged Xu profile from
the PPMstar simulation. For the advective post-processing it
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is not expected that the up- and downstreams would have
equivalent Xy profiles as seen in Fig. 4. While running, the
initial guess of the equivalent profiles in the up- and down-
streams is quickly changed to the model’s preferred profile
which is asymmetric (see Fig. 14). This takes around 3 con-
vective turn over timescales and causes comparisons with
PPMstar profiles to be inaccurate during this initialization
period. For this reason, all mppnp post-processing models re-
peat the very first time step, with the entrainment rate at
that point in time, for ~ 3 convective turn over timescales
so that they establish their own quasi-static profile.

The PPMstar simulations output the briquette, and any
other data type, on a dump basis. The advective mixing
models have their time steps being limited by a Courant
condition, equation 15, which requires on the order of 20-30
time steps being taken for every single dump of N16'. Al-
though the implicit solving of the diffusion equation used
by mppnp is not limited to a time step criterion like the ad-
vective mixing model, all post-processing models for a given
run, regardless of mixing or network, use the advective mix-
ing models Courant condition limited time steps. Both the
advective and diffusive post-processing models, for a given
3D PPlMstar run, use the same spherically averaged radial p,
T and vrms profiles at a dump. Although the stratification
and velocity profiles do change throughout a dump it is neg-
ligible as the convective turn over time is ~ 1100 s for N16,
while the dump interval is & 27 s.

As discussed in Section 3.1.2, the CBs in 3D hydrody-
namic simulations are not a sharp and spherically symmet-
ric boundary as typically interpreted with the Schwarzschild
criterion. The minimum of the spherical average of dv, /dr,
which can define the location of the CB, could be used to de-
termine a time dependent CB for the post-processing mod-
els. However, with this CB varying at each dump in the
Eulerian coordinates it is also varying in its mass coordi-
nates. Because the advective mixing model requires that the
mass of the individual cells to remain constant across all
time (Section 2.3) this boundary determination can cause

1 PPMstar’s Courant condition is based on the speed of sound



12 D. Stephens et al.

le—6
1.2 1 .
— Me=1.06x10"11 Mgy 571
1.04 present
burnt
08 — total
O
=
~ 0.6 1
=
0.4
0.2
0.0 =L PSR et e L, :
0 250 500 750 1000 1250 1500
t/ min
le—-7
504 — Me=7.21x10"22 M, s71
----- present
25 burnt
— total
0 2.0
=
< 1.5
1.0 A
0.5 A
0.0 TN RTSTTTIPIIe TIPEIIRIPTTPRPY
0 100 200 300 400 500 600 700
t/ min
le—6
81 — M.=1.08x10"10M, s}
74 present
burnt
61 — total
o m
< 5
4
=
3_
2 -
1_
0

0 100 200 300 400 500 600
t/ min

Figure 9. The time evolution of the mass of the fluid above the
convection zone being entrained and burned within the convection
zone since the start of the mppnp post-processing models, t =
46 min. The top panel is from N15, the middle panel is from
N16 and the bottom panel is from N17. The total lines is the
instantaneous entrainment rate of the fluid above the convection
zone which is used in all advective and diffusive post-processing
models. A linear fit of the entrainment rates, Mo, for each run is
calculated over a quasi-static time interval corresponding to the
solid line, while the dotted line is an extension of that fit. The
black vertical line is at ¢ = 501 min when the images of Fig. 11
were rendered.
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Figure 10. The average of the rms tangential velocity between 1
and 2 Mm below each simulations top Schwarzschild boundary as
described in Section 3.1.2. The very large oscillations in the tan-
gential velocity in N17 indicate a global oscillation of shell H in-
gestion is occurring which causes the entrainment rate to increase
by up to a factor of 80 (see Fig. 9) during these oscillations. Much
milder oscillations can be seen in N15 between 500 and 700 min
with a modest factor of 3 increase in its entrainment rate. The
black line refers to the time when the images of FV in Fig. 11
were rendered.

the upper and lower boundaries to sporadically move be-
tween cells on a dump basis. During a global oscillation of
shell H ingestion this boundary determination can lead to
a top boundary well within the convection zone, as it was
determined before it began to global oscillation of shell H
ingestion, due to the large oscillations in the tangential ve-
locities (see Fig. 10). To simplify the definition of the CB
and make it applicable to all runs, instead the mass coor-
dinates of the initial Schwarzschild boundaries are used to
define the convective boundaries for all post-processing mod-
els. The difference between the two boundary criteria is only
0.43 Mm at t = 299 min for N16 (Table 1). Given that the
determination of the tangential velocity gradients are from
the briquette data, which is downsampled from the PPMstar
simulation and only have a cell length of 0.18 Mm, and the
fact that o, = 0.46 Mm for that averaged boundary the
two boundary determinations are mostly in agreement.

The mass coordinates of the cell interfaces, which are
constant for the whole duration of the post-processing, are
calculated by initially splitting the convection zone into
equally spaced radial shells in the Eulerian coordinates. This
makes the mass of individual cells to vary radially but this
ensures that the sampling of data from the hydro simula-
tions is done at the cell resolution. There are approximately
250 cells for the post-processing models of N16 and N17. The
number of cells in N16 was reduced due to the computational
effort required when using a full network. As the PPMstar
simulation evolves in time, the density, velocity and radius
are interpolated to the mass coordinates of the cell inter-
faces.

The stream model for N16 was run from ¢t = 46 min
until the end of that simulation at ¢ = 744 min resulting in
roughly 39 convective turn over times. The entrainment of
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Figure 11. Both panels show a rendering of the fractional volume FV of the material in the stable layer at ¢ = 501 min. The C-rich
convective fluid is transparent. The left panel is from N16, while the right panel is from N17. The entrainment rate of H rapidly increases
when a global oscillation of shell H ingestion instability occurs in N17. The hydrodynamic feedback from the energy released from burning
causes even more H to be entrained and leads to an unstable runaway in N17 but not in N15. This is contrasted with the quasi-static

entrainment and burning in N16 (Fig. 9).
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Figure 12. The radial and horizontal mixing timescales as a func-
tion of radius within the convection zone at t = 299 min for run
N16. Equations 12 and 14 define the radial and horizontal mixing
timescales, respectively.

the fluid above the convection zone into the convection zone
of the post-processing models is taken directly from the time
dependent entrainment in Fig. 9. The entrainment rates are
small enough that the fact that the mass of the convection
zone does not change over the length of the post-processing
model is an accurate approximation to the PPMstar simu-
lations. Integrating N16’s entrainment rate over the length
of its simulation results in a total of 3.1 x 1077 Mg of fluid
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above the convection zone being entrained. The cell with the
smallest mass within the advective post-processing models
of N16 is 2.6 x 107 M.

3.3 '2C(p,~)'®N-only post-processing models
8.3.1 Diffusive post-processing models

Using spherical averages of the Xy and rms of the radial
velocity from PPMstar the diffusion coefficients D,, and
Dpvivr are computed on a dump basis. Using these diffu-
sion coefficients in mppnp with only the *2C(p,v)'*N reac-
tion, the post-processing models of mpl and mp9 are com-
pared with PPMstar in Fig. 13. Unsurprisingly, the model
using the Dgpv4yr matches the PPMstar profile very closely
except right at the top CB. This is due to the accuracy of
estimating the strength of the mixing and the calibration of
the entrainment rates. By using the D, diffusion coefficient
the mixing near the convective boundary is largely overes-
timated and the mixing near the middle is underestimated.
Even though the |r — 7| term in equation 2 decreases as
the boundary is being approached, Dy, does not fall off as
quickly as the Dpv .y profiles suggest in Fig. 1.

3.8.2 Advective post-processing models

From Figs. 5 and 6 the power spectra of N16 shows domi-
nant large-scale modes at the middle of the convection zone
as well as a more flat spectrum across many scales when
near either CB. With the smaller modes contributing signif-
icantly to the power near the CBs the mixing between the
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Figure 13. The Xy profiles from N16 and from post-processing
models mp9, using Dy, according to the recipe provided in Jones
et al. (2017), and mp1, using Dy 4y Which inverts the diffusion
equation using the spherically-averaged Xy profiles of PPMstar as
described in Section 2.2.

two streams is expected to be more efficient there than the
middle of the convection zone. Applying equation 14, the
horizontal and radial timescales for run N16 are shown in
Fig. 12. The horizontal timescale is typically over an order
of magnitude larger than the radial timescale suggesting in-
efficient mixing, even at the CBs. There is still significant
power at the largest modes near the CBs leading to small
changes in the horizontal timescales across the entire convec-
tion zone. The lack of efficient horizontal mixing is especially
apparent in the middle of the convection zone where the up-
and downstreams are very isolated from each other as seen in
Fig. 14. The upstream is carrying nearly H-free material to-
wards the top of the convection zone, while the downstream
is carrying H-rich material directly to the burning region.
This distribution of H-free fluid in the upstream and H-rich
fluid in the downstream is also validated by the 3D hydro
simulations as seen in Fig. 4.

The spherical average of the Xy profiles from the two
streams closely follows the spherical average of N16 in most
regions. However, at the very top of the convection zone it
is underestimated, while between 16 and 22 Mm it is over-
estimated, similarly to the results of the diffusive mixing
with Dy, (Fig. 13). One component of this is likely due to
an underestimation of the horizontal mixing at the top of
the convection zone. The briquette data used to compute
the spectra of the radial velocity has a resolution that is a
factor of 4 smaller than the run’s grid resolution. This down-
sampling involves averaging which significantly dampens the
power in any short wavelength modes, directly increasing the
horizontal mixing timescale and leading to less efficient mix-
ing. This results in much more efficient radial transport of
species allowing for the sliver of very H-rich material at the
top of the convection zone to immediately advect downwards
rather than be constantly mixed between the two streams.

To better understand the physics of the convective-
reactive nucleosynthesis in the RAWD model, it is useful
to find out where the H-burning is predominately occurring
within its He shell. The H burning rate at a single time
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Figure 14. The top panel is the Xy profiles from N16 and the up-
and downstreams of mp2 at ¢ = 299 min. The spherical average
of the up- and downstreams is (Up, Down). The bottom panel
plots the same quantities for N17 and the post-processing model
mp4 at ¢ = 501 min, during the global oscillation of shell H in-
gestion. The black vertical dotted line is where the integration of
the fluid above the convection zone is stopped for calculating the
entrainment rates in Fig. 9.

step from the PPMstar simulations and the advective post-
processing model, mp2, are estimated in N16 with the tech-
niques discussed in Section 3.1.2 and is shown in Fig. 15. The
advective post-processing model is burning the H a few cells
above where N16 is burning H. This could suggest that the
distribution of flow velocities that are present in PPMstar
simulations modifies where the bulk of the burning takes
place within a convection zone. With the fact that there is
no significant accumulation of H throughout the advective
post-processing model it is roughly in a quasi-static state in
which it is burning all of the H that it ingests.

3.4 Full network post-processing and comparison with
observations

With the limitation of only having two fluids in the hy-
drodynamic simulations only the energy feedback from the
2C(p, v)'®N reaction can be modeled within them. The 1D
advective and diffusive post-processing simulations that use
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Figure 15. The burning rate of H per volume as a function of ra-
dius for N16, an advective post-processing model, mp2, and the
diffusive post-processing models mp1 and mp9. The (Up, Down)
profile is calculated with the spherical average of the streams to
estimate the burning rate, similarly to the estimates from spheri-
cally averaged data of PPMstar. The 12C(p, v)'3N reaction is very
sensitive to temperature and it does not burn any H until about
18 Mm with T9 = 0.11. All of the H is burned well before it
reaches the bottom of the convection zone.

the mixing and entrainment calibrated from those hydro
simulations can model the i-process by incorporating a nu-
clear network with thousands of species. With the additional
reactions there appear sources of neutrons and H at the bot-
tom of the convection zone through the *C(a,n)*%O and
various (n,p) reactions as seen in the left panels of Fig. 16.
Although not very significant, there is a distinction between
how the advective and diffusive mixing models behave with
two burning regions for a given isotope. For N16, there is
the H-burning region that ends roughly around 12 Mm,
where the Xy reaches a minimum, and then there is the
H source from (n,p) reactions that occurs until the bottom
CB. The advective mixing model clearly distinguishes these
two burning regions, while the diffusive mixing model smears
them, even with time steps that are needed to resolve an ex-
plicit advective model. Of course, with larger time steps this
smearing becomes much more significant and the profiles are
not properly converged. Another important detail with the
advective models is that up- and downstreams are distinct in
not only H but other isotopes as well. As the H is advected
down in the downstream it burns to produce *N which has
a half life of approximately 10 min. In N16 the convective
turn over timescale is 18 min leading to some of the *N to
decay as it moves to the bottom CB and then turns over
into the upstream. This can also be traced with the 3C as
it is burned while being advected by the downstream to the
bottom CB. When it eventually moves upwards in the up-
stream more of the "®N decays and replenishes the burned
130, and the streams become homogenized.

On the right panels of Fig. 16 a few unstable Kr isotopes
are plotted with varying half lives. With the convective turn
over timescales of 18 min and 9 min for N16 and N17 respec-
tively the long half life of 3Kr, 2.84 hr, ensures that it is
well mixed as its Damkdshler number (Da = Tmix/Tauclear)
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is much less than 1. However for 3°Kr and “°Kr, with their
half lives of 3.18 min and 32.3 s, their Damkohler numbers
become greater than 1. With these isotopes the distinction
between the up- and downstreams becomes apparent and
important for describing their distribution within the con-
vection zone. Again, the production of the neutrons and thus
these unstable species is predominately at the bottom CB.
They are produced when the appropriate n — 1 isotope is
advected down and then captures a neutron after which it
will predominately be advected away in the upstream.

While the hydrodynamic simulations are only able to
model the He-shell flash convection and the H ingestion for
roughly half a day, the latter can last in RAWDs roughly for
a month (Denissenkov et al. 2019). A simple approximation
for modeling the i-process over that longer timescale is to
assume that the quasi-static behavior of N16 will continue,
and so the post-processing models are repeated to stretch
the integration time. Likewise, the N17 simulated behavior
can be repeated. The RAWD model G from Denissenkov
et al. (2019), on which these simulations are based, had
i-process yields that were in good agreement with the ob-
served elemental abundance distribution in the exemplary
carbon-enhanced metal poor (CEMP-r/s) star CS31062-050
with seemingly enhanced s-process and r-process material.
There, a simpler approximation was used to compute the
i-process yields in which a representative time step during
the H-ingestion phase was used as a static model for mppnp
with the diffusion coefficients provided by MESA (Denissenkov
et al. 2019; Paxton et al. 2010). Fig. 17 shows the best fit in
time of the decayed elemental abundance yields from mp5,
and mp7, with the corresponding advective post-processing
models mp6 and mp8, compared with the surface chemical
composition of CS31062-050 from Aoki et al. (2002) and
Johnson & Bolte (2004). Neither of the advective models
has a large enough neutron exposure at that point in time
to reach the Pb elemental abundances observed in that star.
The difference in the time it takes for the advective model to
reach the same Pb abundances as in the diffusive model is
approximately 7%. This is of the same order as the inaccu-
racies in the amount of H ingested and mixed, therefore this
is not due to differences in how the i-process nucleosynthesis
works in the advective mixing models, but is likely due to
the numerics (Section 2.3.4). From the many RAWD mod-
els of Denissenkov et al. (2019) it is clear that the neutron
density is directly proportional to My as nearly all of the
ingested H is burned via '>C(p, v)'*N leading to a neutron
being released. Therefore, the best fit is reached at an earlier
time for the mp7 run that is based on the N17 simulations
with the higher H-entrainment rate.

The important result is that even with using the advec-
tive method that models mixing in RAWDs closer to what
is observed in 3D hydrodynamic simulations and uses much
better time resolution we can still reproduce the observed
chemical composition of CS31062-050 well within the H-
ingestion timescale of 0.087 yr estimated from the 1D stellar
evolution computations.

4 SUMMARY AND CONCLUSIONS

In this paper, we described, formulated and applied two dif-
ferent numerical methods to model the mixing within a con-
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Figure 16. The top row contains panels using data from the post-processing models of mp5, mp6 and mp10 (N16) at ¢ = 299 min, while
the bottom row contains panels using data from the post-processing models of mp7 and mp8 (N17) at ¢ = 501 min. In each row, the left
panel contains line profiles of the mass fractions of H, 13N, and 13C, while the right panel contains line profiles of the mass fractions of
various Kr isotopes. These isotopes are 88Kr, 89Kr, and 99Kr which have half lives of 2.84 hr, 3.18 minute and 32.3 s, respectively. The
mixing models are distinguished based on line style and glyphs as was done in Figs. 13 and 14. Dy, profiles are dash-dotted with circles,
Dgv 4y profiles are dotted with cross’, the upstream profiles are solid with a triangle pointing towards higher radii and the downstream

profiles are dashed with a triangle pointing towards lower radii.

vection zone from 3D hydrodynamic simulations in order to
compute convective-reactive i-process nucleosynthesis. The
stellar environment of choice was the He shell in a RAWD
with a metallicity of [Fe/H] = —2.6 (model G of Denissenkov
et al. (2019)). One method used a standard 1D diffusive
mixing routine, while the other was a two-stream advec-
tive mixing model that is likened to the models of Cannon
(1993) and Henkel et al. (2017). These models require mix-
ing coefficients which could be taken from estimates using
MLT however instead we constrain the mixing by running
3D hydrodynamic simulations of the RAWD. The mixing
coefficients in both models are determined directly from the
data of the 3D hydrodynamic simulations.

The high resolution RAWD simulation, N16, was run for
approximately 39 convective turn over times showing that
its evolution over this timescale to be approximately quasi-
static. The radial velocity field at 14.5 Mm is dominated by
the large modes of ¢ = 2 and 3, while near the CBs the flow
is spread across many smaller modes (Figs. 4 and 5). The

large scale modes encounter the stiff upper boundary and
begin to turn over, increasing the tangential velocities near
the boundaries (Figs. 3 and 7). Using the gradient of the
tangential velocity as a condition for the CB yields a spher-
ically averaged boundary at 23.56 Mm at ¢t = 299 minutes.
This CB is consistent with the CB as determined by the ini-
tial Schwarzschild boundary of the 3D simulations, which is
followed in the Lagrangian coordinates, to within a standard
deviation of that averaged boundary. This is roughly at the
resolution of the briquette data that was used to calculate
those boundaries.

The entrainment of fluid above the convection zone in
N16 is linear in time with an entrainment rate of Me =
7.21 x 1072 My s™!. N16’s entrainment rate increases by
as much as a factor of 3 after it experiences a global oscil-
lation of shell H ingestion however it returns to quasi-static
burning and entrainment as shown in Fig. 9. The global
oscillation of shell H ingestion instability in N17 causes it
go into a feedback loop of rapidly increasing entrainment
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Figure 17. Both panels show an elemental abundance distribution
of the best-fit time for a diffusive post-processing model (mp5 at
0.059 yr for N16 and mp7 at 0.017 yr for N17) with star CS31062-
050 (Aoki et al. 2002; Johnson & Bolte 2004) as well as the ap-
propriate advective post-processing model at the same simulation
time (mp6 for N16 and mp8 for N16). The top panel plots the models
from run N16 with the lower N, thus taking longer to reach the
Pb elemental abundance than the bottom panel which uses mod-
els of N17. The abundances are scaled by the solar abundances
from Asplund et al. (2009).

in which it does not return to quasi-static burning and en-
trainment. The entrained H-rich fluid is advected along the
downflows to be burned rapidly at 14.5 Mm, while the H-free
fluid is advected along the upflows. These two fluid mixtures
are nearly isolated from each other as there is a significant
amount of H-free fluid with Xg < 1 x 1076 very close to
the upper boundary, 23 Mm, while the spherical average is
Xy ~ 1 x 1072 in the PPMstar simulations.

The 1D mppnp post-processing simulations were first ap-
plied with only the 2C(p,v)'®N reaction which is the only
reaction included in the PPMstar simulations. The instanta-
neous burning rate of H per unit volume is estimated in N16
and mp2 which are in good agreement as to where the bulk of
the burning occurs. The up- and downstreams of mp2 have
horizontal mixing timescales that are 1-2 dex longer than
the radial mixing timescales resulting in the streams not ho-
mogenizing. Each stream has a distinct Xy radial profile
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that is qualitatively similar to N16’s distribution of H-free
upflows and H-rich downflows though not of the same mag-
nitude. The spherical average of the two streams is consistent
with the PPMstar Xy profiles except at the upper boundary
where it is underestimated. The difficulty in quantifying the
convective boundary, the entrainment rate and the spatial
averages done in the computation of the briquette data are
possible sources of this discrepancy.

With the 1D post-processing models, many more species
were included for a more elaborate burn network in order
to model the i-process within the RAWD. The advective
mixing model sharply distinguishes the two burning regions
of H, the "2C(p,v)*®N sink and the many (n,p) sources at
the bottom of the convection zone, while the diffusive mix-
ing smears these regions even with the time resolution of
an explicit advective model. However, the consequences of
this subtle effect are not clear in this application due to nu-
merical errors, which are different for the two models, that
adjust the amount of H being ingested and accumulated in
the convection zone. This directly impacts the neutron den-
sity in each post-processing simulation which results in the
advective models requiring more simulation time to reach
the same neutron exposure as the diffusive models.

For this particular application the sharp distinction be-
tween the burning regions of H in the advective mixing mod-
els played a minor role, which could have been masked en-
tirely by the numerical inaccuracies in the ingested H, in the
i-process yields of the RAWD. However this may not be true
in the environment of C-ingestion into a O shell of a 25 Mg
star (Ritter et al. 2018a). This could be a production site
for odd Z elements significant enough to influence galac-
tic chemical evolution of said elements (Coté et al. 2018).
The many different burning layers of (v,p) and (p,~) that
produce the odd Z elements may be sensitive to the exact
nature of the mixing of these species throughout the burn-
ing regions to which the advective mixing model would be
well suited. The non-linearity of the **C+'2C burning could
lead to interesting differences in the burning and possible nu-
cleosynthesis pathways of the two streams (Andrassy et al.
2019).

The Fortran advective mixing subroutine used in this
work is available at Github.
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