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We show that, for an n x n random matrix A with independent uni-
formly anticoncentrated entries such that E||A“I2{S < Kn?, the smallest sin-
gular value o, (A) of A satisfies

IP’{U,,(A) < %} <Ce+2e", £>0.
This extends earlier results (Adv. Math. 218 (2008) 600-633; Israel J. Math.
227 (2018) 507-544) by removing the assumption of mean zero and iden-
tical distribution of the entries across the matrix as well as the recent re-
sult (Livshyts (2018)) where the matrix was required to have i.i.d. rows. Our
model covers inhomogeneous matrices allowing different variances of the en-
tries as long as the sum of the second moments is of order O(nz).

In the past advances, the assumption of i.i.d. rows was required due to
lack of Littlewood—Offord-type inequalities for weighted sums of non-i.i.d.
random variables. Here, we overcome this problem by introducing the Ran-
domized Least Common Denominator (RLCD) which allows to study anti-
concentration properties of weighted sums of independent but not identically
distributed variables. We construct efficient nets on the sphere with lattice
structure and show that the lattice points typically have large RLCD. This al-
lows us to derive strong anticoncentration properties for the distance between
a fixed column of A and the linear span of the remaining columns and prove
the main result.

1. Introduction. Given a random matrix A, the question of fundamental interest is,
“How likely is A to be invertible and, more quantitatively, well conditioned?” These questions
can be expressed in terms of the singular values o7(A) > --- > 0,(A) > 0 which are defined
as the square roots of the eigenvalues of ATA. The extreme singular values are especially
interesting. They can be expressed as

(D) 01(A) = max |Ax| and o0,(A)= min |Ax]|,

xeSn—1 xeS"-
where S"~! is the unit Euclidean sphere in R”. In this paper we will be concerned with the
smallest singular value o0, (A). Its value is nonzero if and only if A is invertible, and the
magnitude of o,,(A) provides us with a quantitative measure of invertibility.

The behavior of the smallest singular values of random matrices have been extensively
studied [2-4, 8, 12-15, 17-20, 25-34]. For Gaussian random matrices with i.i.d. N(0, 1)
entries, the magnitude of 0,,(A) is of order 1/,/n with high probability. This observation
goes back to von Neumann and Goldstine [35], and it was rigorously verified, with precise
tail bounds, by Edelman [5] and Szarek [24]. Extending this result beyond the Gaussian
distribution is nontrivial due to the absence of rotation invariance. After the initial progress
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by Tao and Vu [28] and Rudelson [18], the following lower bound on o, (A) was proved by
Rudelson and Vershynin [19] for matrices with sub-Gaussian, mean zero, unit variance and
1.1.d. entries:

() P{an(A)g i} <Ce+2e ", &>0.

Jn
This result is optimal up to positive constants C and ¢ (depending only on the sub-Gaussian
moment). It has been further extended and sharpened in various ways [14, 17, 20, 29, 34]. In
particular, Rebrova and Tikhomirov [17] relaxed the sub-Gaussian assumption on the distri-
bution of the entries to just having unit variance.

It has remained unclear, however, if one can completely drop the assumption of the iden-
tical distribution of the entries of A. The identical distribution seemed to be crucial in the
existing versions of the Littlewood—Offord theory [11] which allowed to handle arithmetic
structures that arise in the invertibility problem for random matrices. A partial result was
obtained recently by Livshyts [14] who proved (2) under the assumption that the rows of A
are identically distributed (the entries must be still independent but not necessarily i.i.d.). In
the present paper we remove the latter requirement, as well, and thus prove (2) without any
identical distribution assumptions whatsoever.

We only assume the following about the entries of A: (a) they are independent; (b) the
sum of their second moments is O(n?) which is weaker than assuming that each entry has
unit second moment; (c) their distributions are uniformly anticoncentrated, that is, not con-
centrated around any single value. The latter assumption is convenient to state in terms of the
Lévy concentration function which for a random variable Z is defined as

L(Z,t):=supP{|Z —u| <1}, t>0.
uelR
The following is our main result.

THEOREM 1.1 (Main). Let A be an n X n random matrix whose entries A;; are inde-
pendent and satisfy Zl’{j=1 IEAl.zj < Kn? for some K > 0 and max; ; L(A;j, 1) < b for some
be (0,1). Then,

]P’{an(A) < %} <Cs+2e ", &>0.

Here, C, c > 0 depend only on K and b.

We would like to emphasize that prior to this paper even the problem of singularity of
inhomogeneous random matrices was not resolved in the literature. In particular, it was not
known if, for an n x n random matrix B with independent discrete entries (say, uniformly
bounded and with variances separated from zero), the singularity probability is exponentially
small in dimension. (Theorem 1 of [14] only implied a polynomial bound on the singularity
probability without the assumption of i.i.d. rows.)

The following theorem is the primary tool in proving the main result of the paper.

THEOREM 1.2 (Distances). Forany K > 0and b € (0, 1), there are r, C, ¢ > 0, depend-
ing only on K and b with the following property. Let A be a random n x n matrix as in
Theorem 1.1. Denote the columns of A by Ay, ..., Ay, and define

H; =span{A;:i# j,i=1,...,n}, j=<n.

Take any j < n such that E|A 12 < rn?, and let v; be a random unit vector orthogonal to H;
and measurable with respect to the sigma—field generated by H;. Then,

E((Uj,Aj),S)fC&‘—i-Ze_m, e>0.
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In particular, for every such j we have

P{dist(A;, H;) <&} <Ce+2¢", &>0.

Let us outline how Theorem 1.1 can be deduced from Theorem 1.2. The first step follows
the argument in [19] which is to decompose the sphere into compressible and incompressible
vectors. Fix some parameters p, § € (0, 1) which, for simplicity, can be thought of as small
constants. The set of compressible vectors Comp(§, p) consists of all vectors on the unit
sphere S"~! that are within Euclidean distance p to 8n-sparse vectors (those that have at
most §n nonzero coordinates). The remaining unit vectors are called incompressible, and we
have the decomposition of the sphere,

sl = Comp(8, p) U Incomp(3, p).

By the characterization (1) of the smallest singular value, the invertibility problem reduces to
finding a uniform lower bound over the sets of compressible and incompressible vectors,
|Ax| <

3) P{an(A>si}sP |Ax] <

ﬁ \/7} {xelncomp(S 0)
For the compressible vectors, Lemma 5.3 from [14] gives the upper bound 2¢™ " on the
corresponding probability in (3). For the incompressible vectors we use a version of the
“invertibility via distance” bound from [19], which holds, for any n x n random matrix A
(regardless of the distribution),

il

cn

{x ECOmp((S 0)

. &p 4. .
4 P inf Ax| < —} < —inf Pidist(A;, H;) < ¢},
@) {xelncomp(&,p)| x| = ﬁ} “én J jeZJ { ( J ]) - }

where the infimum is over all subsets J C [n] of cardinality at least n — dn/2. To handle
the distances, we apply Theorem 1.2. Due to our assumption "7 =1 IEAI.ZJ. = Z’}Zl E|A; 1> <
Kn?, all, except at most K /r terms, satisfy E|A; |> < rn?. Denoting the set of these terms by
J and applying Theorem 1.2, we get

P{dist(Aj, Hj) <&} <Ce+2e~" forall j€J.

Since the cardinality of J is, at least, n — K /r > n — én/2 for large n, we can substitute this
bound into (4) and conclude that the last term in (3) is bounded by < & 4+ e~ " (recall that §
is a constant and we suppress it here). Putting all together, the probability in (3) gets bounded
by <&+ e~ ", as claimed in Theorem 1.1.

REMARK 1.3. Given Theorem 1.1, the second assertion of Theorem 1.2 can be for-
mally strengthened as follows. Since the matrix A is shown to be singular with probability
at most 2e~“", we have that for any j < n and any random unit vector v; orthogonal to Hj,
l{vj, Aj)| =dist(A;, H;) with probability at least 1 — 2e~“"*. Hence, the assertion of Theo-
rem 1.2 can be replaced with

L(dist(Aj, Hj),e) <Ce+2¢~", &> 0, whenever IE|Aj|2 <rn?,

for some r, ¢, C > 0, depending only on K, b.

An earlier version of Theorem 1.2, under the assumption that the coordinates of A;
are i.i.d., was obtained by Rudelson and Vershynin [19]. They discovered an arithmetic-
combinatorial invariant of a vector (in this case, a normal vector of H;), which they called an
essential least common denominator (LCD). The authors of [19] proved a strong Littewood—
Offord-type inequality for linear combinations of i.i.d. random variables in terms of the LCD
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of the coefficient vector, and thus were able to estimate L(dist(A;, H;), ¢). However, in the
case when A; do not have i.i.d. coordinates, the essential LCD is no longer applicable. More-
over, none of the existing Littlewood—Offord-type results could be used even to show that the
distance dist(A;, H;) is zero with an exponentially small probability (which would allow to
conclude that the singularity probability for the inhomogeneous random matrix is exponen-
tially small in dimension).

In the present paper we develop a randomized version of the least common denominator
and show how it can handle the non-i.i.d. coordinates. Given a random vector X in R" and
a (deterministic) vector v in R" as well as parameters L > 0, u € (0, 1), the Randomized
Least Common Denominator of v = (v, ..., v,) (with respect to the distribution of X =
(X1,....Xp))is

RLCD{ ,(v) =inf{6 > 0: Edist*(0 (v X1, ..., vaXp), Z") < min(u|6v|*, L?)},

where X; denotes a symmetrization of X; defined as X; := X; — X 7, with X/ being an inde-

pendent copy of X;,i =1,2,...,n (for the sake of comparison, let us recall that the essential
least common denominator for random vectors with i.i.d. components was defined in [20] as
LCD(v) :=inf{f > 0 : dist(8(vy, ..., vy), Z") < min(u|fv|, L)}). In this paper we establish
a few key properties of the RLCD, in particular, its relation to anticoncentration as well as
stability under perturbations of a vector. Other essential elements of the proof of Theorem 1.2
are a discretization argument based on the concept of random rounding and a double-counting
procedure for estimating cardinalities of e—nets. Those were, in a rather different form, used
in [14] and [32].

In Section 2 we discuss some preliminaries and introduce our main tool, the RLCD. In
Section 3 we outline the discretization procedure, based on the idea of random rounding. In
Section 4 we outline the key result which, informally, states that “lattice vectors are usually
nice,” and is based on the idea of double counting. In Section 5 we combine the results of
Sections 3 and 4 and prove Theorem 1.2. In Section 6 we conclude by formally deriving
Theorem 1.1 from Theorem 1.2.

REMARK 1.4. The main results of this paper are stated here for real random matrices
and can be extended to random matrices with complex entries. This was recently done in the
preprint [7] following the approach we presented in the present paper.

2. Preliminaries. The inner product in R" is denoted (-, -), the Euclidean norm is de-
noted | - | and the sup norm is denoted || x| oo = max; |x;|. The Euclidean unit ball and sphere
in R" are denoted B} and S"~1, respectively. The unit cube and the cross-polytope in R” are
denoted

n
Bl ={x eR": |x]lo <1}, Bi’z{xeR” DB
i=1

The integer part of a real number a (i.e., the largest integer which is smaller or equal to a) is
denoted by ||, and the fractional part by {a} = a — |a]. The cardinality of a finite set [ is
denoted by f1.

Columns of an N x n matrix M will be denoted by M, for j =1, ..., n, and the rows will
be denoted M, withi=1,..., N.

For a random variable X we denote by X the symmetrization of X defined as X = X — X/,
where X’ is an independent copy of X. Note that

(5) E[X|? =2 Var(X),

where we defined the variance of a random vector X as the covariance of X with itself, that
is, Var(X) = Cov(X, X) = E|X — EX|2.
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2.1. Decomposition of the sphere. We shall follow the scheme developed by Rudelson
and Vershynin in [19], the first step of which is to decompose the sphere to the set of com-
pressible and incompressible vectors. Such decomposition in some form goes back to earlier
works, in particular, that of Litvak, Pajor, Rudelson and Tomczak-Jaegermann [12], and it
was used in many papers since then [17, 20, 29, 30].

Fix some parameters §, p € (0, 1) whose values will be chosen later and define the sets of
sparse, compressible and incompressible vectors as follows:

Sparse(8) := {u € "~ : #supp(u) < 8n},
Comp(3, p) :={u € S"~1: dist(u, Sparse(8)) < o}
Incomp(8, p) :=S"~' \ Comp(s, p).

We will use a result of [14] which gives a good uniform lower bound for |Ax| on the set of
compressible vectors.

LEMMA 2.1 (Lemma 5.3, [14]). Let A be an N x n random matrix with N > n, whose
entries A;; are independent and satisfy ZlN: 1 Z’}ZIIEAZ-ZJ. < KNn for some K > 0 and
max; j L(A;j, 1) < b for some b € (0, 1). Then,

P{ inf  |Ax|< c«/ﬁ} <2e~cN.

x€Comp(8,p)

Here, p, 5 € (0, 1) and ¢ > 0 depend only on K and b.
The rest of our argument will be about incompressible vectors.

2.2. Randomized least common denominator. We will need the following lemma due to
Esseen (see Esseen [6] or, e.g., Rudelson—Vershynin [19]):

LEMMA 2.2 (Esseen). Given a variable & with the characteristic function ¢(-) =

Eexp(2mi§-),
1
cens=c[ lo(3)|as. r=o

where C > 0 is an absolute constant.

Rudelson and Vershynin [19, 20] specialized Esseen’s lemma for weighted sums of inde-
pendent random variables (X, v) =" | v; X;.

LEMMA 2.3. Let X = (X1, ..., X,) be a random vector with independent coordinates.
Then, for every vector v € R" and any t > 0, we have'

L((X,v),1) < Ca3 f_ll exp<—cz_3E(Xn:[1 _ cos(@)])) ds.

i=1

The constants C» 3, cp.3 > 0 are absolute.

IRecall that X; denotes the symmetrization of X;, which we defined in the beginning of Section 2.
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For completeness we outline the argument here.

PROOF. Let ¢ be the characteristic function of (X, v), and ¢; be the characteristic func-
tion of X;. By independence we have

o(s)=[]wilsvi), seR.

i=1

By definition of X;, we have, for each i <n,

— 1 —
@i (svi)| =y Ecos2msv; X;) < exp(—i(l - Ecos(ZnsviXi))>, s €R,

where the last step uses the inequality |a| < exp(—%(l — a?)) valid for all a € R. To finish
the proof, it remains to use Lemma 2.2. [

In analogy with the notion of the essential least common denominator (LCD) developed
by Rudelson and Vershynin [19-21], we define a randomized version of LCD which will be
instrumental in controlling the sums nonidentically distributed random variables.

DEFINITION 2.4. For a random vector X in R”, a (deterministic) vector v in R" and
parameters L > 0, u € (0, 1), define

RLCDY ,(v) := inf{6 > 0: Edist*(fv * X, Z") < min(u|0v|*, L?)}.
Here, by » we denote the Schur product
vx X =W Xq,...,uXp).

The usefulness of RLCD is demonstrated in the following lemma which shows how RLCD
controls the concentration function of a sum of independent random variables.

LEMMA 2.5. Let X = (X1,..., Xn) be a random vector with independent coordinates.
Let cog >0, L >0 and u € (0, 1). Then, for any vector v € R" with |v| > co and any & > 0,
we have

C

L{X,v),e) <Ce+Cex L+ ——
(X, v), &) p( ) RLCDY (1)

Here, C > 0, ¢ > 0 may only depend on cy, u.

PROOF. Take any ¢ > 1/ RLCDf’u(v). By Lemma 2.3 we have

L((X,v),e) <Ca3 /_11 exp(—cmE(i[l — cos(zn%m)])) ds.

i=1
Foreachs € [—1, 1] and i <n, we have

275 X v; —
E[l — cos<#)} > CEdist* (s X, vi /¢, Z)
£
for some universal constant ¢ > 0. Hence,

1
L({X,v),¢) < C2.3/ exp(—cz.gﬁ'Edistz(sY* v/e, Z"))ds
-1

1/e o
= C2.38‘/‘ eXp(—cz,3EE distz(SX * U, Z”)) ds

1/e

1/e
< C2.38/ exp(—cz.35min(u|sv|2, Lz))ds,

—1/e



1292 G. V. LIVSHYTS, K. TIKHOMIROV AND R. VERSHYNIN

where at the last step we used the definition of RLCD and the assumption on €. A simple
computation finishes the proof. [l

We shall also need the notion of the randomized LCD for matrices.

DEFINITION 2.6. For an m x n matrix M with rows M!, ..., M™ and a vector v € R",
define

RLCDY,(v):= min RLCDY',(v).
= m

.....

Recall the following “tensorization” lemma of Rudelson and Vershynin [19]:

LEMMA 2.7 (Tensorization lemma, Rudelson—Vershynin [19]). Suppose that gg € (0, 1),
K>1,andletYy,...,Y, be independent random variables such that each Y; satisfies

P{|Yi| <e} < Ke foralle > s.
Then,

m

IP[Z Yiz < 821’}1} <(CK&)", &> ¢,

i=1

where C > 0 is a universal constant.
The tensorization lemma is useful when one wants to control the anticoncentration of

|Mx|, where M is an m x n random matrix with independent rows M" and x is a fixed vector.
Indeed, in this case |[Mx|> = ?’ZI(M’,X)Q, and one can use Lemma 2.7 for Y; := (M", x).

Furthermore, one can use Lemma 2.5 to control the concentration function of each Y;. This
gives

LEMMA 2.8.  Let M be an m x n random matrix with independent entries M;;. Let L > 0,
co> 0 and u € (0, 1). Then, for any x € R" with |x| > co and any & > Cpgexp(—cagL?) +
C28/RLCDY , (x), we have

P{|Mx| < es/m} < (Cage)™.

Here, Cy8,C.8 > 0 may only depend on co and u.

A crucial property of the RLCD, which will enable us to discretize the range of possible
realizations of random unit normals, is stability of RLCD with respect to small perturbations.

LEMMA 2.9 (Stability of RLCD). Consider a random vector X in R" with uncorrelated
coordinates, a (deterministic) vector x in R" and parameters L,u > 0. Fix any tolerance
level r > 0 that satisfies

(6) 2 Var(X) < ! m'n( Ix)? L2>
r —min| u|x|*, — |,

-8 D?
where D = RLCDi(’u(x). Then, for any y € R" with ||x — y|lco < F, we have

RLCD3; 4, (y) <RLCD] ,(x) <RLCD} 5, 14(»).
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PROOF. Note that
n
Elx«X —y« X[?=EY X (x; — y)? < r*E[X > =22 Var(X),
i=1

where the last identity is (5). Since RLCD{ u (x) = D, the definition of RLCD yields

E dist?(Dx * X, Z") = min(uD?|x|*, L?).
By the inequality (a + b)? < 2a” + 2b?, we get

Edist*(Dy » X, Z") < 2Edist*(Dx x X, Z") + 2E|Dx « X — Dy x X|*
< 2min(uD?|x|?, L?) + 4D?r? Var(X) < 4min(uD?|x|?, L?),

where the last step follows from our assumptions (6) on r. By definition of RLCD, this
immediately gives

RLCD); 4, (y) < D

which proves the first conclusion of the lemma.
The second conclusion can be derived similarly. For any 6 < D, the definition of RLCD
yields

Edist?(0x » X, Z") > min(u6?|x|?, L?).
By the inequality (a + b)? > a?/2 — b?, we get

1

Edistz(Qy * X, 7" > ]Edistz(éx *X,7Z") —E|ox x X — 0y * X |2

N = N

> —min(u6?|x|?, L?) — 26%r* Var(X) > %min(u02|x|2, L?),

where in the last step we used the bound 8 < D and our assumptions (6) on r. Thus,
Edist*(0y X, Z") > min(u6?|x|>/4, L*/4) for all 6 € (0, D),

and, by the definition of RLCD, this immediately gives

RLCD} )5 ,/4(y) = D

which proves the second conclusion of the lemma. [J
The following result is a version of [20], Lemma 3.6.

LEMMA 2.10 (Incompressible vectors have large RLCD). Forany b, $§, p € (0, 1), there
are no =no(b, 8, p), ha.10 =h2.10(b, 8, p) € (0, 1) and uz 10 = u2.10(b, 8, p) € (0, 1/4) with
the following property. Let n > ng, let x € Incomp,, (8, p), and assume that a random vector
X = (X1, ..., Xn) with independent components satisfies L(X;, 1) <b,i <n, and Var | X| <
T, for some fixed parameter T > n. Then, for any L > 0, we have RLCD)L(’M2 o0& = hao -

) :

NG

PROOF. For clarity of the argument, we shall often hide the parameters b, §, p, h2.10 and
us.10 in the notation such as <, 2; the reader will find it easy to fill in the details.

~ A2

By definition of RLCD and since x is a unit vector, it suffices to show that

: -~ n
]Edlstz(ex*X,Z )292 Yo € (O, h2‘10~ﬁ>.
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Suppose that
Edist*(0x » X, Z") < 6*
for some 6 > 0; we want to show that in this case 6 2> LT Let p € Z" denote a closest integer

_ — 2
vector to 6x » X; note that p is a random vector. Then, E ‘Gx * X — p‘ « 6%, and Markov’s
inequality yields that ‘Qx * X — p‘ <« 0 with high probability. Dividing both sides by 6 gives
xxX —p/ 0‘ & 1, so another application of Markov’s inequality shows that

< for n — o(n) coordinates i.

x,'X,'—?l

1
Jn
2
Moreover, £ ‘X } = 2 Var |X| < 2T by (5). So, a similar double application of Markov’s
inequality shows that, with high probability,

T . .
<,/ — forn — o(n) coordinates i.
n

Furthermore, incompressible vectors are “spread” in the sense that

x

1
I:= {i sl | < —} satisfies || 2 n.

=~
This fact is easy to check; a formal proof can be found in [19], Lemma 3.4.
Finally, the assumption on the concentration function shows that P{ ‘Yi‘ > 1} > b. By the

independence of X;’s this implies that, with high probability,

"

>1 forb|I|/2 2 n coordinates i € [
(this conclusion follows by considering the sum of independent indicator variables 1 (X 1=1}
iel).

Taking the intersection of these events and sets of coordinates, we see that, with high
probability, there must exist a coordinate i for which we have simultaneously the following
Jn

three bounds:
T 1
,-S K |-xl | = —=.
\ n N
Then, using the triangle inequality, we get

1 c 1
—ol—=)>—-1—-0l—=)>0.
0<ﬁ > —n O(ﬁ )
Thus, p; # 0, and, since p; is an integer, we necessarily have |p;| > 1.
On the other hand, a similar application of the triangle inequality gives

as claimed. O

. 1 .
WX — o< —= 12X,

pi

5 xi X

=

Pl <

This yields that 6 2 |p;]| - % > %,
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3. Discretization. In this section we outline the required discretization results. They es-
sentially follow from the results in Section 3 of [14]; however, they are not stated there in the
form we need, and, thus, we repeat certain arguments here.

DEFINITION 3.1 (Discretization, part 1). Given a vector of weights « € R” and a reso-
lution parameter ¢ > 0, we consider the set of approximately unit vectors whose coordinates
are quantized at scales «;&/4/n. Precisely, we define

(3 Lpn YA (% o XeE
Aa(e)._(sz\sz)ﬂ(ﬁZx xﬁZ).

LEMMA 3.2 (Rounding). Fix any accuracy ¢ € (0, 1/2), a weight vector a € [0, 1]" and
any (deterministic)y N x n matrix A whose columns we denote A;. Then, for any x € S"!,
one can find y € Ay (e) such that

n 1/2
£ & 2
Ix = Yloo < —= and |A(x—y) 5—(Za]2~|Aj| ) :
Jn Jn i

PROOF. Our construction of y is probabilistic and amounts to random rounding of x.
The technique of random rounding has been used in computer science (see the survey by
Srinivasan [23], papers [1, 9]), asymptotic convex geometry [10] and random matrix theory
[14, 30].

A random rounding of x € S"~! is a random vector y with independent coordinates that
takes values in the Ay (¢) and satisfies Ey = x and

(7 }xj — j=1,...,n, for any realization of y.
One can construct such a distribution of y by rounding each coordinate of x up or down,
at random, to a neighboring point in the lattice (je/+/n)Z. The identity Ey = x can be
enforced by choosing the probabilities of rounding up and down accordingly.?

To check that y indeed takes values in A (¢), note that the bound in (7) and the assumption
that o; € [0, 1] imply

(®)

5
X — < — for any realization of y.
X = ylloo = N y y
It follows that ||x — y|l, <& < 1/2, and, since [|x||, = 1, this implies by triangle inequality
that 1/2 < ||yll, < 3/2. This verifies that the random vector y takes values in Ay(¢g), as we
claimed.

Finally, we have

2

ElA(x —y)?=E =Y E@x; —y)?-|A;]> (since E(x; — y;) =0)
i=1

n
D (xj—y)A;
=1

2 n
= % 2:1 Ot? |Aj ]2 (using the bound in (7)).
]:

Combining this with (8), we conclude that there exists a realization of the random vector y
that satisfies the conclusion of the lemma. [

Zprecisely, ifxj = (aje//n)(kj+p;) forsome k; € Zand p; € [0, 1), we let y; take value (aje//n)k; with
probability 1 — p; and value (aja/ﬁ)(kj + 1) with probability p;. Clearly, this yields Ey = x.
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LEMMA 3.3. Let M > 1. There exists a subset & C R} of cardinality at most (CM)"
and such that the following holds. For every vector x € R” with ||x|ly < Mn, there exists
ye Bsuchthat ||ylly <M+ 1)nandy > x coordinatewise.

PROOF. Define y := [x] where the ceiling function is applied coordinatewise. Then,
Iyl < llxll; + 7 < (M 4+ 1)n, as claimed. In particular, there are as many vectors y as there
are integer points in the ¢;-ball {z € R" : ||z||; < (M + 1)n}. According to classical results
(see [16], Exercise 29; [22]), the number of integer points in this ball is bounded by (CM)"
(see also [10] for a similar covering argument). The lemma is proved. [l

Fix k > e, and consider the set

n
9) Qci={aecl0,1]": [Je;=c"1.
j=1
The following result is a corollary of [14], Lemma 3.11.

LEMMA 3.4. For any k > e, there exists a subset F C S of cardinality, at most,
(Clogk)" and such that the following holds. For every vector B € S, there exists & € F
such that o < B coordinatewise.

PROOF. Apply Lemma 3.3 for x = —log 8, y = —loga (defined coordinatewise) and
M =logk. U

DEFINITION 3.5 (Discretization—part 2). Assuming the dimension n fixed, for the pa-
rameters k > e and ¢ > 0, we shall use the notation

(10) A“(e) = | Aalo),
aeF
with F being the set whose existence is guaranteed by Lemma 3.4.

REMARK 3.6. Itis immediate from the above definition that, for any « > e, there is C,, >
0 depending only on « such that A () <Y ,cr A (e) < (Cc/e)" for every ¢ € (0, 1].

The following notion from [14] will help us to control the norms of the columns A; of an
N x n matrix A in the absence of any distributional assumptions on A:

n
Be(A) = min{z AP o€ Q
j=l1

THEOREM 3.7. Fix e €(0,1/2), k > e and any (deterministic) N x n matrix A. Then,
for every x € S*™!, one can find y € A*(¢) so that

||x—y||oos% and |A(x —y)| < IJB (A).

PROOF. By Lemma 3.2, for any x € S"~! we can find y € A*(¢) that approximates x in
the ¢, norm, as required, and such that
1/2

n 12
|A(x — ) ST((I)}lel?:;aj‘Aj‘ ) <—<é1611§§1 Zﬁ 4] ) (by Lemma 3.4)

n

€
= ﬁ\/BK(A).

The proof is complete. [J
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Lastly, we recall the important property concerning the large deviation behavior of By;
here, Lemma 3.11 from [14] is quoted with a specific choice of parameters.

LEMMA 3.8 (Lemma 3.11 from [14]). Let A be a random matrix with independent
columns. Then, for any k > e, we have

—2n
P(B,(A) = 2E || Al%s) < (%) -

Finally, we are ready to state the main result of this section which will follow as a corol-
lary of Lemma 2.9, Theorem 3.7 and Lemma 3.8. Given y > 0, w € (0,1), D > 0 and a
distribution of a random matrix M, we shall use the notation

3 1
Sl (D) := {x € 533 \ 532 RLCDyﬁw

) e[D, 2D]},

. 3 .1
Su (D) = {xe—Bg\§B2 RLCDY) . ,,(x) <2D, RLCDosyfozsw(x)zD}

2
for the level sets of the RLCD.

THEOREM 3.9 (Approximation). Fix any ¢ € (0,0.1),k > e,y >0, w € (0, .l), K > 0.
Let M be an m x n random matrix with independent columns and whose rows M" satisfy

&~ Var —minlwn, —— |, i=1,...,m.
— 8 D?
Then, with probability, at least, 1 — (k/~/2)™*", for every x € S"~1' N Saﬁ)’{y (D), there exists
y € A(e)NSY (D) such that

Vi

MG — )l < Y22 ® M) 2

(12) ¥ = ¥lloo = NG

[

PROOF. Lemma 3.8 says that the event
€ := [Be(M) < 2E | M |fs)

occurs with probability, at least, 1 — (x/+/2) ~2". Fix any realization of the random matrix M
for which this event happens.

Let y be the approximation of x given by Theorem 3.7. Then, (12) follows from the con-
clusion of Theorem 3.7 and the definition of our event. The fact that y € S'Zy 1 (D) follows
from Lemma 2.9 (applied with r = €/,/n) together with the assertion of Theorem 3.7 (ap-
plied with A = M): indeed, the assumption (11) allows us to appeal to Lemma 2.9. [

4. Anticoncentration on lattice points. The goal of this section is to study anticoncen-
tration properties of random sums with coefficients taken from sets of the form

3 . P Al A
13 A:=|=zBiN{xeR": { : ->—}>5 }>m<_z —Z).
(13) (22 {x ﬁl|xl|_ﬁ_n «/ﬁx Xﬁ
The main result of this section is the following.

THEOREM 4.1 (Most lattice points are unstructured). For any U > 1, b € (0,1)
and 8, p € (0,1/2], there exist no = no(U, b, 6, p), y =y(U,b,8,p) € (0,1) and u =
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u(b,$, p) € (0,1/4) such that the following holds. Let n > nqg. Consider a random vector
X in R"™ with independent components X; that satisfies

1
Var(X) < §(1 —b)8y*n® and max L(X;, 1) <b.
1

Fix numbers A1, ..., A, satisfying 67" < A; <0.01, and let W be a vector uniformly dis-
tributed on the set A defined in (13). Then,

Pw {RLCDY o (W) <min1/3;} <U™".

The above theorem will be used to control the cardinality of e-nets on the set of “typical”
realizations of unit normal vectors to the spans of columns of our random matrix and forms a
crucial step in the proof of Theorem 1.2. The idea of using double counting to verify structural
properties of random normals was applied earlier in [32].

We start with an observation that will allow us to reduce the Euclidean ball %B;’ by a
parallelotope in the definition of A.

LEMMA 4.2. There is a universal constant Co > 0 with the following property. For any
n > 1, there is a collection of parallelotopes P = { P;} in R" of cardinality at most 2€" | such
that:

e Each P; is centered at the origin with the edges parallel to the coordinate axes;
e Each edge of P; is of length at least 2//n;
e 3B CJ; P, C3B).

PROOF. First, standard volumetric estimates imply that there is a covering of %BE’ by
parallel translates of the cube ~L_B" , of cardinality, at most, 20" for a universal constant

2 /i Do
Co > 0. Let {x;};<; be a collection of, at most, 2Con points in 3 B” such that each of the cubes
from the covering contains at least one point x; from the Collectlon Now, define P = {P;}ic;
by taking, foreachi € I, P; := =P+ j_B” where P; is the unique parallelotope centered at
the origin and with x; being one of its vertices. It is elementary to check that the collection
satisfies the required properties. [J

LEMMA 4.3. For any b € (0,1) and 5, p € (0, 1/2], there exists ng = no(b, §, p) such
that the following holds. Let n > ng and y € (0, 1). Fix any subset J C [n], and consider a
fixed (deterministic) vector x € R" satisfying

) _ 1 22 . 1
(14) lx|” < Z(l —b)syn” and i€l :|xi|>1}> 5(1 — b)én.
Furthermore, fix numbers Ay, ..., , satisfying 67" < A; <0.01 and a vector a = (ay, ...,
ap) satisfying la| < 3 and mina; > 1/ /n. Consider the parallelotope P :=[]}_,[—a;, ai],
and define

Y Al An
A= P: >—Vi J} (—Z —Z).
{we |lw;| > \/, i€ NG X - X NG

Let W be a random vector uniformly distributed on A’. Then, for D := min; 1/1;, we have
(15) P{ min dist(@W «x, Z")* < min(c|oW /2, 16y%n)} < (€)™,
0€(0,D)

where C, c > 0 depending only on b, §, p.
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PROOF. Step I. Halving the set 1. The assumptions on x imply that the set
[:={ieJ:1<|xj|<y+/n} satisfies ] > 4—1‘(1 —b)én.
Next, let u = u(x) be a median of the set {a; |x;| : i € I}. Thus, each of the subsets
I''={iel:a|xi|l<pn} and I":={iel:a;|xi|>u}

contains at least a half of the elements of 7,
. / V2 1 1
(16) min(#7’, 81") > Ejjl > §(1 —b)én > cn,

where ¢ > 0 depends only on b and §. Take 6 € (0, D), and consider two cases.

Step 2. Ruling out small multipliers 6. We claim that the range for 6 in (15) can automati-
cally be narrowed to (ﬁ, D). To check this, it suffices to show that, for any 6 € (0, ﬁ], the
bound

(17) dist(OW » x, Z")* > c|oW|?/2

holds deterministically, that is, for any realization of the random vector W.
By construction the coordinates W; of W for i € I are uniformly distributed in lattice
intervals, namely,
p Aj > :
—,q; |N—=Z), iel.
Jn } Jn

This means in particular that the coordinates of W * x for i € I’ satisfy

(18) W; ~ Unif([

1
O |Wixi| <0aj |xi| <Op < 7
where we used the definition of /" and the smallness of 6. This bound in turn yields

: o
dist(@ |Wix;|,Z) =0 |W;x;| >0 - N 1L,
where in the last step we used the range of W; from (18) and the definition of /. Square both
sides of this bound, and sum over i € I’ to get

92 2
distOW #x, Z")? = 2241 > c02p* > cob? | W2 /2,
n

where we used (16), suppressed p into ¢y and noted that |W|2 < |a|2 < 9 by definition of W
and assumption on a. We have proved (17).

Step 3. Handling a fixed multiplier 6. Due to the previous step, our remaining task is to
show that

P in _ dist(0W xx,Z")* < 16y°n| < (Cy)".
{ee(gggﬂ) ist(OW xx,Z")" < 16y n} <(Cy)

To do this, let us first estimate the probability that dist(0W * x, Z")? < 49y?n for a fixed
multiplier® 6 € (1/2u, D + 1).

Let i € I”. Recall from (18) that the random variable |W;| is uniformly distributed in a
lattice interval whose diameter is, at least,

Jo 2)¥i>ai.
Jnoon T 37

3Extending the range by one will be help us in the next step to unfix 6; increasing the constant factor 16 to 49
will help us run a net approximation argument in Step 4.
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here, we used the assumptions a; > 1/4/n, p < 1/2 and A; < 0.01. Thus, the random variable
6 |W;x;|, that is, the absolute value of a coordinate of @ W x x is distributed in a lattice interval
of diameter, at least,

j 0 1
Yoz 2 =
3 376
here, we used the definition of I” and the largeness of 6. Moreover, the step of that lattice
interval (the distance between any adjacent points) is

)\.
L0 x| <20y <Ai(D+ Dy <2y;
n

Jn

here, we used the definition of /, the range of 6, the definition of D and the assumption that
Ai <0.01.

The random variable 6 |W;x;| that is uniformly distributed on a lattice interval of diameter,
at least, 1/6 and with step at most 2y satisfies

P{dist(0 |W;x;|,Z) <&} <Ce forany e > 4y,

where C is an absolute constant. Squaring the distances, summing them over i € I” and using
tensorization Lemma 2.7, we conclude that

P{dist(0W »x, Z")* < 241"} < (C'e)*!" for any & > 4y.
Recall from (16) that #1” > cn. Hence, substituting ¢ = Cyy with sufficiently large Cy (de-
pending on ¢ and thus, ultimately, on b and §), we get
P{dist(0W * x, Z”)2 < 49y2n} < (C"y)".

Step 4. Unfixing the multiplier 6. It remains to make the distance bound hold simultane-
ously for all 6 in the range (1/2u, D). To this end, we use a union bound combined with a
discretization argument. To discretize the range of 6, consider the lattice interval

1 1
®O:=|—,D)N—Z.
(2u ) Vn
For sufficiently large 7, its cardinality can be bounded as follows:

O <D+ Dyn+1< (6" +1)/n+1<7"

here, we used that D = min; (1/A;) by definition and A; > 6" by assumption. The construc-
tion of ® shows that any 6 € (1/2u, D) can be approximated by some 6y € ® in the sense
that

1
<6<+ —.
<t < +ﬁ

Note, in particular, that 6y falls in the range (1/2u, D + 1), which we handled in the previous
step of the proof.
Recall that we need to bound the probability of the event

. ) ) "
&= [ee({l/gg,D)dISt(GW *x, Z") < 4yﬁ}.

Suppose this event occurs. Let 6 be the multiplier that realizes the minimum and consider an
approximation 6y € ® as above. By triangle inequality it satisfies

dist(BoW % x,Z") <4y /n+100 — 0] |W xx]|.
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By construction, we have |6y — 0| < 1/4/n and
[Wrx| < [[Wlle x| = 3yn;

here, we used that |W||, < |la]ls < la|] <3 by definition of W and assumptions on a as

well as |x| < yn by assumption on x. Thus,
dist(6pW * x,Z") < Tyn.

For each fixed 6y, the result of the previous step of the proof shows that the probability of this
event is, at most, (C"y)“".

As we know, the number of possible choices of 0 is, at most, f® < 7". Thus, the union
bound gives

PE) <7"(C"y)™ < (Cy)™.
This completes the proof of the lemma. [J

REMARK 4.4. Note that with our choice of parameters, A’ is nonempty, and, therefore,
W is well defined in the lemma above.

From Lemma 4.3 we deduce the following.

LEMMA 4.5. Forany U >1,b € (0,1) and §, p € (0, 1/2], there exist no = no(U, b,
8,p),y=yWU,b,6,p)e€ (0,1)and u =u(b, s, p) € (0,1/4) such that the following holds.
Let n > ng, and let J be a fixed subset of [n] of cardinality at least dn. Further, consider a
random vector X in R" with independent components X; that satisfies

1
E|X|2§§(1—b)8y2n2 and max L(X;, 1) <b.
l

Consider a set A’ described in Lemma 4.3 and a random vector W uniformly distributed on
A’. Then,

PW[RLCD;‘\/E’“(W) < min 1/Ai] <U™.

PROOF. We apply a simple argument based on change of integration order or a “double-
counting” trick. Without any loss of generality, we can assume that the random vector X is
uniformly distributed on a finite set X := X} x --- x &}, so that, for any x € X, we have

1
P{X =x}=—.
gx
Indeed, this follows from a simple fact that any multidimensional distribution ¢ = ({1, ..., &)
with independent components can be approximated by a discrete distribution 7 = (7, ..., 7;)

of the above form so that

sup  sup |Edist?(6(v1Z1, ..., valn), Z") — Edist* (0 (171, .. ., vaTa), Z")|
0€[0,6"] yesn-1
is arbitrarily small. Then, the definition of RLCD would imply that proving the required
assertion for T implies corresponding assertion for ¢, perhaps with a different choice of y, u,
no.
Set X' := {x € X : x satisfies (14)}. In view of our assumptions on X (and assuming that
n is sufficiently large), we have

P{X € X'} > 1/4,
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while, in view of the assertion of Lemma 4.3 and summing over x € X/, we get

ﬁ{(x, w) € X' x At min_dist(@w *x, Z")* > min(c|ow|?/2, 16y2n)]
(19) QE(O,D)
> (1= (Cy)")gXx'sA’,

where D = min; 1/X;. This implies

fwen:z{xe’: min dist(Owx, 2")° > min(clowl?/2, 16yn)| > 1.x'/4)
0e(0,D)

> (1=2(Cy)™")gA’

(indeed, if the last assertion were not true, we would get that the cardinality of the set
in (19) was bounded above by (1 — 2(Cy)“)gA’ - gX’ + 2(Cy)“"gA’ - gX'/4 < (1 —
3(Cy)"/2)g X't A"). Back from counting to probabilities, we get from the last bound and
the estimate X’ /4 > #X/16,

tlwen’: ,min B dist(6w + X, 2")? = min(clow|2/32, y*n)| = (1 = 2(Cy)™")2A.
e,

This can be equivalently rewritten with u := ¢/32 as

tHlweA: RLCDfﬁ’u(w) > D} > (1-2(Cy)")gA,

and the result follows by taking any y € (0, 1) satisfying 2(Cy)"" <U™". [

PROOF OF THEOREM 4.1.  Without loss of generality, EX =0, so that Var(X) = E|X|2.
We obtain the results as a combination of Lemmas 4.2 and 4.5. To do so, note that A can be
covered by 2€1” sets of the type A’ (one for each paralellotope and a support set J). Then,
the probability measures on A and a given A’ are within 2€1” from each other. Thus, the
probability in the conclusion of Theorem 4.1 is bounded by 2€"U~" < (cU)™". It remains
to redefine U — cU to get the result. [J

5. Proof of Theorem 1.2. In this section we split the Euclidean unit sphere $”~! into
level sets collecting (incompressible) unit vectors having comparable RLCD. To show that
with a high probability the normal vector does not belong to a level set with a small RLCD,
we consider a discrete approximating set whose cardinality is well controlled from above by
using a combination of Theorem 3.9 and Theorem 4.1. In view of the stability property of
RLCD, the event that the normal vector has a small RLCD is contained within the event that
one of the vectors in the approximating set has a small RLCD. We then apply the small ball
probability estimates for individual vectors, combined with the union bound, to show that the
latter event has probability close to zero.

Forany D > 1, y,u € (0, 1) and an m x n random matrix M define, as before,

Sp(M.y.u):={veS" 1 :RLCD)! - <[D,2D]}.

As the first step we combine the approximation Theorem 3.9 with Theorem 4.1 to obtain

PROPOSITION 5.1.  For arbitrary b, p,6 € (0,1), U > 1 and K > 1 there exist n5.1 =
ns1(b,8,p0,U,K), usy = us1(b,68,p) € (0,u210b,6,p)), vs1 = v51(b,8,p,U,K) €
(0, 1/2) with the following property. Let D > 1 and 0 <& <1/D. Let n > n51, m > 1,
and let M be an m x n matrix with independent entries M;; such that L(M;;, 1) < b, for all
i, ],

1
Var(M "e;) < g min((1 — b)8yZ n?, & us.1n)
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for every i <m and
E|MI|fs < Kn®.

Then, there is a nonrandom set A C R" of cardinality at most (eU)™" having the following
propetrties:

e Foranyy e A, we have 3/2> |y| > 1/2;
M .
e Foranyy e A, RLCD Vs 12, u51/4(y)>DandRLCD2y51f4u51(y)§2D,

o With probability at least 1—e™, for any x € Sp(M, ys.1, us.1) N Incomp($, p), there is
y € A with |lx = ylloo < &//n and M (x — y)| < e/n.

PROOF. Set k := 35, and let C, > 0 be the constant from Remark 3.6. Let U > 1, U’ :=
100v2KUC\ /p, and set

ns1:=no(U’,b,8,p/2), y=vs1:=y(U’,b,8,p/2),

1
w=usy = u(b, s, pj2) (o, Z)’

where the functions ng(-), y(-), u(-) are taken from Theorem 4.1. Finally, set

, pe
= € (0,0.01),
© = l00ama D < 000D

and let A¥(¢’) be as in Definition 3.5.
Let A be a subset of all vectors y € A*(¢’) such that

M M
RLCD} o), 4() =D and RLCDy, o, (v) <2D,

and such that the £,,—distance of y to Incomp(8, p) is, at most, &'/,/n. Note that the last
condition implies that for any y € A, #{i <n:|yi| > p/(2+/n)} > 8n; see the argument in
Lemma 3.4 from [19].

By our choice of ¢’ and the condition on the matrix, we have

1y%n

8 D2 ’
Then, according to Theorem 3.9, with probability at least 1 — (5/+/2)~2" for any incom-
pressible vector x € Sp(M, y, u) there is a vector y € A such that ||x — y||o < &’/+/n and

IM(x — y)| < V2K /i < e/, -

It remains to estimate the cardinality of A. We recall that

K 8/): U Aa(e/)

(&) Var(M T e;) < (8/)2Var(MTei)§éun.

aeF
where the collection F of parameters («1, ..., o) € (0, 1]" is given by Lemma 3.4. Fix for
a moment any («p,...,a,) € F, and set A; := ;&' € (0,0.01], i < n. Observe that 1/1; >

1/¢' >2/e>2D,i <n. Hence, we can apply Theorem 4.1 to obtain

B(A N Ag(e)) < £AG()(U)

Taking the union over all («q, ... oz,,) € F, we then get
IA<(U)" ) tha(e) < ()7,
aeF

where at the last step we used our definition of U’. [

Next, we combine the discrete approximation set introduced above with the small ball
probability of Lemma 2.8.
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PROPOSITION 5.2. Foranyb, p,6 € (0,1) and K > 1, there are ns» =ns»(b, 6, p, K),
usa =us2(b,8, p) € (0,uz10(b,8, p)), ys2=ys52(b,8,p, K) € (0,1/2) and ys , = ys ,(b,
8, p, K) with the following property. Let n > ns 3, <D< Dy < e)’5/42", 0<k<n/InDy,
m:=n —k, and let M be an m x n random matrix with independent entries M;; such that
L(M;;,1) <b, foralli, j,

; 1
(20) Var(M') < — min((1 - b)sy2,n®, Dduson)
foreveryi <m,and
E|IM|#s < Kn?.
Let MV be the matrix obtained from M by removing the first row. Then,

P{3x € Incomp(8, p) N Sp(M, ys2, us2) s.t. RLCD% l”ﬁ us,®) = Do, MDx =0} <2¢7.

PROOF. First, we should carefully define the parameters. We choose u := us5.1(b, 8, p).
Next, set U = 2@3C%.8, where C» g is taken from Lemma 2.8 with parameters cg := 1/2
and u/4, and we assume without loss of generality that Cpg > 1. Finally, take y :=
y5.1(b.8.p.U.K), y' :=Cogy*/4 < 1.

Lete2 < D < Dy < e?™, and let random matrix M satisfy the assumptions of the proposi-
tion. Let A be the set defined in Proposition 5.1 with € :=1/Dy. Set

Ep := {3x € Incomp(8, p) N Sp (M, v, u) s.t. RLCD%%’M(X) > Do, MVx =0}.

Note that whenever x and y are two vectors in R” with RLCD)]K(/%’M (x) > Dgand [|x — y]lco <
ﬁ, then necessarily RLCD)IK(/IHz 24 (y) = Dy (as follows from Lemma 2.9).
Hence, applying Proposition 5.1, we get

_ . . )
P(Ep) <e " + P{Thereis y € A with |M(1)y} < /n/Dg and RLCDyﬁ/z,u/4(y) > Do}

<e™" +1AsupP{|MDy| < V/n/ Do)
y
<e™" + (Do/U)" supP{|[MDy| < /n/ Dy},
y

where the supremum is taken over all vectors y € %B’z1 \ %Bg with RLCD%% 2.0/ (y) = Dy.

Fix any y satisfying the above conditions. Set € := 2C» g/ Dy, and observe that, by our
conditions on Dy,

~ ~ (1)
&= Cosexp(—Casy’n/4) + Cos/RLCDY ) (3).

Applying Lemma 2.8, we then obtain
P{|MDy| < V/n/Do} <P{|MDy| <2v/m —1/Dy)
<P{|MDy| <&/m =1} < (C25®)" "
Taking the supremum over all admissible y, we then get
P(Ep) < e "+ (Do/U)" (C258)" ' <™ + Dy " U ™ (2C34)".

The result follows by the choice of U and the condition on m. [J
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Our proof of Theorem 1.2, in the case Var(A;) = ®(n), j =1,2,...,n, is a straightfor-
ward application of Proposition 5.2 (taking a dyadic sequence of level sets), together with
results of [14] on invertibility over compressible vectors. The fact that in our model some
columns may have variances much greater than n adds some complexity to the proof because
the relation (20) for such columns may hold true only for “large enough” Dg leaving a gap
in the treatment of small values of the parameter. We deal with this issue in the statement
below by carefully splitting the event in question into subevents and invoking Lemma 2.10
that allows to deterministically bound RLCD in terms of the variance.

PROPOSITION 5.3. Let b,8,p € (0,1) and K > 1 be parameters, and let us», y52 be
taken from Proposition 5.2. Then, there are n53(b, 8, p, K) and V5/.3 (b, 8, p, K) with the fol-
lowing property. Let n > ns3, let n X n matrix A be as in the statement of Theorem 1.2 and
let j <n be such that

1
Var(A ;) < min(h%loe_“nz, a(1 - b)8y52_2n2>,

where hj 10 is taken from Lemma 2.10. Then,
Aj

i
< V53 <27N/2,
Y5.24/M.us2 (x)<e =

P{3x € Incomp(8, p) orth. to A;,i # j, with RLCD

PROOF. We will assume that 7 is large and that " > 0 is a small parameter whose value

can be recovered from the proof below. Without loss of generality, j = 1. Let A’ be the
submatrix of A composed of all columns A; satisfying

1
Var(A;) < min(hgloe—“nz, il b)aygznz).

We note that the number of columns of A’ is, at least,n — K/ min(h%.loe_“, é(l —b)é y52.2).
Further, let M be the transpose of A’, and denote by W the submatrix of M1 formed by
removing rows with variances, at least, n”/8.
The proof of the statement is reduced to estimating probability of the event
€' := {3x € Incomp(3, p) with MVx =0and RLCD),! = = (x) <e”™}.
We can write

P < Z P{3x € Incomp(8, p) N Spe (M, 52, us2) with MWDy = 0}

logy n—1<t<y’nlog, e
; M, — M
+ P{3x € Incomp(8, p) with M x =0 and RLCD). s, (0) < n}.

The first sum can be estimated directly by applying Proposition 5.2 with Dg := D := 2¢,
log,n —1 < ¢ < y'nlog, e (note that the relation (20) is fulfilled for such D for all rows of M
and that the proposition can be applied as long as K/ min(h%‘loe_“, 6—14(1 — b)8y§2) <1/y).

., M . . . W
Further, the condition that RLCDVS‘2 N (x) < n implies that either RLCDVS'2 N x)<n
or RLCDY

yszﬁ,usz(x) > n and RLCDJIZZ\/Z,usz(x) < n for some row M7 of M. Hence, we
get A A 4 .

— . w
P(E)<2n-2¢7" + Xq:IP){EIx € Incomp(8, p) with Wx =0and RLCD,"  ~ = (x) = n

M4
and RLCD 0~ - (x) < n}

+ P{3x € Incomp(8, p) with Wx =0 and RLCDES/_%/;Z’MS_2 (x) <n}.
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To estimate the sum, we apply Lemma 2.10 which, together with our restrictions on the
variances, allows to deterministically bound the RLCD with respect to M7 by ¢*. Thus, we
get

: _ w
P{3x € Incomp(8, p) with Wx =0 and RLCD)/S'Z«/Z’MS'2 (x)>n

M4
and RLCD/ - (x) < n}

— : _ w
= P{Hx € Incomp(§, p) with Wx =0 and RLCDys.zﬁ,usAz (x)>n

2 M4
and e~ < RLCD}/S‘Z‘/;Z’MSA2 (x) <n}.

Splitting the interval [¢?, 1] into dyadic subintervals and applying Proposition 5.2 with Dg :=
n and for the matrix formed by concatenating W and M9, we get an upper bound 2e™" log, n
for the probability.

In order to estimate probability of the event

~ _ w
{3x € Incomp(é, p) with Wx =0 and RLCDys.zﬁ,us_z

we apply Lemma 2.10; this time the definition of W implies that RLCD with respect to
each row is deterministically bounded from below by n3/8 for a sufficiently large n. Again,
splitting of the interval [n3/8, n] into dyadic subintervals reduces the question to estimating
events of the form

(x) <n},

{3x € Incomp(8, p) N Sp (W, y5.2, us2) with Wx = 0}

for some D € [n3/8, n]. Taking Dy := D, one can see that the condition (20) is fulfilled for all
rows of W and that the difference between the number of columns and rows of W is clearly
less than n/In Dy. Thus, Proposition 5.2 is applicable.

Summarizing, we get P(£’) < C'ne " Inn for a universal constant C’ > 0. The result fol-
lows for all sufficiently large n. [J

Now, we are in position to prove Theorem 1.2.

PROOF OF THEOREM 1.2. We will assume that n is large. We start by recording a prop-
erty of A which follows immediately from Lemma 2.1 (i.e., [14], Lemma 5.3). For any
J < n, with probability, at least, 1 — e~ “!" any unit vector orthogonal to {A;, i £ j} is (8, p)-
incompressible for some 3, p € (0, 1) depending only on b, K (here, c; € (0, 1) depends only
on b, K). Indeed, let j <n, let B be the n x (n — 1) matrix formed from A by removing A ;
and define M := BT. Then,

P{3x € Comp(é, p) orthogonal to H;} < ]P’{ inf  |Mx|= O} <e 1",
x€Comp(8,p)

where in the last passage Lemma 2.1 (i.e., [14], Lemma 5.3) was used.
Set

1
ri= min(h%lloe_ét, (- b)sys?z),

where hj 10 and ys5, are defined in respective lemmas with the parameters b, K, §, p. Pick
any index j < n such that Var(4;) < rn?, and let v be a random unit vector orthogonal to H;
and measurable with respect to the sigma-field generated by H;. Applying Proposition 5.3
together with the above observation, we get

. . . Aj )// n
v is (8, p)-incompressible and RLCDVS‘2 «/ﬁ,us.z(v) >e’53

with probability, at least, 1 — e€1* —27"/2_ Application of Lemma 2.5 finishes the proof. [
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REMARK 5.4. In our proof, the randomized least common denominator acts like a me-
diator in the relationship between anticoncentration properties of matrix-vector products and
cardinalities of corresponding discretizations (nets), following the ideas developed in [19].
A crucial element of our argument is the fact that RLCD is stable with respect to small per-
turbations of the vector, which we quantify in Lemma 2.9.

An alternative approach recently considered in [32] is based on directly estimating the
concentration function for “typical” points on a multidimensional lattice. The argument of
[32] uses, as an important step, certain stability properties of the Lévy concentration function
and of small ball probability estimates for linear combinations of Bernoulli random variables.
However, in the general (non-Bernoulli) setting and with different distributions of entries of
the matrix, obtaining satisfactory stability properties similar to those in [32] seems to be a
very nontrivial problem, in the situation when the approximation is done by a random vector.
We note here that in our net construction the approximating vector is, indeed, random and
depends on the realization of the matrix.

On a technical level, since RLCD is a structural (geometric) property, its stability follows
from relatively simple computations, while the Lévy concentration function is much more
difficult to control; in particular, the Esseen lemma provides only an upper bound for the
concentration function, hence cannot be relied on when studying its stability.

6. Proof of the Theorem 1.1. In this section we formally derive Theorem 1.1 from The-
orem 1.2, using a modification of the “invertibility via distance” lemma from [19].

LEMMA 6.1 (Invertibility via distance). Let A be any n X n random matrix. Fix a pair
of parameters 8, p € (0, %), and assume that n > 4/5. Then, for any & > 0,

IP’{ inf  |Ax| <gi} <3 inf Y P{dist(A}, H}) <¢}
x€lncomp(8, p) - ﬁ — én I1C[n], - J> s ="
#l=n—|én/2) J€I

where H; denotes the subspace spanned by all the columns of A, except for A;.
PROOF. Fix any I C [n] with §/ =n — |dn/2], and consider event

: o
&= f Ax|<e—.
{xelncgrilp(&p) |Ax] < gﬁ}

Fix any realization of the matrix A such that the event holds, that is, there exists a vector
x € Incomp($, p) with |Ax| < 8%. In view of the definition of the set Incomp(§, p), there is

a subset J, C [n] of cardinality |8n] such that |x;| > p/+/n for all i € J,, whence
dist(A;, Hy) < |x;| Y Ax| <&, i€ J,.

Note that J, N I has cardinality, at least, |§n]| — [én/2] > én/4. Thus,
Ec{gli e I:dist(A;, H;) <&} >dn/4}.

It remains to note that

4
P{tt{i € I : dist(A;, H;) <&} >dn/4} < S—Eﬁ{i €[ :dist(A;, H;) <e¢}. 0
n

PROOF OF THEOREM 1.1. The theorem follows from Lemma 2.1 (i.e., Lemma 5.3 from
[14]), Lemma 6.1 and Theorem 1.2, by taking Ip :={i € [n]: IElAil2 < rnz} and noting that,
in view of the assumption IE||A||12{S < Kn?, we have tlp=n — K/r > n — |8n/2] for all
sufficiently large n so that, for all large enough n,

IP’{ inf |Ax|<si}<iZP{dist(A- Hj) <e}
xelncomp(8, p) - ﬁ — én ielo = 0
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