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Abstract

We present an X-ray photometric analysis of six gravitationally lensed quasars, with observation campaigns
spanning from 5 to 14 years, measuring the total (0.83-21.8keV restframe), soft- (0.83-3.6keV), and hard-
(3.6-21.8keV) band image flux ratios for each epoch. Using the ratios of the model-predicted macro-
magnifications as baselines, we build differential microlensing light curves and obtain joint likelihood functions for
the average X-ray emission region sizes. Our analysis yields a probability distribution function for the average half-
light radius of the X-ray emission region in the sample that peaks slightly above 1 gravitational radius and with
nearly indistinguishable 68% confidence (one-sided) upper limits of 17.8 and 18.9 gravitational radii for the soft
and hard X-ray emitting regions, assuming a mean stellar mass of 0.3 M. We see hints of energy dependent
microlensing between the soft and hard bands in two of the objects. In a separate analysis on the root-mean-square
(rms) of the microlensing variability, we find significant differences between the soft and hard bands, but the sign
of the difference is not consistent across the sample. This suggests the existence of some kind of spatial structure to
the X-ray emission in an otherwise extremely compact source. We also discover a correlation between the rms
microlensing variability and the average microlensing amplitude.
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1. Introduction

X-ray emission is one of the defining characteristics of active
galactic nuclei (AGNs). However, most properties of the X-ray
corona are obtained only through spectral analyses, since
neither current nor near-future instrumentation can resolve the
X-ray emitting regions of AGNs. Reverberation mapping and
quasar microlensing provide the only probes of the spatial
structure of the different AGN components, with the latter
better suited to the more compact regions like the X-ray corona
or the accretion disk. Reverberation mapping studies have
succeeded in mapping the more spatially extended regions such
as the broad-line regions (e.g., Bentz et al. 2009; Zu et al. 2011;
Bentz et al. 2013; Kollatschny et al. 2014), the dust torus (e.g.,
Koshida et al. 2014), and with limited results for accretion
disks (e.g., Shappee et al. 2014; Fausnaugh et al. 2009).

Microlensing refers to the micro-arcsecond effects produced
by light ray deflections of emission from a background source
by foreground stars. It has the advantage over reverberation
mapping in that the signal only becomes stronger as the source
becomes more compact. The Einstein radius gives a typical
scale of
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where M denotes the deflector mass and D,,;, D, and D, are the
angular diameter distances between the observer, lens, and
source respectively. If the apparent size of the source is
comparable or smaller in size than the Einstein radius, typi-
cally a few light-days, the observed flux varies because the

magnification changes as the source, lens, and observer move
relative to each other (see, e.g., the review by Wambsganss 20006,
p. 453). This makes extragalactic microlensing a unique tool for
probing the spatial structure of the central region of quasars,
because most AGN components are comparable in size to the
Einstein radius or smaller. As a result, microlensing has been
successfuly used to obtain size estimates for the broad line
region spanning several tens of light days (e.g., Sluse et al. 2012;
Guerras et al. 2013a), the accretion disk spanning ~10 light-days
(e.g., Morgan et al. 2008; Mediavilla et al. 2011b; Jiménez-
Vicente et al. 2014), and the X-ray corona of ~1 light-day (e.g.,
Dai et al. 2010; Pooley et al. 2011; Morgan et al. 2012;
Mosquera et al. 2013; Blackburne et al. 2014, 2015; MacLeod
et al. 2015).

Here, we present updated X-ray light curves for a sample of
six lensed quasars with redshifts between z; = 1.3 and z;, = 2.3.
We derive total, soft, and hard energy band light curves in
Section 2 and examine them for evidence of microlensing. We
perform a simple analysis of several aspects of the microlensing
variability in Section 3. In Section 4, we derive a probability
distribution function (PDF) for the average size of the X-ray
emitting region in the sample. Section 5 presents a summary of
the results. We assume a flat ACDM cosmology with
Hy = 70km s ' Mpc ', Q,, = 0.3, and Q) = 0.7.

2. Image Models and Photometry

We observed five gravitationally lensed quasars with Chandra/
ACIS (Weisskopf et al. 2002; Garmire et al. 2003) in Cycles
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14-16 for a total exposure time of 810 ks. For each object, we
obtained six to eight sparse monitoring observations over a period
of two to three years. We also include any archival data for the
five systems and an additional one in our analysis, adding up to
six gravitational lenses. All data (both new and archival) were re-
calibrated and processed with the latest CIAO 4.7 software.’
Figure 1 presents stacked images of the six systems, and Table 1
summarizes their basic properties. Only in SDSS 100444112 are
the lensed images easily resolved by Chandra so that we could do
a simple aperture photometry. For this system, we also correct for
the background emission from the lensing cluster using arc-
shaped regions opposed to each image with respect to the center
of the X-ray cluster. For the rest of the systems, we used PSF
fitting based on the known relative positions of the images as they
are listed in the CASTLES website’ (see references therein) to
model the image fluxes, because the typical angular image
separation is not much bigger than the ~0”5 arcsec on-axis PSF
of Chandra and aperture photometry would be contaminated by
the flux from nearby images. The details of our approach to PSF
fitting and photometry can be found in Chen et al. (2012) who
analyzed data from our previous observational campaigns.

Unlike Chen et al. (2012), we used a fixed rest-frame energy
boundary of 3.6 keV to define the rest-frame soft (0.8-3.6 keV)
and hard (3.6-21.8 keV) bands. This both produces comparable
count rates for each band and leads to a well-defined combined
analysis in Section 4. Count rates are background subtracted
and corrected for both Galactic absorption and absorption by
the lens galaxy. To estimate the latter, we closely followed the
steps detailed by Chen et al. (2012). We fit a simple power law
with a Gaussian emission line model to the stacked spectra of
individual images. The absorption of the lens galaxy was
allowed to vary independently in the fit for each image, while
the power-law index was assumed to be the same for all the
images of each quasar. Further details of the absorption
correction in our data will be presented in a companion paper
(S. Steele et al. 2017, in preparation), which focuses on the
spectral analysis of the sample. Tables 3-8 present the
absorption-corrected count rates for each lens.

We also set limits on the flux of any central image found by
combining all epochs. This is not feasible for SDSS1004
44112, which is known to have a central image (see Inada
et al. 2008) because this is also where the cluster X-ray
emission peaks (see Ota et al. 2006). Relative to the mean flux
of the faintest observed image, the upper limits on the relative
flux of any central image are 0.64, 0.009, 1.0, 0.036, 0.019 for
QJ 0158—4325, HE 0435—1223, SDSS 092440219, HE 1104
—1805, and Q 2237+0305, respectively, at a 68% confidence
level. Based on the expected flux ratios of central images (see
Keeton et al. 2003), only the limit for HE 0435—1223 is strong
enough to be useful as an upper limit on the central surface
mass density of the lens model.

3. Microlensing Analysis

We want to compare the microlensed flux ratios between
images with the intrinsic flux ratios that are not affected by
microlensing (baseline ratios). After correction for any
absorption, the baseline flux ratios are primarily determined
by the smooth potential of the lens galaxy, though they may be
perturbed by substructures in the lens galaxy such as satellite
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halos (Kochanek & Dalal 2004; Zackrisson & Riehm 2010).
Ideally, the baseline ratios are measured at wavelengths where
the quasar emitting region is much larger than the FEinstein
radius (several light days for lensed quasars) and therefore not
sensitive to microlensing. This is generally true of radio, rest-
frame mid-IR, and narrow-line emission. When that is not
possible, baseline ratios can be approximated using the macro
magnifications from lens models. We adopt the latter approach,
with baseline ratios derived from macro lens models. The
values adopted are shown as horizontal lines in Figures 2-7.

The measured flux f;; (count rate) of the ith image at the jth
epoch

ﬁ‘ =8 M fy’ ()

is the source flux s; magnified by a combination of macro-lens

and microlensing magnifications £, and &, respectively. The

flux ratio between images A and B is
T _ s pp Sh

—. 3)
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We are interested in &p; /€,;, but we measure the fluxes f; and
f4;- An additional complication is that the source flux ratio is
really

5B _ L 4)

SAj s(t + Otap)
which includes a propagation time delay 6745 (Refsdal 1964;
Cooke & Kantowski 1975) that cannot be easily removed from
the sparsely sampled X-ray light curves as is done in optical
studies (e.g., Kochanek et al. 2006; Tewes et al. 2013). If dz4p
is much smaller than the typical timescale of intrinsic
variability, the effects of the time delay become unimportant.
This is certainly the case of Q 223740305, where the time
delays are constrained to be <1 day (Dai et al. 2003). The
other extreme in our sample is SDSS 1004+4112, where the
delays are as long as several years (Fohlmeister et al. 2007). In
these cases, the time delays combined with intrinsic source
variability add “noise” to the light curves that can be
interpreted as additional microlensing variability. We will
follow the usual procedure (e.g., Schechter et al. 2014) and
assume that sp; /s4; ~ 1. This strategy is safest for image pairs
with shorter lens delays. Using this assumption, Equation (3)

becomes
Egj | f [Mg]l
Noa(t) = 22 = | 21| 22 ] 5)
BTy gAj lfAj] Ha

This microlensing amplitude should not be confused with
simple flux ratios, which include no corrections for the macro
lens magnifications. The microlensing magnification ratio can
also be expressed in magnitudes to facilitate comparison with
optical microlensing studies where the image fluxes and macro
magnification ratios are now expressed in magnitudes,

mg — my = —2.510g(fz/f4) (6)
my — mg = —2.510g (/1) (7
Amyp = (mg — my) — (mg — my). 3
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Figure 1. Stacked images of the objects in the sample. Note that the angular scale is not uniform.
Table 9 summarizes the values we adopt for the macro position according to p, = [(1 — k)? — 71.2]*1 (see, e.g.,
magnifications, where the total magnification y;, is derived from Narayan & Bartelmann 1996). These estimates of x; and -y
the estimated convergence x; and shear ~; at each image are obtained by fitting a model for the overall potential of the
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Table 1
Lens Data

Object 2 z Re Ig 1 Alops Atoys /15 Mgy

(light-days) (years) (years) (years) (Einstein radii) (x10° My)
QJ 0158—4325 1.29 0.317 7.434 18.0 0.86 4.6 0.26 0.16 Mg 1)
HE 0435—1223 1.689 0.46 7.986 18.3 0.47 7.3 0.40 0.50 (C1v)
SDSS 0924+0219 1.524 0.39 7.790 20.4 0.39 5.6 0.27 0.11 (Mg 1)
SDSS 1004+4112 1.734 0.68 7.737 28.9 0.28 9.4 0.33 0.39 Mg 1)
HE 1104—1805 2.32 0.73 8.244 21.7 2.23 14.5 0.67 0.59 (Hp)
Q 223740305 1.69 0.0395 3.660 8.11 0.23 13.6 1.68 1.20 (Hp)

Note. Based on the source and lens redshifts z; and z;, the Einstein radius Ry can be computed. Here we report the estimates given by Mosquera & Kochanek (2011) of
Ry as well as the Einstein radius and source crossing timescales 7 and f,, assuming a mean stellar mass in lens galaxies of (My) = 0.3 M., for comparison to the time
span of the observations Atyps. The last column reports the estimated black hole mass and the emission lines used for the estimates by Morgan et al. (2010; QJ 0158
—4325, HE 0435—1223, SDSS 1004+4112), Peng et al. (2006; SDSS 0924+0219) and Assef et al. (2011; HE 1104—1805, Q 2237+0305).

lens galaxy to the lens data. We fit a singular isothermal
ellipsoid with external shear (SIE+g) to both QJ 0158—4325
and HE 1104—1805 using Lensmodel (Keeton 2001). For
SDSS 1004+4112, we used the cluster mass model for this lens
by Oguri (2010; %, v values given in private communication).
For the rest of the objects, we used SIE+g results from the
literature as listed in Table 9.

We also need the surface density of stars x4 relative to the
total surface density x. We combined the astrometry of each
lens with the compilation of lens galaxy effective radii in Oguri
et al. (2014) to estimate the ratio R/R.; between the radial
distance of each image from the lens center and the effective
radius of the lens. We then used the best-fit model for x4/k
from Oguri et al. (2014) to estimate the stellar surface density,
except in the case of SDSS 1004+4-4112. The lens SDSS 1004
44112 is a special case because it is a cluster lens, where the
member galaxies are further from the images than in single-
galaxy lenses. We adopted an arbitrarily low value
k«/k = 0.03 as a plausible estimate of the low optical depth
associted with intracluster stars. Q 223740305 is also a special
case because the images are seen through a galactic bulge, and
here ky/k =~ 0.8 because the images are seen through a
galactic bulge. The average value of ky/k is in reasonable
agreement with previous estimates (Jiménez-Vicente
et al. 2015). The results are presented in Table 9.

There are two ways in which microlensing effects may
manifest themselves. One is through the time variability in the
flux ratios, which is independent of the baseline flux ratios but
can be affected by the intrinsic variability modulated by time
delays. The second is if the X-ray flux ratios differ from the
estimated base line ratios. The difference allows a quantitative
measurement of microlensing, but it is only reliable to the
extent that the baseline flux ratios are accurate. We summarize
the differential microlensing in Figures 2-7, where the flux
ratios for the hard and soft X-ray bands are compared and the
baseline ratios are shown as horizontal lines. The distance
between the data points and the horizontal lines represent the
differential microlensing. The figures show a complex pattern
of time variability attributable to microlensing and, to so some
extent, to noise introduced by time variabiliy.

3.1. An Independent Test for Energy-dependent Microlensing

The X-ray emission regions of lensed quasars appear to be
more compact than the disk emission seen at ultraviolet or

optical wavelengths because the X-ray microlensing amplitude
is consistently higher (e.g., Morgan et al. 2008; Chartas et al.
2009; Dai et al. 2010; Pooley et al. 2011; Mosquera et al. 2013;
Schechter et al. 2014). This has been successfully used to map
the size of the accretion disk at different wavelengths
(Poindexter et al. 2008; Blackburne et al. 2011; Mediavilla
et al. 2011b), but X-ray microlensing analyses to date have
found that the hard- and soft-band X-ray emission regions are
of similar size (Morgan et al. 2012; Mosquera et al. 2013;
Blackburne et al. 2014, 2015). Here we want to test if the new
data remain consistent with the null hypothesis that the
microlensing amplitude is the same for both bands. In the
absence of any band-dependent difference in the microlensing
amplitude, the data should be consistent with the soft and hard
bands having a common microlensing magnification ratio ¢
(see Equation (5)). We can test for this by optimizing the
statistic

(fijhard - (thard T fzj))z
(U};'ard )2

(S;()ft CH 5[}'))2

fty2
i)

X*=>

ij

soft
A/

) ©))

(o

with respect to the source fluxes (s_f"f‘, and s}“’rd) and the
microlensing magnification ratio ;. If the source sizes are
comparable, we should obtain a good fit using a single value
for the microlensing magnification. The macrolens magnifica-
tions f; are fixed to the estimates from Table 9 and should be
the same for all energy bands. The subscripts i and j refer to
image and epoch respectively.

We can apply this test to the four image lenses, finding
reduced x2 values of 0.79, 0.94, 1.5, and 1.4 for HE 0435
—1223, SDSS 0924+0219, SDSS 100444112, and Q 2237
40305, respectively, given 23, 15, 25, and 63 degrees of
freedom. The p-values are 0.75, 0.52, 0.05, and 0.01. This
implies the existence of energy dependent microlensing in Q
223740305 and, to a lesser extent, in SDSS 1004+4112. It
must be noted that a high x? value can be the result of
consistently wider amplitudes of either the hard or soft
microlensing ratios. However, it may also happen as a result
of non-related signals of similar amplitude. Therefore, a
connection between this results and an intuitive interpretation
of Figures 27 is not straightforward.
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Figure 2. Flux ratios for QJ 0158—4325 on a magnitude scale. Continuous blue (dashed green) curves show the hard (soft) emission. The orange dashed horizontal

lines represent the baseline ratios.
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Figure 3. Flux ratios for HE 0435—1223 on a magnitude scale. Continuous blue (dashed green) curves show the hard (soft) emission. The orange dashed horizontal

lines represent the baseline ratios.

3.2. Root-mean-square (rms) of Microlensing Variability

Microlensing flux variations occur as the stars in the lens
galaxies move relative to the background source, producing a
complex variability pattern. Here we want to explore the rms of
the microlensing amplitude as an observable that can
potentially be related numerically to the physical properties
of the lens system. This is a reasonable assumption since a
small source crossing a region with high density of caustics will
show larger flux variations. If g, (#) is the microlensing

amplitude (as defined in Equation (5)) of a certain image pair at
epoch t;, then we define

| N
XBa = _ZXBA () (10)
N5
‘ 1 X
Xlzg?] = \/N > (Xpa(t) — Xpa)? (11)
— Loy
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Figure 4. Flux ratios for SDSS 092440219 on a magnitude scale. Continuous blue (dashed green) curves show the hard (soft) emission. The orange dashed horizontal

lines represent the baseline ratios.

Table 2 lists the two statistics for the full, soft, and hard bands
along with their uncertainties. To quantify the significance of the
differences between the soft- and hard-band rms values, Table 2
also shows the p-values for rejecting the null hypothesis of
identical distributions computed with a Welch two-tail test. The
p-values suggest a distinct physical origin for the soft and hard
band at a significance greater than 20 confidence level in 8 out
of 20 image pairs, and in 12 out of 20 pairs at a significance level
greater than 1. However, the sign of the difference between the
hard- and the soft-band rms is not consistent accross the sample,
i.e., this difference does not always show the same sign across
the three components of each quadruple quasar. This suggests
the need to compare the results with an analysis of their a priori
probabilities (E. Guerras et al. 2017, in preparation).

Figure 8 shows that the rms x™! and mean ¥ microlens-
ing signal are correlated. We find a Pearson correlation
coefficient of R = 0.96" (0 (95% CL) and a best-fit correla-
tion of

log,o (XI™) = (1.21 =+ 0.08) - log,(Y) — (0.50 =+ 0.03).
(12)

This relationship suggests that the rms may be a useful
observable to better constrain the physical properties of lensed
quasars. We will explore these issues further in E. Guerras et al.
(2017, in preparation).

4. Source Size Estimates

Next, we are interested in analyzing the departures of the
flux ratios from the base line ratios to determine the source size.
The first step is a quantitative characterization of such
departures. When the observation campaigns cover short
periods, as compared with the microlensing variability time-
scales, a common approach is to assume that the span of the
data is too short to observe microlensing variability. Several
epochs are then averaged (e.g., Pooley et al. 2011; Jiménez-
Vicente et al. 2015; Mufioz et al. 2016) and the resulting
averages are compared to the numerical predictions for one
single epoch per image pair (e.g., Mediavilla et al. 2009;
Blackburne et al. 2011; Guerras et al. 2013a).

There are two characteristic microlensing variability time-
scales. One is the Einstein radius (Equation (1)) crossing time,
which is generally quite long, and a second, shorter timescale
associated with the source crossing time. Table 1 summarizes
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Figure 5. Flux ratios for SDSS 100444112 on a magnitude scale. Continuous blue (dashed green) curves show the hard (soft) emission. The orange dashed horizontal

lines represent the baseline ratios.
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Figure 6. Flux ratios for HE 1104—1805 on a magnitude scale. Continuous blue (dashed green) curves show the hard (soft) emission. The orange dashed horizontal

lines represent the baseline ratios.

estimates for both timescales from Mosquera & Kochanek
(2011). These estimates strongly suggest that the comparison of
simple averages of the light curves against single-epoch model
predictions will be suboptimal here because our present data
have time spans long enough that we should expect microlen-
sing variability. By collapsing the light curves into average
values, we could lose information because the behavior of the
average signal may not be well-modeled by single-epoch
predictions.

To explore the impact of averaging long observation
campaigns on the probability of differential microlensing
magnification, we can compare computer-generated probability
distributions (details on their generation are given in
Section 4.1) of single-epoch differential microlensing with
analogous simulations where the predicted quantity is the
average of differential microlensing along randomly orientated
tracks whose length in FEinstein Radii and number of
observations match those in our data sample based on the
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Figure 7. Flux ratios for Q 2237-+0305 on a magnitude scale. Continuous blue (dashed green) curves show the hard (soft) emission. The orange dashed horizontal
lines represent the baseline ratios.

Table 2
rms Microlensing Variability
Object Pair N rms, full rms, hard rms, soft p-value
QJ 0158—-4325 B/A 12 0.167 £ 0.049 0.216 + 0.072 0.216 + 0.067 1.00
HE 1104—-1805 B/A 15 2.019 + 0.362 1.934 £+ 0.521 2.765 £ 0.776 <0.01
HE 0435—1223 B/A 10 0.216 £ 0.049 0.234 £ 0.073 0.215 £ 0.069 0.56
HE 0435—-1223 C/A 10 0.224 £ 0.043 0.276 + 0.080 0.169 + 0.050 <0.01
HE 0435—-1223 D/A 10 0.342 £ 0.067 0.272 + 0.096 0.364 £ 0.093 0.04
SDSS 092440219 B/A 6 0.260 £ 0.073 0.241 + 0.092 0.200 £ 0.075 0.42
SDSS 09244-0219 C/A 6 0.091 + 0.039 0.043 £ 0.046 0.126 + 0.050 0.01
SDSS 092440219 D/A 6 0.045 £ 0.018 0.087 £ 0.045 0.065 + 0.027 0.34
SDSS 100444112 B/A 11 0.834 £ 0.111 0.792 £ 0.136 1.032 £ 0.167 <0.01
SDSS 100444112 C/A 11 1.914 + 0.524 1.766 + 0.642 2.149 £ 0.733 0.21
SDSS 100444112 D/A 11 3.272 + 0.802 3.022 + 1.036 3.821 £ 1.110 0.10
Q 223740305 B/A 30 0.114 £ 0.025 0.147 £ 0.031 0.108 + 0.027 <0.01
Q 223740305 C/A 30 0.264 £ 0.024 0.308 + 0.037 0.265 £ 0.031 <0.01
Q 223740305 D/A 30 0.182 £ 0.014 0.196 + 0.021 0.224 £ 0.035 <0.01
scales in Table 1. Figure 9 illustrates this for Q 223740305 takes the source to cross the Einstein radius in this system, the
(C-A). Based on the 13.6 year timespan of our data, and the source has moved roughly 1.7 Rz. We computed the mean
estimate given by Mosquera & Kochanek (2011) of the time it microlensing signal observed by averaging over 30 evenly
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Table 3
Absorption-corrected Count Rates for QJ 0158 —4325

Obsld Date Exp Al Asoft Anard Bt Biott Bhard
11556 2009 Nov 06 5.03 23.7732 13.93¢ 9.7113 102132 9.3424 22598
11557 2010 Jan 12 5.02 27344 19.8+39 8.911 13.6727 10.9743 40742
11558 2010 Mar 10 5.04 29.4737 20.513 8.07% 11.0723 74“7 42703
11559 2010 May 23 4.94 32,6133 21.7739 10.57138 8.511% 6.1713 32193
11560 2010 Jul 28 4.95 32.6%39 20.7%3¢ 10.17%¢ 9.3+17 7.2+16 2.6742
11561 2010 Oct 06 4.95 26.1139 20.1134 7.3519 1214148 102743 2.7+49
14483 2013 Mar 26 18.6 235144 15.0%1 8.970% 6.5707 53107 1.870%
14484 2013 Apr 24 18.6 19.9717 141419 6.9197 6.7197 47407 24104
14485 2013 Dec 05 18.6 26.9"17 18.1724 9.4+93 6.6132 46798 21754
14486 2013 Dec 29 18.6 228433 13.97}) 9.2+12 9.7+49 6.870% 3.579¢
14487 2014 May 30 18.6 37.2%12 231113 13.7414 9.910% 6.910% 3.379¢
14488 2014 Jun 11 18.6 30.87%) 21.6723 102418 104428 72438 4.4+%7
Note. Count rates are in units of 1073 s™!. Exp reports the values stored in the header keyword EXPOSURE in units of 103 s.

Table 4

Absorption-corrected Count Rates for HE 0435—1223

Obsld  Date Exp Atll Asoft Ahard Btun Biott Bhara Ctunl Coft Chard Dryt Dot Dhara
7761 2006 Dec 17 10.0  28.1%37 1783 100733 95718 75tk 32%07 90t 69t 38707 ge6fl] 54737 46708
11550 2009 Dec 07 129  84%l4 5310 39%06  g7+l2  go+l) 3ﬁu mﬁ“ 54707 4113%  ge6rlY 54110 99t08
11551 2010 Jul 05 128 7.8708 4608 3.8%08 70*09 41598 318908 g2t 36400 4580 74l) 45%03 34703
11552 2010 Oct 30 128  52%18 30707  24%0¢ 4572  1.8793 8”6 56108 21807 34707 48708 24788 24733
14489 2012 Nov 28 372 117138  75%12 47402 72103 45105 28704 100108 5718 47108 8. 5*0(, 41753 42794
14490 2013 Apr01 362  11.6%9¢ 81+09 46704 73597 44708 29703 107738 69707 45%0F 6393 43703 27703
14491 2013 Aug 14 362 119737 78738  6.010¢ 67103 35107 29794 95%8  5.110% 40107 9.01%¢ 49106 38703
14492 2013 Sep22 355 106705 58737  48tl? 568 36703 2570 82108 54103 3.6t0% 63104 4.0%03 29104
14493 2014 Mar 08 362 11.679 65712  57%97 6.3f8§ 34103 30104 111t 57198 52108 61103 28104 33103
14494 2014 Apr 10 362 99707  5470¢ 48704 68707 43702 3473 84701 49707 39704 72108 46104 3170
Note. Count rates are in units of 10~3 s~!. Exp reports the values stored in the header keyword EXPOSURE in units of 103 s.

Table 5

Absorption-corrected Count Rates for SDSS 0924+0219

Obsld  Date Exp Atunl Asoft Anard Btun Biott Bhard Ctunl Coft Chard Dry Dot Dhara
5604 2005 Feb24 180 46702 35508 15t0S 17 13754 04792 07733 05793 0.1f) 06503 06703 0.1f5]
11562 2010 Jan 13 215 10043 82408 27%03 25108 17793 0893 0.6%93 06193 01ty 17794 1510 04793
11563 2010 Mar 11 213 68707  42%9% 22493 07492 05192 0372 08793 08393 01yl 0753 09793 0.1t
11564 2010 May 10 21.6 160719 107717 50%97 23794 19794 07793 08793 04797 04192 L1783 07793 03733
11565 2010 Jun23 216 10273 77700 37103 4a1%yS 25702 15%9% 07103 04797 027 09793 08703 02792
11566 2010 Oct 06 21.5 71507 5997 2494 20193 16793 04%F 07793 05%9%3 02103 1% 05793 0.610%
Note. Count rates are in units of 1073 s~!. Exp reports the values stored in the header keyword EXPOSURE in units of 10° s.
spaced epochs where the source moves from O R, (i.e., a single expressed in magnitudes at epoch ¢; is
epoch) up to 1.7 Rg. The distribution of mean magnifications
begins to narrow relatively quickly, particularly in the wings of m® () = mo(t;) + p, + &, (1) (13)

the distributions. Thus, not taking into account the time
averaging will lead to the derivation of an overly large source
size because the source size must compensate for the neglected
temporal smoothing. One compromise to address this problem
is to only average epochs separated by shorter timescales (as
done by, e.g., Muifloz et al. 2016). We will instead use
numerical models that take the length of each observation
campaign into account.

We will derive a probability distribution for the half-light
radius of the source, using all four or two images simulta-
neously. Given one object, the flux (count rate) of image «

where m (#;) is the intrinsic magnitude of the source at epoch #;,
1, is the macrolens magnification of image « and &, () is the
microlensing magnification of image « at epoch ¢, Following
Kochanek (2004), we first eliminate the intrinsic magnitude of
the source by optimizing a source model m(#;) simultaneously
to fit all the images:

m (6) — [mo(t) + p, + &, 1)

Oa

AOEDY

«

(14)
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Table 6
Absorption-corrected Count Rates for SDSS 100444112

Obsld  Date Exp Agun Asoft Ahard Brun Bgort Bhara Crun Cooft Chard Dy Dgort Dhara

11556 2005 Jan 02 80.1 16.9 + 0.5 10.5 £ 04 7.0 £ 0.3 21.6 £ 0.5 13.6 £ 0.4 8.4 +0.3 17.6 £ 0.5 10.6 £ 0.4 72 +0.3 99 +04 58 +0.3 43+ 0.2
11557 2010 Mar 08 5.96 114+ 14 55+ 1.0 6.1 £ 1.0 16.0 £ 1.7 108 £ 14 55+ 1.0 120+ 14 6.2 + 1.1 58+ 1.0 153+ 1.6 105+ 14 51 +09
11558 2010 Jun 19 5.96 8.8 +1.3 55+1.0 3.6 £ 0.8 8.6 £ 1.2 51+1.0 3.6 £0.8 17.0 £ 1.7 102 + 1.4 7.1 +£ 1.1 110+ 14 6.2 + 1.1 49+ 0.9
11559 2010 Sep 23 5.96 92 + 1.3 47 £ 1.0 4.6 +0.9 120+ 14 59+1.0 63 + 1.0 114+ 14 62 + 1.1 53+10 83+12 4.1 £0.9 43 +0.9
11560 2011 Jan 30 5.96 53+ 1.0 2.8 £0.7 2.6 £0.7 79 +1.2 4.0+ 0.9 4.0 + 0.8 19.6 £ 1.8 107 £ 1.4 92+ 1.2 144 £ 1.6 78 1.2 6.8 £ 1.1
11561 2013 Jan 28 24.7 9.0 £ 0.6 41+ 04 5.0+ 05 194 £+ 09 10.5 £ 0.7 9.1 £ 0.6 14.6 + 0.8 74 4+ 0.6 74+ 05 8.2+ 0.6 43+ 04 40+ 04
14483 2013 Mar 01 24.7 94 4+ 0.6 47 + 0.5 49 + 0.5 19.9 +£ 0.9 10.5 £ 0.7 9.6 + 0.6 152+ 0.8 7.5+ 0.6 79 +£ 0.6 7.0 £ 0.5 344+04 36+ 04
14484 2013 Oct 05 24.1 102 +£ 0.7 49 + 0.5 544+05 16.9 £ 0.9 9.1 £0.6 8.0 £ 0.6 154+ 0.8 7.4 4+ 0.6 8.1 +£0.6 6.0 £0.5 3.1 +04 3.0+ 04
14485 2013 Nov 16 23.8 8.9 £ 0.6 40+ 04 50=£05 174 £ 0.9 94 + 0.7 8.2 £ 0.6 173 £ 0.9 9.7 £0.7 7.8 £0.6 10.3 £ 0.7 47 + 0.5 5.6 £ 0.5
14486 2014 Apr 30 233 8.0 £0.6 4.1 £ 0.5 41+ 04 14.1 £ 0.8 6.9 £ 0.6 7.3 + 0.6 10.8 + 0.7 5.7+ 0.5 52 +05 534+05 23 4+03 3.0+ 04
14487 2014 Jun 02 24.7 7.1 £ 0.6 324+04 40+ 04 20.8 £ 0.9 9.9 + 0.7 11.1 £ 0.7 11.5 £ 0.7 52405 6.3 £ 0.5 45+ 04 2.1 +£03 24 4+0.3

Note. Count rates are in units of 10~ s~!. Exp reports the values stored in the header keyword EXPOSURE in units of 10 s.
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Table 7
Absorption-corrected Count Rates for HE 1104—1805

Obsld Date Exp Agan Agoft Ahard Brun Bott Bhara
375 2000 Jun 11 474 215498 13.6797 102498 12.07932 8.2+00 4604
6917 2006 Mar 15 455 8.0722 3.6%12 6.0713 12.3733 8.8718 6.2413
6918 2006 Feb 16 4.96 7.8%14 2.9%)3 42112 17.5733 6.1170 9.857
6919 2006 Apr 09 4.87 72414 2.8M14 44+ 12.0124 8.011% 57413
6920 2006 Oct 31 5.01 12,6749 56119 58104 74411 4713 3.0449
6921 2006 Nov 08 4.92 10.9734 527118 6.0} 9.3+18 53113 4814
11553 2010 Feb 09 12.8 8.7719 3.849 43%)) 12.671} 57413 65411
11554 2010 Jul 12 12.8 19.7113 8.8l 12.1*12 7.8+13 3.8707 45787
11555 2010 Dec 20 12.8 102719 40101 57489 11.7413 5153 63144
14501 2013 Mar 01 13.7 8.1t19 2.9+0¢ 53797 71799 27591 4.8707
14502 2013 Jul 26 13.7 7.159% 2.379¢ 4.69% 11.3%]2 45789 6.6:99
14503 2013 Dec 08 12.8 6349 2.6%92 37491 5803 28703 33788
14504 2014 Mar 25 13.7 10.6%13 3.8497 6.7159 8.7+07 32407 53798
14505 2014 Jul 14 13.7 13.0°13 5.0107 92792 6.254% 27705 43508
14506 2014 Dec 02 13.7 47491 15493 3.019¢ 714 2.8101 37498

Note. Count rates are in units of 1073 s~!. Exp reports the values stored in the header keyword EXPOSURE in units of 103 s.

After substituting the best source model m(#;) the statistic in
Equation (14) reduces to

2@ =>>"

a f<a
&) = [y + &) — ™) — [y + €51 ’

Oap

obs

(m,

5)

where the errors 0,4 are computed according to Equation (7) in
Kochanek (2004). This expression can be rearranged as

X =32

a B<a

2
AmS — Amg,

OBa

(16)

where  Am$ = (m$™ (1) — pg) — (M (t) — p,) is the
observed microlensing magnification as defined in Equation (8)
and Amg, = £5(1;) — &, (%) is the microlensing magnification
predicted by a numerical model. We explain the generation of
the Amg, in Section 4.1.

Given the results for one trial, the likelihood of the source
size for each epoch i can be obtained by adding the likelihoods
of a high number N of trials,

N 1,
L;(ry) o ZCXP(—EX,-)-

Following other studies, e.g., Muifioz et al. (2016), Jiménez-
Vicente et al. (2015), we will collapse the light curves by
averaging them® to single time independent values m° . The
difference here will be in the model we use to generate the
predicted distribution of the differential microlensing ampli-
tudes p (Amg, |r;). Rather than simply using the results for a
single point, we will use averages obtained from random sets of
data tracks that emulate the length and time sequence of the
measurements available for each lens. Once we get a time-

A7)

Although there are small differences among epochs, we set the uncertainty
as the average of the measurement errors for each image.

11

independent likelihood function L (r;) for each lensed quasar,
the joint probability density function is obtained as the
normalized product of the individual likelihood functions,

P(ry) oc [ Lj(r). (18)
j

4.1. Computer-generated Probability Distributions

To obtain the probability distributions p (Amyg,, |r;) for each
image pair and source size, we generated magnification patterns
based on the three local parameters for each image given in
Table 9 (the local surface mass density x, the shear v, and the
fraction of the local surface density in stars x4/ ). The stars are
assigned a fixed mass of My = 0.3 M., since it has been shown
that microlensing statistics depend little on the stellar mass
function (e.g., Wambsganss 1992; Mediavilla et al. 2015). The
size estimates can be easily re-scaled to a different mean mass
as r; ¢ /My.. We used the Inverse Polygon Mapping algorithm
(Mediavilla et al. 2006, 2011a) to compute 9000 pixel square
magnification maps spanning 225.0 and 54.0 light-days in the
source plane for each of the images in the sample. The higher
resolution set is necessary in order to explore the smallest
source sizes for some of the objects.

To model the effect of the finite source size, we convolve the
maps with a Gaussian kernel I(r) o< exp[—r?/ (er)]. For
comparisons to other profiles, the half-light radius r; ,, = 1.18
rs should be used since estimates of rj,, are insensitive to
profile changes (Mortonson et al. 2005). The size of the X-ray
corona is expected to be proportional to the mass of the central
black hole (Mosquera et al. 2013; Jiménez-Vicente et al. 2015),
so a natural choice for the source scaling is in units of
gravitational radii R, = GMgy /c? based on the estimates given
in Table 1. For this case, we used a grid where R, /R, = ¢*15"
withn = 0, 1, 2,...,35. We used the 0.025 light-day /pix maps
except in those cases where r; would be below 1 pixel in size,
where we switched to the 0.006 light-day /pix maps. Our size
estimates can be rescaled to other choices of the mean stellar
mass as 7, ¢ /M.

Each p(Amg,|ry) is generated as the normalized histogram
of 10® trials on the maps for the corresponding lens, images o
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Table 8
Absorption-corrected Count Rates for Q 223740305
Obsld Date Exp Atunl Asoft Anard Btun Bioft Bhard Chunl Coft Chard Dt Dsott Dhara
431 2000 Sep 07 30.3 567131 534133 187723 9.9107 9.6719 3.410¢ 228412 259413 6.9739 9.3157 8.6%)8 3.210%
1632 2001 Dec 08 9.54 43,0733 367443 16.771% 7729 8.7H13 24108 13278 121433 5.8749 7.8+12 8.1+13 2.559¢
6831 2006 Jan 10 7.27 202720 14.4%%] 847173 143733 8.1747 7.3413 5150 3.7H143 22401 70132 6.971% 27402
6832 2006 May 01 7.94 357789 29.2439 15.4%33 16.87%3 125423 76513 16372} 14.9432 5599 12.173] 8.539 46159
6833 2006 May 27 7.95 2117539 17.67%3 7.9+17 77413 59411 3.5044 8.6412 6.811% 3.4%)2 41708 2.7+32 1.875¢
6834 2006 Jun 25 7.94 459749 40.4433 0 18.512% 19.4729 16.2723 6.7729 13.2+148 11.1+32 5.0%81 10.8*13 6.44173 49404
6835 2006 Jul 21 7.87 51.573% 32,6141 26.6132 14.4718 9.9711 53103 10.4718 8.7+ 44719 88114 6311 44509
6836 2006 Aug 17 7.93 26.6133 25. 2*34 11.8719 85118 574 43192 8.5113 55418 4,059 67112 31721 34198
6837 2006 Sep 16 7.95 267453 223439 12.271§ 12,6739 8.3717 5349 6.2413 4.6+l 29408 6.7+13 50413 2.9+08
6838 2006 Oct 09 7.99 258423 26.5733 82413 93417 67513 43199 8.1514 6.3517 41758 5.4+ 27589 3.510%
6839 2006 Nov 29 7.87 105734 81.47%3 443722 33.41328 28.2132 14.013 235433 217728 8.5113 214723 18.72% 7.8H12
6840 2007 Jan 15 7.98 80.4+38 76.6+3% 265138 242733 233139 8.0113 21.5433 241739 7.5+ 18.1°39 15.033 8.1+13
11534 2010 Jan 01 28.5 79.97%% 723449 335422 216718 18.11)3 92443 8.37938 6.879% 3.6402 48.671% 33.6132 205+
11535 2010 Apr 25 29.4 173414 10.6732 9.010% 44703 2.9792 2,143 2394 10533 14533 6.7507 3.6702 3.5504
11536 2010 Jun 27 27.9 18.0741 9.4+ 9.5+08 48403 32403 24403 24104 13754 13153 8.5157 43407 4.9%92
11537 2010 Aug 08 29.4 107119 6.711%¢ 54403 29103 1.7+04 15493 1.9493 0.7+3% 12493 48403 2,108 3.0004
11538 2010 Oct 02 29.4 234714 15.6719 11143 72188 42406 3.09903 25704 19504 L1592 20.17} 13.1714 9.874d
11539 2010 Nov 24 9.83 13.172) 57413 7571 4359 0.8703 32198 1.875¢ 13797 0.9754 52143 3.7503 22198
13191 2010 Nov 27 9.83 11.973¢ 5.0t 6.8719 28408 17431 15493 14403 1.1797 0.6%93 3.9+2 2.0199 2.3%0¢
13195 2010 Nov 26 9.83 12.8%1¢ 62129 6.97%9 34108 12498 2,193 1.579¢ 1.0%98 0.8704 4043 2,179 22108
13960 2012 Jan 10 29.4 152499 77 83106 55%0¢ 24193 3.0794 25534 1.1%4 1.5793 52196 34708 2577
13961 2012 Aug 03 292 39.8+32 30.1733 17.2%14 11.6798 8.1402 51592 9.5+07 8.8719 3.9104 10.6799 8.8749 44403
14513 2012 Dec 26 28.6 342447 24,7444 14.6713 111758 73103 62103 17.0713 127513 8.3797 11.6549 6.7+9% 6.6107
14514 2013 Jan 06 29.4 32414 223723 14.9433 9.979% 6.1408 54703 15.9412 115419 8.5°07 12.159%8 8.2509 6.1303
14515 2013 Aug 31 9.73 21.1432 107429 12.3418 6.823 4340 3.8702 72414 515 3.87908 45419 4042 1.6704
14516 2013 Oct 01 29.4 13.9+93 7571 75199 52108 2.3%93 29194 42403 2.3%93 2,143 3.079% 1.6494 17503
14517 2014 May 15 294 49523 34.0129 242714 17.5%13 13.4%12 8.4+97 16.0199 104110 8.1106 9.1708 55107 42104
14518 2014 Jun 08 29.3 28.8%13 223418 14.673] 111792 6.5754 50108 10.579% 6.570% 50708 6.0197 3.4108 3.15904
16316 2013 Aug 26 9.83 156733 10.9°23 8.1+}2 55084 32104 31404 6.3113 25044 3.5139 51719 3210 1943
16317 2013 Aug 29 9.83 14.6%13 9.0+12 74419 5814 3.943 2.7+9¢ 6.6719 2.8%49 3.9797 3.679% 27499 15593

Note. Count rates are in units of 1073 s~!. Exp reports the values stored in the header keyword EXPOSURE in units of 10 s.
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Figure 8. Empirical relationship between the rms (root-mean-square) and mean of the full band microlensing amplitude (defined in Equation (5)). The best linear fit in
log space is shown by a solid line. Given the extraordinarily long campaign for Q 223740305, its data have been broken into three chunks of approximately equal size
to roughly match the other objects.
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Figure 9. Probability density functions of differential microlensing between images C and A of Q 223740305 for a source with a half-light radius of 0.5 light-day. The
solid, thick, green line shows the distribution function obtained from 10® simulated observation campaigns spanning 1.7 Rz each with 30 observations, which roughly
matches our observations. The dashed, thick, red line shows the analogous distribution from 10° simple single-epoch observations. The results for intermediate track
lengths of 0.05, 0.10, 0.20, 0.50, and 1.00 Rg (thin solid lines) are also shown. The longer the averaged light curves, the higher the departure from a single-epoch
probability distribution.
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Table 9
Lens Model Properties at the Images

Object Image R/R¢t Ks/ K K ¥ Macrolens Model
QJ 0158—4325 A 1.23 0.39 0.348 0.428 SIE+g
QJ 0158—4325 B 0.62 0.63 0.693 0.774 SIE+g
HE 0435—1223 A 1.71 0.27 0.445 0.383 SIE+g
HE 0435—1223 B 1.54 0.31 0.539 0.602 SIE+g
HE 0435—1223 C 1.71 0.27 0.444 0.396 SIE+g
HE 0435—1223 D 1.40 0.34 0.587 0.648 SIE+g
SDSS 0924+0219 A 2.93 0.12 0.472 0.456 SIE+g
SDSS 0924+0219 B 3.26 0.10 0.443 0.383 SIE+g
SDSS 0924+0219 C 2.69 0.14 0.570 0.591 SIE+g
SDSS 0924+0219 D 2.79 0.13 0.506 0.568 SIE+g
SDSS 1004+4112 A 0.03 0.763 0.300 parametric
SDSS 1004+4112 B 0.03 0.696 0.204 parametric
SDSS 1004+4112 C 0.03 0.635 0.218 parametric
SDSS 1004+4112 D 0.03 0.943 0.421 parametric
HE 1104—1805 A 1.70 0.27 0.610 0.512 SIE+¢g
HE 1104—1805 B 3.29 0.09 0.321 0.217 SIE+g

Q 2237+0305 A 0.24 0.79 0.39 0.40 SIE+g

Q 2237+0305 B 0.25 0.79 0.38 0.39 SIE+g

Q 223740305 C 0.20 0.81 0.74 0.73 SIE+g

Q 223740305 D 0.23 0.80 0.64 0.62 SIE+g

Note. For each image, we give the distance R/R,; of the image from the lens center in units of the effective radius of the lens from Oguri et al. (2014), the expected
fraction of the surface density in stars ry/k, the surface density in stars, the surface density ~ in units of the lens critical density and the total shear . For QJ 0158
—4325 and HE 1104—1805, we used our own model. We used the models of Schechter et al. (2014) for HE 0435—1223 and SDSS 0924-+0219, Kochanek (2004) for
Q 223740305, and Oguri et al. (2014) for SDSS 1004+4112.

Table 10
Time-averaged Microlensing Magnifications (Magnitude)

Object Pair Epochs Amfull Ampsoft Amhard

QJ 0158—4325 (B-A) 12 +0.37 £ 0.17 +0.25 £ 0.19 +0.45 £ 0.23
HE 0435—1223 (B-A) 10 +0.55 £ 0.13 +0.58 £ 0.17 +0.58 £ 0.18
HE 0435—1223 (C-A) 10 +0.26 = 0.12 +0.36 = 0.17 +0.21 £+ 0.16
HE 0435—-1223 (D-A) 10 —0.04 £ 0.13 +0.01 £+ 0.17 —0.07 £ 0.17
HE 0435—1223 (C-B) 10 —0.29 + 0.14 —0.22 £ 0.18 —0.37 £ 0.17
HE 0435—1223 (D-B) 10 —0.59 £ 0.15 —0.56 £ 0.18 —0.64 £ 0.18
HE 0435—1223 (D-0C) 10 —0.30 £ 0.13 —0.34 £ 0.18 —0.27 £ 0.16
SDSS 092440219 (B-A) 6 +0.67 + 0.20 +0.69 £+ 0.23 +0.74 + 0.34
SDSS 09244-0219 (C-A) 6 +1.76 £ 0.27 +1.81 + 0.32 +2.08 £+ 0.58
SDSS 0924+0219 (D-A) 6 +2.26 + 0.28 +2.11 + 0.30 +2.59 + 0.58
SDSS 092440219 (C-B) 6 +1.09 £+ 0.30 +1.12 £ 0.35 +1.34 + 0.64
SDSS 092440219 (D-B) 6 +1.59 + 0.31 +1.42 +£0.33 +1.86 + 0.64
SDSS 0924+0219 (D-C) 6 +0.50 &+ 0.36 +0.30 + 0.41 +0.52 +£ 0.79
SDSS 1004+4112 (B-A) 11 —0.99 £ 0.09 —1.06 £ 0.13 —0.89 £0.13
SDSS 100444112 (C-A) 11 —1.51 £ 0.09 —1.56 £ 0.13 —1.45 £ 0.13
SDSS 1004+4112 (D-A) 11 —1.70 £+ 0.10 —-1.73 £0.15 —1.65 £ 0.14
SDSS 1004-+4112 (C-B) 11 —0.52 + 0.08 —0.49 £ 0.11 —0.56 £ 0.12
SDSS 100444112 (D-B) 11 —0.71 £+ 0.09 —0.66 £ 0.13 —0.76 £ 0.13
SDSS 100444112 (D-C) 11 —0.19 £+ 0.09 —0.17 £ 0.13 —0.20 £ 0.13
HE 1104—1805 (B-A) 15 —1.42 £ 0.16 —1.61 £ 0.28 —1.32 £0.20
Q 223740305 (B-A) 30 +1.13 £ 0.14 +1.22 £ 0.20 +1.11 £ 0.17
Q 223740305 (C-A) 30 +0.66 £ 0.15 +0.66 + 0.22 +0.65 £ 0.19
Q 223740305 (D-A) 30 +1.16 £ 0.15 +1.21 £ 0.22 +1.15 £ 0.18
Q 223740305 (C-B) 30 —0.47 £ 0.16 —0.56 £ 0.25 —0.46 £ 0.21
Q 223740305 (D-B) 30 +0.03 £+ 0.16 —0.01 £ 0.25 +0.04 £+ 0.20
Q 223740305 (D-0O) 30 +0.50 &+ 0.17 +0.55 £ 0.27 +0.50 &+ 0.22

and [, and source size r,. Each trial consists of a randomly
oriented track whose length and time sequence corresponds to
the real observation campaign of the object, placed on a
random position on each map. The simulated light curves are
then averaged identically as with the observational light

curves. The track length for each object in Einstein radius
units is obtained from the ratio of the time span covered by its
observational campaign to the Einstein radius crossing time
estimates given by Mosquera & Kochanek (2011) and
summarized Table 1.
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Figure 10. Joint probability distribution for the average half-light radius. The hard (soft) X-ray band result is shown by the continuous blue (dashed green) curve. The
vertical lines show the corresponding 68% and 95% one-sided probability upper limits.

4.2. Results

We followed the same procedure for the soft and hard bands,
obtaining the joint probability distributions for r, shown in
Figure 10. The expected values are 15.1 + 12.6 (16.3 £+ 14.7)
gravitational radii for the half-light radius of the soft (hard)
band. For the average black-hole mass in our sample, this
translates into 0.42 4+ 0.35 (0.46 £ 0.41) light days for the soft
(hard) band. However, the probability distributions peak near
1R, so only the upper limits are meaningful in practice. We get
upper limits of 17.8 (18.9) and 39.5 (42.4) gravitational radii
for the the soft (hard) band at 68%, and 95% one-sided
confidence limits, respectively, or 0.50 (0.53) and 1.1 (1.2)
light-days for the the soft (hard) band at 68%, and 95% one-
sided confidence limits, respectively. The results are shown in
Table 11, where the 99% confidence values are also included.

When the calculations are performed on the full band, the
expected value for the half-light radius is 14.1 £ 10.9
gravitational radii (0.40 £ 0.31 light-days) and the 68%
probability upper limit on the half-light radius is 16.8
gravitational radii (0.47 light-days). For the purpose of
comparison, we repeated the calculation ignoring the effects
of temporal smoothing by using single-epoch histograms for
p(Amg, |r;) (Figure 11). For this case, we obtained an
expected value of 24.0 + 17.7, and a 68% probability upper
limit of 28.9 gravitational radii. This illustrates the impact of
neglecting the length of the observation campaigns. Treating
our time averaged data as single-epoch data overestimates the
source size by a factor of 1.7.

5. Discussion

We have measured full, soft- and hard-band X-ray light
curves for six lensed quasars to look for microlensing by
comparing the observed flux ratios with the ratios predicted by
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Table 11
Upper Limit Estimates in Units of Gravitational Radii
p = 68% p =95% p = 99%
Soft X-rays 17.8 39.5 73.0
Hard X-rays 18.9 423 97.1
Full 16.7 36.1 62.1
Full, single-epoch PDF 28.9 58.8 99.3

Note. The last line contains the estimates when no correction is done for the
length of the observation campaings, hence comparing averaged curves against
single-epoch probability distributions.

macro lens modeling. We have tested for energy-dependent
variability in several ways: a 2 fit to the light curves of
quadruple lenses, a comparison between the microlensing
amplitude rms of the soft and hard bands, and estimates of the
average source size in the full, hard and soft X-ray energy
bands.

Our x? test for energy-dependent microlensing shows a lack
of correlation between soft and hard bands in two of the four-
image lenses. This can be explained by a size difference
between emitting regions, but also by a lack of correlation in
the time domain. The rms of the microlensing variability
between the hard and soft bands is significantly different for a
number of image pairs, but the sign of the difference varies and
shows no consistent pattern. If a higher rms is interpreted as
arising from a more compact hard X-ray source, then this
picture is consistent with the recent review of a sample of eight
lensed quasars by Chartas et al. (2016), where, for some
objects, the hard X-ray emission regions seems to be more
compact than the soft and in others the soft appears to be
smaller. However, a physical interpretation of a higher rms
level of microlensing variability in one band might not be
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Figure 11. Joint probability distribution for the average half-light radius of the full X-ray band (continuous green). Using single-epoch histograms neglects the effect
of temporal smoothing, and the resulting distribution (dashed red) yields overestimated source sizes. The vertical lines show the corresponding 68% and 95% one-

sided probability upper limits.

straightforward, as suggested by the inconsistencies shown in
Table 2 among image pairs of the same quadruple objects. An
analysis of this question is in E. Guerras et al. (2017, in
preparation).

Our estimates of the average source size indicate that any
size difference between the hard and soft emitting regions must
be modest. This is in good agreement with the general picture
that emerges from fully time-dependent studies of individual
objects. Blackburne et al. (2015) found the same upper limit for
the size of the hard and soft X-ray emitting regions in HE 1104
—1805, as did Morgan et al. (2012) for QJ 0158—4325.
Mosquera et al. (2013) could find only “weak evidence” that
the hard X-ray emitting region in Q 22374030 was more
compact than the soft X-ray emitting region, and in HE 0435
—1223 Blackburne et al. (2014) found no evidence for a size
difference. The physical structure of what is believed to be a
hot corona responsible for the X-ray continuum in quasars is
poorly understood, and there are other astrophysical examples
where hotter does not necessary equal smaller (e.g., the solar
corona). There is even some evidence (Chartas et al. 2010)
suggesting that the soft emitting region could be more compact
at least in one case.

The X-ray light curves span time intervals comparable to
typical microlensing timescales. Treating them as single-epoch
observations would result in overestimated source sizes. One
way to address this problem is with fully time dependent
calculations (Kochanek 2004), but these are very computation-
ally expensive. Here we introduce a simple approximation that
at least avoids the bias of the single epoch method. This
approximation essentially consists of introducing a probability
distribution modeled from time averaged tracks across the
magnification patterns instead of isolated data points. The size
estimates are consistently smaller using this approach. If we do
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not include the effects of time averaging, the source size
estimate increases by a factor of 1.7, which is a significant bias
in the size estimate.

We also introduced a radial model for the microlensing optical
depth based upon the best fit to real data given by Oguri et al.
(2014). This model is simpler than the de Vaucouleurs stellar
distribution plus the NFW dark-matter halo used in previous
time-dependent studies on individual objects (e.g., Morgan
et al. 2008; Dai et al. 2010), yet it is an improvement with
respect to using a uniform value in previous single-epoch studies
over a heterogeneous sample of quasars (e.g., Guerras
et al. 2013b; Jiménez-Vicente et al. 2015), where it is desirable
to do the least possible assumptions on the lens galaxies to give a
uniform treatment to all objects in the sample.

We also find a functional relationship between the rms and
the average value of the microlensing amplitude. This suggests
that both observables carry physical information (e.g., about
the quasar source size or the optical depth in galactic halos),
and a more detailed analysis of this correlation is in E. Guerras
et al. (2017, in preparation). These two observables could be
used complementarily to constrain physical properties from
microlensing variability for a better understanding of lensed
quasars.
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