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Wasserstein Proximal Algorithms for the Schrodinger Bridge Problem:
Density Control with Nonlinear Drift

Kenneth F. Caluya, and Abhishek Halder

Abstract—We study the Schrodinger bridge problem (SBP) with
nonlinear prior dynamics. In control-theoretic language, this is a problem
of minimum effort steering of a given joint state probability density
function (PDF) to another over a finite time horizon, subject to a
controlled stochastic differential evolution of the state vector. As such, it
can be seen as a stochastic optimal control problem in continuous time
with endpoint density constraints — a topic that originated in the physics
literature in 1930s, and in the recent years, has garnered burgeoning
interest in the systems-control community.

For generic nonlinear drift, we reduce the SBP to solving a system of
forward and backward Kolmogorov partial differential equations (PDEs)
that are coupled through the boundary conditions, with unknowns being
the “Schrodinger factors” — so named since their product at any time
yields the optimal controlled joint state PDF at that time. We show
that if the drift is a gradient vector field, or is of mixed conservative-
dissipative nature, then it is possible to transform these PDEs into
a pair of initial value problems (IVPs) involving the same forward
Kolmogorov operator. Combined with a recently proposed fixed point
recursion that is contractive in the Hilbert metric, this opens up the
possibility to numerically solve the SBPs in these cases by computing
the Schrodinger factors via a single IVP solver for the corresponding
(uncontrolled) forward Kolmogorov PDE. The flows generated by such
forward Kolmogorov PDEs, for the two aforementioned types of drift,
in turn, enjoy gradient descent structures on the manifold of joint PDFs
with respect to suitable distance functionals. We employ a proximal
algorithm developed in our prior work, that exploits this geometric
viewpoint, to solve these IVPs and compute the Schriodinger factors via
weighted scattered point cloud evolution in the state space. We provide
the algorithmic details and illustrate the proposed framework of solving
the SBPs with nonlinear prior dynamics by numerical examples.

Keywords: Schrodinger bridge problem; gradient drift; mixed
conservative-dissipative drift; optimal mass transport.

I. INTRODUCTION

The Schrodinger bridge problem (SBP) is a non-standard finite
horizon stochastic optimal control problem in continuous time. The
“non-standard” aspect stems from the fact that the SBP concerns with
steering the flow of the joint state probability density function (PDF),
and not the state trajectory per se, in a controlled stochastic dynamical
system while minimizing the expected control effort to do so. In
other words, the SBP is a two-point density control problem subject
to controlled trajectory-level dynamics. Fig. 1 shows a schematic of
the SBP.

Solving the SBP amounts to feedback synthesis for ensem-
ble shaping. The problem is of broad contemporary interest due
to its potential applications in controlling a physical population
such as robotic swarm [1], ensemble of neurons [2], and density
of highway traffic [3]. From a probabilistic perspective, one can
alternatively interpret controlling the joint state PDF as that of
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Fig. 1: The classical SBP with 1-dimensional state space shown above,
with state variable x € R, concerns determining the optimal control
u®P(x, t) that steers the prescribed initial state PDF pg(x) at time ¢ = 0 to
the prescribed terminal state PDF pq () at time ¢ = 1, while minimizing
E {fol Lz, t)? dt} subject to a controlled diffusion (1b), i.e., the SBP
solves (1) wherein the expectation operator in the objective is w.r.t. the
controlled state PDF p(z, t). The optimal controlled sample paths z°P(¢)
for 100 randomly chosen initial states are shown in the (x, t) plane. In the
absence of control, starting from pg(x), the (uncontrolled) state PDF at
t = 1 becomes p{"*(z), as depicted. For numerically solving the classical
SBP with ¢ = 0.5 and pg, p1 as shown above, we used the fixed point
recursion proposed in [7]; see Section II-A for details.

dynamically reshaping uncertainties in a feedback loop — a viewpoint
that promotes “control of uncertainties” in lieu of the usual “control
with uncertainties”. That the role of feedback could be strategically
synthesizing, instead of simply mitigating the uncertainties, is a recent
line of thought [4]-[6].

During 1931-32, the SBP was introduced by Erwin Schrodinger
in the two articles [8], [9]. Schrodinger’s original motivation was
to come up with a classical reformulation of quantum mechanics
via diffusion processes; see e.g., [10], [11]. Early mathematical
treatment [12]-[14] of the subject considered the case of no prior
dynamics, which is what we refer to as the “classical SBP”. The
stochastic optimal control interpretation for the same emerged in [15],
[16]. We point the readers to [17], [18] for survey of the classical
SBP. More recent works [19]-[25] have considered SBP with prior
dynamics. Except the case of linear prior dynamics with Gaussian
endpoint PDFs, the SBP with prior dynamics—while most relevant in
control applications—remains computationally challenging in general.
The computational difficulty is particularly evident in the case of
nonlinear prior dynamics, since then, first order optimality conditions
for the SBP lead to solving a system of coupled nonlinear partial
differential equations (PDEs). Numerical algorithms for solving the
SBP are only beginning to appear now [26], [27]. The purpose
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of this paper is to show that if the nonlinear prior dynamics is
either a gradient vector field, or has both dissipative (gradient)
and conservative (Hamiltonian) components, then we can design
scalable point cloud algorithms based on the recursive evaluation
of certain proximal operators with respect to (w.r.t.) the Wasserstein
metric, that solves the associated SBPs. The types of nonlinearities
considered in this paper subsume well-known stochastic models in
practical applications such as the Nyquist-Johnson resistors [28], [29],
rotational diffusions for describing the orientation in liquid crystals
[30, Ch. 16.5], and statistical mechanics of polymers [30, Ch. 17].

The Wasserstein proximal recursions we employ, solve the
forward-backward infinite-dimensional flows in the space of the
Schrodinger factors (see Section II-A), defined as functions of the
state vector and time, whose product at any given time equals the
optimal controlled joint state PDF at that time. These factors satisfy
a system of boundary-coupled PDEs, which we solve via the proximal
recursions. An intriguing aspect of our proposed framework is that
the Wasserstein proximal recursions originate in the theory of optimal
mass transport (OMT) [31], and two connections between the OMT
and the SBP are well-known: first, the dynamic version [32] of
the OMT can be recovered as the zero-noise limit [33], [34] of
the classical SBP; second, the classical SBP can be recovered as
the solution of the dynamic OMT problem with Fisher information
regularization [22, Sec. 5], [35, Sec. 4]. The use of Wasserstein
gradient flows to solve the SBP with prior nonlinear drift, as proposed
here, offers a third connection between the OMT and the SBP. This
can be of independent interest.

The remaining of this paper is structured as follows. In Section
II, we recap the basics of the SBP. Section III considers the SBP with
generic nonlinear prior dynamics, deduces the necessary conditions
of optimality for the same, and derives an associated Schrodinger
system via the Hopf-Cole transform. In Section IV, we specialize the
development in Section III for two important types of prior nonlinear
dynamics: gradient drift, and mixed conservative-dissipative drift. We
show how to reformulate the corresponding Schrodinger systems
to make the same algorithmically amenable. In Section V, we
show that the reformulations derived in Section IV can be solved
via Wasserstein proximal recursions. Section VI provides numerical
examples to illustrate the proposed algorithmic framework. Section
VII concludes the paper.

II. BACKGROUND

Notation: We use bold-faced capital letters for matrices, and
bold-faced lower-case letters for column vectors. The Euclidean
gradient, divergence, Laplacian and Hessian operators are denoted
by V, V-, A, and Hess(-), respectively. We will sometimes put
subscript to these differential operators to clarify that the operator is
w.r.t. the subscripted variable (e.g, V, to mean that the gradient is
w.r.t. vector x); we will drop the subscript when there is no scope
for confusion. We use (-,-) to denote the standard Euclidean inner
product. For vectors x,y € R", we have (xz,y) := a1y, and that
the squared Euclidean 2-norm || « ||3 := (x, «). For matrices A, B
of appropriate dimensions, (A, B) := trace(A' B) denotes the
Frobenius inner product. For matrix argument, || - |2 denotes the
spectral norm. The symbol O denotes either a column vector or a
matrix (depending on context), with all entries equal to zeros; the
symbol 1 denotes the column vector containing all ones; §(x — y)
denotes the Dirac delta located at y. The collection of all joint PDFs

supported on R™ with finite second moments, is denoted by P2 (R™),

ie.,
/pdwzl,/“ T ngdw<oo}.
R’Vl R”L

We use the shorthand & ~ p to mean that the random vector & has
the joint PDF p. The notation N (i, 3) stands for a joint Gaussian
PDF with mean p and covariance ¥. The symbol I denotes an
identity matrix of appropriate dimension. We use the the notations ©®
and @ for element-wise (i.e., Hadamard) multiplication and division,
respectively. The operands log(+) and > are to be understood element-
wise. The set of natural numbers is denoted by N.

P2 (R") := {p :R" = Rxo

In the following, we briefly review the classical SBP, i.e., the
case of no prior dynamics. We then point out a recent extension:
the SBP with linear prior dynamics. Along the way, we introduce
the Schrodinger system, and the Schrodinger factors, which will be
important in our development.

A. Classical SBP and the Schriodinger System

Let the state space be R™. The classical SBP is a stochastic
optimal control problem of the form

1
ot B[ Jlu@olial, (12
subject to  da(t) = w(ax, t) dt + v/2e dw(t), (1b)
m(t:O) Npo((l)), :E(t: 1) Npl(w), (le)

where the set of feasible controls ¢/ comprises of finite energy inputs,

ie, U :={u:R"x[0,1] = R" | (u,u) < co}. Here, w(t) denotes
the standard Wiener process in R", the diffusion coefficient € > 0
(not necessarily small), the prescribed initial and terminal joint state
PDFs are po and pi, respectively. The expectation operator in (la)
is taken w.r.t. the controlled joint state PDF p(x,t).

The SBP (1) can be transcribed into the following equivalent
variational problem:

inf / / f||u x,t)||3 p(z, t) da dt, (2a)

Pyu n
subject to a + V- (pu) = eAp, (2b)
p(x,0) = po(x), p(x,1)=pi(x), (20)

where (2b) is the Fokker-Planck or Kolmogorov’s forward PDE,
hereafter abbreviated as the FPK PDE, associated with the controlled
stochastic differential equation (SDE) (1b). Let P(R"™) denote the
collection of all joint PDFs supported on R". Notice that the decision
variable in problem (2) is the pair (p,u) € P(R™) x U.

From the first order conditions of optimality for (2), it is easy to
verify that the optimal pair (p°P*, u°P") satisfies the following system
of PDEs:

31/1
= T *vallz = —eA),
3)
PV (p7VY) = eAp™,

Vi (zx,t).

8t
and the optimal control u°"*(x,t) =

Furthermore, (3) can be transformed into a system of linear
PDEs via the mapping (p°*, 1) — (i, @) given by

)

p(x,t) = exp ( 5¢ (4a)
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B(@,1) = p™ (. 1) exp (—“’(Z t)) . (4b)

Specifically, the transformed variables (i, @) satisfy the following
pair of forward-backward heat equations

g—f = —cAyp, (5a)
% = eAp, (5b)
with coupled boundary conditions
p(x,t =0)p(x,t = 0) = po(x), (6a)
pla,t = 1)p(z,t = 1) = pi(x) (6b)
To ease notation, let
pr(@) = pl@,t=1), go(@)=@(@,t=0). (I
Then, the solution of (5) can be formally written as
p(x,t) = . Ktz 1, y)pr(y)dy, t<1, (8a)
Pz, t) = K(0,y,t,x)¢o(y) dy, t=0, (8b)

R™

where

K(t,z,s,y) = (4me(t — s))fn/2 exp = =yl vl 9)
e 4e(t — s)
is the heat kernel or the Markov kernel associated with the pure
diffusion SDE dx(t) = v/2¢ dw(t).

Combining (6) and (8), it becomes clear that finding the
minimizer for the classical SBP amounts to solving for the pair
(¢1, o) which satisfies the following system of nonlinear integral
equations, referred to as the Schrodinger system, given by

po(a:) = Libo(w) K(07w717y)@1(y) dy7 (103.)

R™

K(0,y,1,z)po(y) dy.

R™

pi(x) = p1(x) (10b)
The existence and uniqueness of solutions to the Schrodinger system
(10) were established in [12]-[14]. To compute the pair (1, Po) from
(10), a fixed point recursion was proposed in [7]. Such a recursion was
also proved [7, Sec. III] to be contractive in Hilbert’s projective metric
[36], [37]. Once the pair (p1,@0) is obtained from (10), then using
(8) one can compute the pair (¢, @). Finally, from (4), the original
decision variables (p°P*, u°P*) can be recovered via the mapping
(¢, ) = (p°P*, u’"") given by

(11a)

PP (@, t) = ¢ (1) (1),
u (11b)

P (x,t) = 2eV log (x, t).

From (11a), the optimal controlled joint state PDF at any time is a

product of the factors ¢ and ¢ at that time, and hence we refer to
(¢, @) as the Schrédinger factors. Notice that the factors solve the
boundary-coupled PDE system (5)-(6).

The computational steps outlined in the preceding paragraph
were used to solve the classical SBP in Fig. 1 with € = 0.5. Using
the optimal control computed from (11b), 100 sample paths (shown
in the (x,t) plane in Fig. 1) of the optimal closed-loop SDE were
simulated via the Euler-Maruyama scheme with time step-size 1073,

w(t)
& ‘ 1 Process noise AN
Po 1 p(a:,t)
] L
Nonlinear system
u P4

Density controller

Fig. 2: Schematic of the SBP with nonlinear prior dynamics (see Section
III for the problem formulation).

B. SBP with Linear Prior Dynamics

Recently, the classical SBP has been extended [38] to the case
when the prior dynamics is a linear time-varying (LTV) system, i.e.,
(1b) is replaced with the more general controlled SDE

da(t) = A(t)z(t) dt + B(t)u(x, t) dt + V2eB(t) dw(t), (12)

where the system matrices A(¢t) € R**" B(t) € R™*™, m < n,
and the pair (A(t), B(t)) is assumed to be controllable for all ¢.
When A(t) is identically zero, and B(t) is identity, then the setup
reduces to the classical SBP. A Schridinger system for the LTV case
can be established wherein the heat kernel (9) is to be replaced by
the Markov kernel associated with the uncontrolled SDE

dz(t) = A(t)z(t) dt + V2eB(t) dw(t). (13)

We refer the readers to [38, Sec. 4] for the details.

Thanks to the availability of the Markov kernel associated
with (13), the fixed point recursion idea and the contraction results
mentioned in Section II-A carry through in this case, making the
computation tractable as in the classical SBP. We note that in (12),
the noise and the control act through the same channels, i.e., the same
matrix B(t) appears as the coefficient of both. This is the case we
will focus in this paper. The more general case of different coefficient
matrices was treated in [39].

III. PROBLEM FORMULATION

In this Section, we consider a much less investigated version
of the SBP: a generalization of problem (1) with nonlinear prior
dynamics given by a (deterministic) vector field f : R” xR — R".
In particular, we address the following minimum energy stochastic
optimal control problem:

1

. 1 2
a E{ [ Slu@oiga,
subject to  da = f(w,t) dt + B(t)u(e,t) dt + V2eB(t) dw(t),
(14b)

(14c)

(14a)

2(t=0)~ po(e), a(t=1)~pi(@),

where & € R", and the set U comprises of all finite energy inputs,
as before. We make the following assumptions for f(x,t) and B(¢):

« non-explosion and Lipschitz: there exist constants c1, c2 such that
£ (2, )ll2+(B)[l2 < er(1+[|@|l2), and || f (@, )= (y, t)[|l2 <
col|x — y|2 for all z,y € R™, t € [0,1];

0018-9286 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

Authorized licensed use limited to: Univ of Calif Santa Cruz. Downloaded on July 09,2021 at 09:40:17 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAC.2021.3060704, IEEE

Transactions on Automatic Control

February 14, 2021

« uniformly lower bounded diffusion: there exists a constant cs3
such that the diffusion tensor D(t) := B(t)B(t)" satisfies
(z, D(t)x) > cs||z||3 for all z € R", ¢t € [0,1].

The first assumption rules out [40, p. 66] the finite time blow up of
the sample path x(t), and ensures the existence-uniqueness for the
same. The second assumption together with the first, ensures [41,
Ch. 1] that for 1 > ¢t > s > 0, the transition density K(s,y,t, )
associated with the uncontrolled nonlinear SDE

dx(t) = f(x,t) dt + v2e B(t) dw(t), (15)

is strictly positive and everywhere continuous in &,y € R". Clearly,
(12) corresponds to the special case f(x,t) = A(t)z(t) in (14b).
Given f(z,t), B(t) and €, our objective is to steer the joint state
PDF p(x,t) from a prescribed initial PDF pg at ¢ = 0 to another
prescribed terminal PDF p; at £ = 1 while minimizing the expected
control effort. A schematic for the problem is shown in Fig. 2.

Problem (14) can be formally recast into a “fluid dynamics”
version [32] given by:

inf L /1 / (e, 8)|I2 pla, ¢) da dt (16a)
(pw) 2 Jy Jrn
subject to % + V- (p(f+ B(t)u)) = (D(t),Hess (p)),
(16b)
p(@,0) = po(x), plx,1) = pi(x), (16¢)

where the infimum is taken over all pairs (p,u) € P(R") x U
satisfying (16b)-(16c). We note that (16b) is the controlled FPK PDE
which governs the flow of the joint PDF associated with the SDE
(14b). Conceptually, problem (16) is to problem (14) what problem
(2) is to problem (1).

A. Existence and Uniqueness

The change of variable (p,u) — (p, m) given by m := pu,
results in the following convex reformulation of (16):

minimize 1 /1/ J(p,m) de dt (17a)
(p,m) 2 Jo Jan
subject to % + V- (pf +B(t)ym) — e(D(t),Hess (p)) =0,
(17b)
p(x,0) = po(z), p(z,1) = pi(), (17¢)

where

| m |3 /p if p>0,
J(p,m) =40 if (m,p)=1(0,0),

+o00 otherwise.

Since J(p, m) is the perspective function of the strictly convex map
m +— ||m||3, hence J is jointly strictly convex in (p,m). The
constraints (17b)-(17¢) are linear in (p, m). However, proving the ex-
istence of minimizing pair (p°°*, m°P*), or equivalently (p°"*, u°P"),
is nontrivial. It turns out that the existence-uniqueness for the solution
of (16) or (17), can be guaranteed [42, Theorem 3.2], [17, Sec. 10]
for compactly supported po, p1, provided the transition density for
(15) is strictly positive and everywhere continuous in &,y € R".
This is where the aforesaid assumptions on f(x,t), B(t) come into
play. The details for two specific cases of interest, viz. gradient and
mixed conservative-dissipative drift, are given in Appendix E.

B. Conditions for Optimality

In this Section, we show that the first order optimality conditions
for (16) correspond to a coupled system of nonlinear PDEs. Consider
the Lagrangian associated with (16):

ciputy= [ [ {Flute ol o) + vt < (2

£ (4 BOw le.0) - (o). Hess () ) b do
(18)
where 9 (x,t) is a C* (R™;Rxo) Lagrange multiplier. Let

Po1 (R™) := {p(w,t) | p> 0,/ pdx =1,
F (19)

p(,0) = po, p(, 1) = p1}~

Performing the unconstrained minimization of the Lagrangian £ over
Po1 (R™) x U yields the following result (proof in Appendix A).
Proposition 1 (Optimal control and optimal state PDF) The pair
(p°P*(x, 1), u°P* (2, t)) that solves (16), must satisfy the system of
coupled PDEs

% 1 LB VYIS + (o, f) = ~(D(r), Hess (1), (200)
D oo (07 (f + BT V) = (D(1), Hess (7)),
(20b)
with boundary conditions
P @,0) = po(a), pP(@) =@, @D

and
u (x,t) = B(t) Vip(w,t).

Remark 1 Notice that the system of coupled PDEs (20) is the same
as that appearing in classical mean field games, but instead of the
usual boundary conditions (see e.g., [43, equation (2)])

11)(([5, 1) = 1/11 ((E) (given)7

our boundary conditions are given by (21).

PP (,0) = po(x) (given), 22)

The PDE (20a) is the Hamilton-Jacobi-Bellman (HJB) equation
while the PDE (20b) is the controlled FPK equation. Computing the
optimal pair (p°P*, u°P"), or equivalently (p°P* 1)) form (20)-(21)
calls for solving a system of coupled nonlinear PDEs with atypical
boundary conditions, and is challenging in general.

To tackle the issues of coupling and nonlinearity, we resort
to the Hopf-Cole transform [44], [45] given by (4). The geometric
interpretation of this transform for optimal control problems were
investigated in [46], [47]. Similar ideas have also appeared in the
stochastic control literature [48]—[50]. In our context, this transform
allows to convert the HIB-FPK system of coupled nonlinear PDEs
(20)-(21) into a system of boundary-coupled linear PDEs. We
summarize this in the following Theorem (proof in Appendix B).
Theorem 2 (Hopf-Cole transform) Given f, €, po, p1, consider the
Hopf-Cole transform (p°®*, 1) — (p, p) defined via (4), applied to
the system of nonlinear PDEs (20)-(21). Then the pair (p, ) satisfies
the system of linear PDEs

%f = —(Vo, f) — «(D(t), Hess (p)), (23a)
% = —V - (¢f) + e(D(t),Hess (¢)), (23b)
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with boundary conditions (borrowing notations (7))

wo(T)po(x) = po(x), w1(x)P1(x) = p1(x). (24)

Moreover; the optimal controlled state PDF p°®*(x,t) solving (16)
is given by (11a). The optimal control for the same is given by

u’®(x,t) = 2¢B(t) Vlog p.

We note that (23a) is the backward Kolmogorov equation in
variable ¢, and (23b) is the forward Kolmogorov or the FPK equation
in variable ¢, associated with (15). Indeed, (23) generalizes the
forward-backward heat equations (5). As expected, setting f = 0 and
B(t) = I in (23) recovers (5). Following the nomenclature in Section
II-A, the pair (i, @) solving (23)-(24) defines the Schrodinger factors
for problem (16).

The essence of Theorem 2 is that instead of solving the system
of coupled nonlinear PDEs (20), we can solve the system of linear
PDEs (23) provided that we compute the pair (¢1, @) Which serves
as the endpoint data for

% = _<V@7 f> - 6<D(t),Hess (90)>, QD((I!, 1) = @1(1’), (25a)
% =—V-(2f) +€(D(t), Hess (), ¢(x,0) = po(x). (25b)

Denoting the forward and backward Kolmogorov operators in (25)
as Lrk and Lpk respectively, we can write (25) succinctly as an
infinite dimensional two point boundary value problem

i (2) = (0 o) (2) (Go0) = (B5)- @

ot \ @ 0  Lrk/) \¢) \@(z,0) Po(x))
Solving (25) or (26) will yield (p(x,t), p(x,t)) for all ¢t € [0,1],
which in turn can be used to determine (p°P*(x,t), uP*(x,t)) via
(11). Notice that this computational pipeline hinges on the ability
to first compute the pair (p1,Po) using (24) and (25), and then
utilize (41, @o) to solve (25) or (26). However, unlike the situation
in Section II, the difficulty now is that the closed-form expression of
the Markov kernel associated with (15) is not available in general.
This prevents us from setting up a Schrodinger system like (10) to
solve for the pair (1, Po).

In the following Section IV, we will reformulate the
Schrodinger system for two cases: when f is gradient of a potential,
and when the prior drift has mixed conservative-dissipative structure,
i.e., a degenerate diffusion of the form (14b) with u,w € R™,
the state space dimension n = 2m, and a constant input matrix
B ¢ R™™. In Section V, we will then show how these refor-
mulations can harness the recently-introduced proximal recursions
[51], [52] for computing the pair (¢1, $o), and consequently the pair
(p(x,t), p(x,t)). This is appealing since these proximal algorithms
do not require spatial discretization or function approximation, and
instead evolve weighted scattered point cloud data. Therefore, such
algorithms hold the promise for solving the SBP with nonlinear
prior dynamics in high dimensions when no analytical handle on
the Markov kernel is available.

IV. REFORMULATION OF THE SCHRODINGER SYSTEMS

Next, we provide algorithmically tractable reformulations of
the Schrodinger systems for two important types of prior nonlinear
dynamics: gradient drift in Section IV-A, and mixed conservative-
dissipative drift (i.e., degenerate diffusion, see e.g., [53, Sec. 7, 8]) in
Section IV-B. For clarity of exposition, in Section IV-A, we consider
B(t) = I. In Section IV-B, the matrix B will be non-identity.

5

A. The Case of Gradient Drift
We now consider f to be a gradient vector field, ie., f =
—VV(z) for some C? (R") function V : R" -+ Rxg, and B(t) =

I. This reduces (16) to the following:
1

inf 1/ / (@, )2 plx, ¢) de dt,  (27a)

(pyu) 2 0 Rn
subject to % + V- (p(u—VV)) =eAp, (27b)
p(x,0) = po(x), px,1)=pi(x). (270

Applying Proposition 1 and Theorem 2 to (27), we arrive at the
system of linear PDEs for (p, ¢) given by

%‘f — (Y, VV) — eAg, (28a)
% =V (pVV) + €Ay, (28b)

with boundary conditions
eo(x)@o(x) = po(x), @i(x)fi(x) = pr(x).  (29)

As expected, (28a) is a backward Kolmogorov PDE, and (28b) is a
forward Kolmogorov or FPK* PDE.

We would like to exploit the structure of (28) to develop an
algorithm that computes the pair (¢1,$o) which can then serve as
the terminal and initial data for the following system solving for the

pair (¢(z, 1), ¢(, 1)):

% _ (V, VV) — Ay,

ot p(x,1) = p1(x), (30a)
%f =V - (pVV) +eAg, @(x,0) = ¢o(z). (30b)

After having (p(z,t), $(x,t)) from (30), we can obtain the pair
(p°P*, u®P") via (11). To this end, the following result (proof in
Appendix C) will be an important step.

Theorem 3 Given V(x), ¢, ¢1(x), consider the terminal value
problem (TVP) (30a) in unknown o(x,t). Let s := 1 — t, and
q(xz,s) := p(z,t) = p(x,1 — s). Then q satisfies the initial value
problem (IVP)

Oq _ _

= (V. VV) +edq, q(@,0)=pi(@). @D
Further, p(z, s) := q(x, s) exp (—V (x)/€) satisfies the IVP
0
a—i =V - (pVV)+elAp, p(x,0)=q(x,0)exp(—V(x)/e),

(32)
where q is a smooth solution of (31), and V' is such that

/ q(x,0)exp (=V(x)/e) de < co, for all e > 0.

Thanks to Theorem 3, solving (30) amounts to solving the system

%f =V (¢VV) +eAg, &(x,0) = ¢o(z), (33a)
0
3*‘2 =V - (pVV)+eAp, p(z,0)=pi(z)exp(=V(x)/e).

(33b)

Notice that (33a) and (33b) involve the exact same PDE with different
initial conditions, to be integrated in different time coordinates ¢ and
s, where ¢ = 1 — s. This implies that availability of a single FPK
IVP solver is enough to set up a fixed point recursion for the pair

*This particular instance of the FPK PDE (28b) is also known as the
“Smoluchowski equation” [54, Ch. I1.4.(vi)].
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(¢1, Po) via (33). Once p is computed from (33b), we can recover
© by the relation p(x,t) = ¢(x,1—3) = p(x, s)/ exp (=V (x)/e).

B. The Case of Mixed Conservative-Dissipative Drift

We now consider a degenerate diffusion of the form (14b) with
u,w € R™. The state & consists of two sub-vectors &, € R™, i.e.,
x = (£,n)" € R" with n = 2m. The controlled SDE is given by

(32) A Coar ey o) = (i) o
—_—

f(=) B
+ V2ek (CI)me> dw, x>0, (34)
mXm
———
B

i.e., we consider the SBP (14) with the constraint (14b) replaced by
(34). Here, we assume that V € C’Q(Rm), inf V' > —oo0, and that
Hess (V) is uniformly lower bounded. To glean physical motivation,
one may consider m = 3 and think of £ and 7 as three-dimensional
position and velocity vectors, respectively [52, Sec. V.B]; see also
[29, Examples 2,3]. So, (34) is a controlled Langevin equation. We
are thus led to solve an instance of (16) wherein for the constraint
(16b), we use the vector field f and the matrix B as shown above,
and set the diffusion tensor as D := kBB € R™"*",

Using Proposition 1, the first order conditions of optimality for
this variant of SBP yields the coupled HIB-FPK system:

1o}
aif = —(n, Ve) + (VeV (€) + w1, Vo)) — enAnp
- % “ Vi H%: (35a)
apopt oot -
ot = _<"77V5p P > + V”] . (p P (ng (£) + kn — vn’l/)))

+ ernApp°™, (35b)

with boundary conditions p°®* (x,0) = po(z) and p°P* (x,1) =
p1(x), and the optimal control u°P*(z,t) = V,¢ (z, t).

Following Theorem 2, we now apply the Hopf-Cole transform
(¥, p°®") = (¢, @) given by (4), to the system (35). This results in
the following system of linear PDEs for (¢, ¢):

0
57 = —(n,Vew) + (VeV (€) + rm, Vo) — crldnp,

0%
ot
with boundary conditions (29). In particular, (36a) is a backward
Kolmogorov PDE, and (36b) is a forward Kolmogorov or FPK' PDE.

(36a)

= =1, Vep) + Vo - (¢ (VeV (§) + £m)) + erlqp, (36b)

Next, we establish a result (proof in Appendix D) for (36) that

is similar in flavor to Theorem 3, and will be useful for designing
proximal algorithm in Section V.
Theorem 4 Given ¢, ¢1(€,m), consider the TVP comprising of
the PDE (36a) in variable ¢ together with the boundary condition
o(&m, 1) = p1(&,m). Let s := 1—t, and q(§, 7, 5) == p(&,m, 1) =
»(&,m,1 —s). Then q satisfies the IVP

0

Se = (n.Veq) = (VeV (&) + rn, Vng) + e Ang,

q4(&,m,0) = ¢1(&,m)-

T This particular instance of the FPK PDE (36b) is also known as the
“kinetic Fokker-Planck equation” [55].

(37a)
(37b)

Further, let ¥ := —n, and

P&, —n,5) = Q(£,n75)eXp(—% @unng i V(§)>) .

Then, p(€,9, s) := p(&, —n, s) satisfies the I[VP

D — 0, Ver) + Vo (p(VeV (€) +9)) + 5 Aop, (380
e.0.0) =a&m0je (-1 (FInlE+vi©)). o

where q is a smooth solution of (37), and V' is such that

[ [ atenoen (<2 (JimiE+ve) ) agan <.
R””. R"YL

for all € > 0.

Thanks to Theorem 4, solving the system (36) with boundary
conditions

w(&m1) = pi1(§,m),

reduces to solving the system

©(€,m,0) = po(&,m),

0P N R .
G = (0, Ved) + V- (2 (VeV (&) + wm)) + enlp, (39)
P — (0, Ver) + Vo - (p (VeV (€) +9)) + 5 Aop, (39b)

with initial conditions
#(&,m,0) = po(§,m),
€.0.0) = atem 0o (-1 (3InlE+v(©))

(%IWHQV(&))). (40b)

Similar to Section IV-A, notice that (39a) and (39b) involve the
exact same kinetic Fokker-Planck PDE with different initial condi-
tions, to be integrated in different time coordinates ¢ and s, where
t = 1 — s. This implies that availability of a single kinetic FPK
IVP solver is enough to set up a fixed point recursion for the pair
(¢1, Po) via (39). Once p(&,1, s) is computed from (39b), we can
recover (&€, m,t) using the relation ¢(&,m,t) = ¢(&,m,1 —s) =
(€9, 5)/ exp (=1 (5lnl3 + V(9)))-

Remark 2 While both Theorem 3 and Theorem 4 reduce the re-
spective Schrodinger systems—which are two point forward-backward
Kolmogorov systems—to forward-forward Kolmogorov IVPs, it is im-
portant to recognize the subtle difference between the transformations
employed in these two theorems. Unlike (28), the Schrodinger system
(36) is not reversible (see e.g., [56, Ch. 6.1]). To account this,
Theorem 4 used a spatial transform (€,m) — (&,9), in addition
to the time transform t — s. This resulted in a sequence of change-
of-variables ¢ — q — D +— p in Theorem 4. To put the matter in
perspective, Theorem 3 involved the change-of-variables ¢ — q — p.

(40a)

= ¢1(§, —9) exp <—1

€

V. WASSERSTEIN PROXIMAL ALGORITHMS

In this Section, we will design variational recursions to solve
the SBP with gradient or mixed conservative-dissipative drift. For the
case of the gradient drift, the variational recursions will iteratively
solve the system of IVPs (33). For the case of the mixed conservative-
dissipative drift, the variational recursions will iteratively solve the
system of IVPs (39)-(40). The main idea here is to design certain Lya-
punov functionals (usually referred to as the ‘free energy functionals’)
such that the FPK PDEs in (33) and (39) can be recast as the gradient
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flow of the respective Lyapunov functionals w.r.t. suitable metric on
the manifold P2 (R™), which is the space of all PDFs supported on
R™ with finite second moment. For theoretical developments along
this line, we refer the readers to [57]. Our recent works [51], [52]
showed that such infinite dimensional gradient flow structure can be
exploited for designing grid-less recursive algorithms to solve for the
transient solutions of the FPK PDE. We collect the key conceptual
ingredients next.

A. Proximal Operators for Infinite Dimensional Gradient Flows

First, we introduce the 2-Wasserstein metric W, that will play
an important role in the development that follows.
Definition 1 (2-Wasserstein metric) The 2-Wasserstein metric be-
tween two probability measures o, 41, each supported on R", is

1
. 2 2
= (meﬁ?fo,ul)/ﬂww”w yll2 dm(w,y)) . (41)
where M (o, 1) is the set of all joint probability measures (i.e.,
couplings) supported on the product space R"™ x R™ whose marginals
are o and p, respectively. Whenever o and pu1 are absolutely con-
tinuous, their respective PDFs po and p1 exist (i.e., duo = po(x)de,
du1 = p1(y)dy), and we use the equivalent notation W (po, p1).

W (o, 1)

Although Definition 1 introduces the 2-Wasserstein metric W as a
static variational problem, Brenier and Benamou [32] pointed out that
W2 admits the following equivalent dynamic reformulation:

1
1
W2 (g, p1) = it // Sl 0l pla,t) dadt, @20
’ O R”L

subject to % + V- (pu) =0, (42b)
p(iI:, O) = PO(m): P(w» 1) = p1 ((II), (42C)

which can be interpreted as the minimum energy control problem
to steer the PDF pg to p1 over the time interval [0, 1] subject to
the deterministic dynamics & = w. Formally, the classical SBP (2)
can be viewed as a dynamic stochastic regularization of (42), and
this regularization is captured by the diffusion term eAp in (2b).
These ideas can be made rigorous by proving weak convergence of
measures [33], [34], [58], [59] in the € | O limit, i.e., the solution of
(2) converges to that of (42) in the said limit.

Now the idea is to compute the flows generated by the IVPs
(33) or (39), via variational recursions over discrete time index pair

(tk—1,8k-1) :== ((k — 1), (k — 1)), k € N, given by the map
R R arg inf %d2 ((;Abtkil,é) + TF(QS)
<¢tk—1> — (¢ik> — | PeP2(rRM)
sy, Wsy, arg inf %d2 (wsk_l,w) + oF(w)

wePa(R™)
(43)

where 7,0 > 0 are time-step sizes, and the functionals (d, F') are
chosen such that

bup_y (@) = (.t = (k—1)7)
wsy,_, (®) = ple,s = (k—1)o)

in L'(R™) as 70, (44a)
in L'(R") as o | 0. (44b)

In words, the variational recursions (43) are designed to approximate
the flows generated by (33) or (39) in the small time-step limit.

The variational maps appearing in (43) resemble proximal
operators [60], [61] well-known in the Euclidean and general Hilbert

space optimization literature. In our setting too, d will be a distance
metric on P2 (R™), and F' will be a Lyapunov functional, i.e., non-
negative and decreasing along the flows generated by the IVPs (33)
or (39), and thus motivate defining the proximal operators

1
.= arginf —d*
BEP2 (R™)

proxfp ((;Aﬁtkﬂ) (q@tkqug) + TF(QI;), (45a)

prox? . (wsy_,) = arginf 1cl2 (ws_y, @) + o F(w), (45b)
wEePo (R™)

which respectively read as the proximal operator of 7F and oF,
w.r.t. the metric d. This metric viewpoint allows clear geometric
interpretation of the proximal recursions (43): they define gradient
descent of the functionals 7F' and oF', measured w.r.t. the distance
metric d; see e.g., [52], [62]-[64]. For (33), the distance d will turn
out to be the 2-Wasserstein metric W. For (39), the distance metric
d will be a variant of W.

B. Proximal Recursions

We now outline how the proximal recursions (45) can be
constructed for the two nonlinear drifts of our interest: gradient and
mixed conservative-dissipative.

1) Gradient drift: The seminal paper [65] showed that the flows
generated by the FPK PDEs of the form (33) can be seen as the
gradient descent of the Lyapunov functional
Vi@)() da:—|—e/

Fgradient(') = ()IOg() d(l},

n

(46)
R

w.r.t. the distance metric W in P2(R™). Here, (-) is a placeholder
for either ¢ or p in (33). From (43) and (45), the solutions of the
IVPs (33), denoted by (p(z,t),p(x, s)), can then be approximated
(as in (44)) by the following proximal recursions:

~ W ~
(¢tk ) — prOX;[f‘gradiem (qﬁtk*l) , ke N, (47)
wsk prOXUFgradiem (w‘sk* 1 )

where Fprdiene 1S given by (46), and the initial conditions:

o = p(,0) = o(),
@so = p(@,0) E 1 (@) exp(—V (@) /e).

In other words, for the IVPs (33), the pair (d, F) = (W, Fgadient)-

To numerically implement the proximal recursions (47), we will
use the weighted scattered point cloud algorithm developed in our
previous work [52, Sec. III]. Since the metric W (see Definition 1) is
itself defined as a variational problem, evaluating proximal operators
w.r.t. W, requires solving nested functional minimization problems.
The algorithm in [52, Sec. III.B] uses an entropic or Sinkhorn
regularization followed by block coordinate ascent in the dual space,
and provides convergence guarantees via contraction mapping [52,
Sec. III.C].

2) Mixed conservative-dissipative drift: For FPK PDEs of the
form (39), recall that = := (£,m) € R", y := (£,9) € R",
and let the “Hamiltonian-like” function H () := $||n||3 + V(§) =
L1915 + V(&) =: H(y). It can be verified that

et (9= [ H@)p(@rt) date [

b (@,1)log ¢ (,1) da,

n
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and

Frinea (p) = | H(y)p (y,9) dy+e/ p(y,s)logp(y,s) dy,
Rn Rn

are Lyapunov functionals along the flows of (39a) and (39b), re-

spectively. However, since the degenerate diffusions do not allow

statistical reversibility, the flows for (39) cannot be recast as the

gradient descent of the above functionals w.r.t. W. To circumvent

this, consider instead the functionals

mixed (@) / H77||2<p (z,t) de + e/ (z,t)log @ (z,t) de,
R’L
(482)

~ 1
B )= | 510130 (w5) du+ef plo

Rn

s)logp (y,s) dy.
(48b)

Also, consider the following distance functionals which are modified
versions of (41):

1
— 3
Wi (po, 1) := inf / sr (&, ®) dm(z,@)| ,
meM(po,41)JRn xRP

1
__ 2
Wo (po, 1) ::< inf / se (Y,7) dm(y,@)) , (49b)
meM(uo,p1) Jrn xgn

(49a)

where @ = (£,1)" and T = (£,m)" are two realizations of the
state vector in (34); similarly, y = (&, ) y=(€9)", and
_ - n+
oo (@) 1= [ m+ rov©13 + 12| 26 - T (s
2
_ — —-¢ 9+9|°
S0 (0.) = [0 - 0+ 0TV} + 12] % sk
2
(50b)

Following [66, Scheme 2b], we then set up the proximal recursions

Wy,
with initial conditions (40). For the above recursions, the results from

[66, Theorem 2.4] provide the consistency guarantees (44) for the
flows generated by (39).

, keN, (51)

mixed

The weighted scattered point cloud algorithm from [52] that we
mentioned in Section V-B1, can be applied to this case too (see [52,
Section V.B]), and we will use the same to solve (39) by numerically
performing the proximal recursion (51).

C. Sinkhorn Proximal Algorithms for Solving (47) and (51)

Our development so far have reduced solving the SBPs with
gradient and mixed conservative-dissipative drifts to that of solving
the proximal recursions (47) and (51), respectively. For numerical
computation, we perform these proximal recursions over weighted
scattered point clouds with sample size N. Specifically, let «’(t) be
the state vector for the i-th sample at time ¢, and for ¢ =1,..., N,
k € N, define the N x 1 vectors

&72—1 = Qgtk,l (wi(tk—l)> s

wzicq = Wsp_y ($1(3k71)> y

(52a)
(52b)

wherein the superscript ¢ in the left-hand-side denotes the “i-th
component of”’. The recursions (47) and (51) are performed over

the point clouds{ Y(tro1), Pl 1}N1 and {@’(sk—1), @j,_ 1}2 ”
respectively, followmg the algorithm given in [51], [52]. To do so,
the state vectors @’ are updated by applying the Euler-Maruyama*
scheme to the appropriate version of the uncontrolled SDE (15). For
instance, in the gradient drift case, the uncontrolled SDE associated
with (33) is

x = —VV(x)dt + v2e dw. (53)

For k € N, we suppose that {z’ (tx—1) }iy — {x’(tx)}iL; and
{2 (sk_1)}1 — {x'(sk)},, are the Euler-Maruyama updates
associated with (53) with time step-sizes T and o, respectively. Fol-
lowing [52], we write the Sinkhorn regularized proximal recursions
for (47) in vector form:

(ﬁk = arg min{
¢

min 1< ({#' (tk—1), 2" (te) }i11) M>

Mell(dy—_1,9) 2

+v{(M,log M) + 7(V ({w (tr_1) 1)+elogq.’> 4))} (54a)

1 ) )
@), = argwmin{Men(rn;g_w)5<c ({2 (sk—1) 2 (s1) 1) ,M>

+7(M,log M) + o(V ({' (sx—1)}1Ly1) + e1ogw,w>}, (54b)
wherein for k € N, the (i, j)™ component of the matrix C € RV*¥
in (54a) equals ||’ (tx_1) — 7 (tx)||3; likewise, the (i, 7)™ compo-
nent of the matrix C' in (54b) equals ||z* (sx—1) — 27 (1) ||3. In (54),
the notation TI(a, b) stands for the set of all matrices M € RY*Y
such that M > 0, M1 = a, and MT1 =m0, for given admissible®
vectors a,b € R™. Furthermore, V ({z’(tx—1)}iL,) returns the
N x 1 vector whose i" element equals V (x*(tx—1)); likewise for
V ({'(sk—1)}iL1). The term (M, log M) is the Sinkhorn/entropic
regularization, and v > 0 is a small regularization parameter.
Dualizing (54) lead to certain generalized Sinkhorn-type fixed point
iterations [67], [68] whose solutions yield the proximal updates
J)k, wy, ) for k£ € N. For algorithmic details, we refer the readers
to [52, Sec. III.B]. The convergence guarantees for such iterations
follow from the contractive properties of cone preserving nonlinear
maps that arise as first order conditions of optimality for (54), and
are detailed in [52, Sec. III.C].

For the mixed conservative-dissipative drift case, the uncon-
trolled SDE associated with (39) is
0m><m
Ime) dw

(jfv) - (—VgVZ?E) _ ,m) dt + V2er (

As before, for k € N, we denote the Euler-Maruyama up-
dates associated with (55) with time step-sizes 7 and o, respec-
tively, as {&'(tr—1),n'(tr-1)}i2a > {€'(tx),n"(te)}iZs and
{€(s1=1),9" (s6—1)}L1 = {&"(sx),9"(sx)} ;. To reduce nota-
tional overload, let us recall the shorthands we used in (49)-(50):
x = (&n)", y = (£,9)7, and write the Sinkhorn regularized
proximal recursions for (51) in vector form (see [52, Sec. V.B]):

1 ) )
min < T ({ml(tk—l)v wl(tk)}'fil) ’ M>
MeT(¢_1,8)2

(55)

q@k = arg min{

]
1 N
a0 108 + ({0l 4w s

=1

iHere, we use the Euler-Maruyama scheme for ease of implementation;
it can be replaced by any SDE integrator; see [52, Remark 1 in Sec. II.B].

$Here, “admissible” means that the vectors a,b are component-wise
nonnegative, and have equal element-wise sum. This is due to the fact that
the generators in (33) and (39) are both integral preserving and nonnegativity
preserving.
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1 ) )
), = arg min min (s Wsko1) i (s6) 1Y) M
K gw {MEH(kal,w)2< o ({y (sk—1),y"( k)}z_1) >

N
1.
42 (M 10 0) + o ({319 6x 1)1} + clogm, )}

=1

(56b)

wherein for & € N, the (i, 7)™ component of the matrix S, €
RY*N in (56a) equals s, (z*(tx—1),@’ (tx)). and s (-,-) is given
by (50a). Similarly, the (i, 7)™ component of the matrix S, € RV*N
in (56b) equals s (y*(sk—1),%’ (sk)), and s4(-, -) is given by (50b).

D. Overall Algorithm

We now bring together the ideas from Sections IV and V-C,
and outline the overall algorithm to solve the SBPs with gradient
and mixed-conservative dissipative drifts via scattered point cloud-
based computation. We perform a recursion over the pair (@o, 1),
and the computational steps for the same are:

Step 1. Guess ¢1(x) (everywhere positive).
Step 2. Compute p1(x) = p1(x)/P1(x).
Step 3. For the case of gradient drift, compute

p(@,s =0) = pi(z) exp (=V(z)/e) .

For the case of mixed conservative-dissipative drift, compute

we 05 =0 = (e ~)exp (1 (I0IE+V(E)) ).

€

Step 4. Solve IVP (33b) or (39b) till s =1 to obtain p(x,s = 1).
Step 5. For the case of gradient drift, compute

wo(x) = p(x,s =1)exp (V(x)/e) .

For the case of mixed conservative-dissipative drift, compute

1/1
ool = p(e 05 = Deww (1 (GImlE+V(©) )
Step 6. Compute @o(x) = po(x)/po(x).
Step 7. Solve IVP (33a) or (39a) till ¢ = 1 to obtain ¢1 ().
Step 8. Repeat until the pair (@o, 1) has converged¥.

That such a recursion will converge, follows from the fact [7,
Proposition 1 in Sec. III] that the recursion is in fact contractive in
Hilbert’s projective metric [36], [37] provided (i) the endpoint PDFs
have compact supports, and (ii) the transition probability densities
for (33) and (39) are continuous and positive. Under the stated
assumptions on the function V/, the transition densities indeed satisfy
these properties; see Appendix E. Since our computational framework
involves finite set of scattered points, the compactness condition also
holds. Once the endpoint Schrodinger factors are found as outlined
in Steps 1-8 above, we then compute the Schrodinger factors at any
time ¢, i.e., the pair (@(x,t), o(x,t)) using the IVPs (33) or (39).

For scattered point cloud-based computation with sample size
N, the aforesaid steps lead to a recursion over the pair of vectors
((,2)07 ¢1), each of these vectors being of size N x 1. We refer to
this proposed procedure as COMPUTEFACTORSSBP which takes the

9TWe check whether the Wasserstein distances between the current and
previous iterates for the pair (o, p(x,s = 0)), which is a proxy for the
pair (¢o,p1), are below some user-specified numerical tolerance. These
Wasserstein distances are computed by solving linear programs, i.e., discrete
versions of (41).

Algorithm 1 COMPUTEFACTORSSBP using PROXRECUR to com-
pute the Schrodinger factors (@iransient giransient) for oradient drift

1: procedure COMPUTEFACTORSSBP(po, p1, 7, €, 7, 0, N, V(-),
numSteps, tolsg, maxltersg, tolpr, maxlterpr)

2: b1 [randn 1, On x (maxterss—1)] > Step 1
3: $0 < [ON xmaxtersp ] > initialize
4: ¢O <~ [ONxmaxIterSB}
5: ¢1 <~ [ONXmaxItersB}
6: Po [ONXmaxItersB}
7 pP1 [ONxmaxIterSB}
8: Rtemp <~ [ONanlmSteps+1}
9: ¢tcmp <~ [ONXnumSteps—Q—l}
10: (=1 > iteration index for COMPUTEFACTORSSBP
11: while ¢ < maxItersg do
12: D1, L+1) = p1 @ di1(:,0) > Step2
13: Po(, L+ 1) = d1(:, £+ 1) Oexp(-V({z'}L1)/e) >
Step 3
14 PP (:,1) = po(:, £+ 1)
15: for i < 1 to numSteps do
16: p*™P(: i + 1) < PROXRECUR(p"™P(:,1),,
€,0, N,V (-), tolpr,maxIterpr )
17: end for
18: p1(:, £+ 1) + p*™P(:, numSteps + 1) > Step 4
19: $o(:, L+ 1) < pi1(:, 0+ 1) @exp(V ({z'})) Je)
Step 5
20: Bo(:, L+ 1) < po @ o(:, £+ 1) > Step 6
21: Gtemp (5, 1)  Gdo(:, £+ 1)
22: for j < 1 to numSteps do
23: @*MP (2, j + 1) + PROXRECUR ('™ (:, 7),,
€, 7, N,V(-), tolpr, maxIterpr)
24: end for
25: é1(:, £+ 1) + @*™P(:, numSteps + 1) > Step 7
26: if W2(po(:,€+1),p0(:,0)) < tolsg & W?(o(:, £ +
1), gﬁo(t,[)) < tolsg then
27: break
28: else
29: L+—10+1 > Step 8
30: end if

31: end while

32: return ¢o(:,¢), d1(:,¢) > converged endpoint pair
33: piransient (. 0) _ > initialize
34: piRtsient o (1, 0) © exp(—=V ({wz}{vzl)l /€) > initialize
35: for k£ + 1 to numSteps do

36: Piransient  PROXRECUR (D™ ~ ¢ 7, N,V (-),
tolpr, maxIterpr)

37 pitsient « PROXRECUR(py™™°™ v, ¢, 0, N,V (-),
tolpr, maxIterpr)

38: d)?irlxsient — pirirlxsient ® exp(V ({mz}f\f:l) /6)

39: end for
40: return (
41: end procedure

piransient | gytransient), yansient Schrodinger factors

N x 1 endpoint PDF vectors po, p1 (i.e., the endpoint joint PDF
values evaluated at the scattered sample state vectors) as input, and
returns the converged pair (o, 1). As detailed in Algorithm 1,
COMPUTEFACTORSSBP performs the discrete versions of the Steps
1-8 above, followed by computation of the transient Schrédinger
factors. For conceptual clarity, in Algorithm 1, we list the steps
for the case of gradient drift; adapting Algorithm 1 to the case of
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mixed conservative-dissipative drift is straightforward following the
modifications in Steps 3, 4, 5 and 7 mentioned before.

The procedure COMPUTEFACTORSSBP involves a main itera-
tion where we guess an initial vector qA51, and repeatedly update the
vectors (]30, (ﬁl, &0, ¢1 using a secondary function called PROXRE-
CUR that performs the proximal recursions (54) or (56) for solving
the IVPs (33) or (39) in Steps 4 and 7 above. The main iteration
requires the parameters +,€, 7,0, N, the function V(-) described
before, and numSteps which is the number of time-steps for the
proximal update. Furthermore, we use the two pairs of parameters
(tolsp, maxltersg), (tolpr, maxlterpr): the first pair specifies the
numerical tolerance and the maximum number of iterations for the
main iteration in COMPUTEFACTORSSBP; the second pair specifies
the same for the Sinkhorn algorithm used in PROXRECUR. Notice that
the procedure PROXRECUR subsumes the Euler-Maruyama scheme
to update the states {wz}f\’:b see [52, Sec. IIL.B].

Once the converged vector pair (¢ho, ¢1) is obtained, we again
invoke PROXRECUR to solve the IVP pair (33) or (39) via (54)
or (56), and compute the discrete transient solutions (q?)k,wk). We
remind the readers that since the function p is integrated in the time
coordinate s, its discrete version zoy, is really evaluated at ¢t = 1—k,
ie., i ~ p(x,t = 1—k7) for k € N. We next employ the discrete
versions of the mappings p — ¢, given by

o(z,t) = p(z, s) exp (V(x)/€),
el = &0 5o (1 (Gl +v(©)),

€
to compute Ty — @y, i.e., (&)k, wk) — (q@k, d)k).This completes
(431@, ¢k) as

a pair of weighted scattered point clouds, i.e., as function values
(¢(x,t), o(x,t)) evaluated at the state coordinates that are updated
by the Euler-Maruyama scheme.

the computation of the transient Schrodinger factors

To compute the discrete optimal pair (p)"",ug®") from
(d)k, qbk), we need to evaluate the Hadamard product
Pzpt = ¢numSteps+1—k © ng, (57)

which in our case, is not well-defined as is, since @ mgiops 1k and
52" are evaluated on different state coordinates (i.e., are supported
on different finite sets). On the other hand, the optimal feedback
control

ul" = 2¢B " Vlog ¢y, (58)
requires computing a gradient w.r.t. the state, which again is not well-
defined for scattered data. To circumvent these issues, we perform
scattered data interpolation for the transient Schrodinger factors
(ék, qi)k) via multiquadric scheme [69], [70] that uses radial basis
functions to fit a surface to the weighted scattered point cloud. The
interpolation requires the vectors (¢, zi;k), their corresponding state
space coordinates, a set of user-provided query points, and returns
the interpolated values evaluated at the query points. Using the same
set of query points to interpolate the two point clouds for the pair
(¢, (Z)k) we perform the element-wise multiplication (57). As for
(58), we use standard finite difference techniques to compute the
gradient of the logarithm of interpolated values of ¢y. Alternatively,
(58) could be evaluated via kernel density estimation.

10

VI. NUMERICAL EXAMPLES
A. SBP Example with Gradient Drift

We consider an instance of the SBP given in Section IV-A with
x € R, and V(z1,22) = 2(1+ 21) + (23 — 7). The controlled
prior dynamics is

(iﬁ;) = VYV (21, 22) dt + (Z;) dt + v/2¢ (3’5;) . (59)
The control objective is to steer the prescribed joint PDF of the initial
condition (t = 0) ~ po = N(po,Xo) to the prescribed joint
PDF of the terminal condition @(t = 1) ~ p1 = ctN (1, 31) +
coN (p2,32) over t € [0, 1], subject to (59), while minimizing the
control effort (27a). Here, we fix

o = (—2,0)", o = diag(0.8,0.7), ¢1 = ca = 0.5, 1 = (1.5,2)",
pe = (1.5,—2)", B, = diag(0.5,0.8), By = diag(0.7,0.8).

Notice that in the absence of control (u = 0), the transient joint PDFs
of (59) tend to the stationary solution poo o exp (=V (z1,x2)/€)
which has two modes along the horizontal axis; see [52, Fig. 8].
In contrast, the prescribed terminal bimodal PDF p;, specified as a
mixture of Gaussians, has two modes along the vertical axis.

Fig. 3 shows the evolution of the optimal controlled joint PDF
p°P*(a,t) obtained by solving the SBP using Algorithm 1 given in
Section V-D. For numerical simulation, we set ¢ = 6, v = 0.5,
T =0 = 107% N = 500, numSteps = 1000, tolssg = 0.1,
maxItersg = maxlterpr = 500, and tolpg = 1072. In Fig. 3,
each subplot corresponds to a different snapshot in time; each subplot
is plotted over the domain [—4,4] x [—6,6]. For the purpose of
comparison, Fig. 4 shows the uncontrolled joint state PDF evolution
starting from the same initial PDF pg. The components of the optimal
feedback control u°"*(x,t) obtained from the SBP solution, are
shown in Figs. 5 and 6. Fig. 7 depicts the magnitude of u°P*.

B. SBP Example with Mixed Conservative-Dissipative Drift

We next consider an instance of the SBP given in Section IV-B
with n = 2m = 2, ie, & = (£,7)" € R?, and V(£) = 5¢*. In
other words, the controlled prior dynamics is

gy _ n 0
(dn> = (‘%5‘54_’“)4‘”) dt + V2ek (dw>‘

Notice that the function V' satisfies the conditions mentioned in
Section IV-B. We use the same endpoint PDFs pg, p1 as in Section
VI-A, and solve the SBP using Algorithm 1 with the Steps 3, 4,
5 and 7 modified for the mixed conservative-dissipative case, as
mentioned before. Notice that in the absence of control (u = 0),
the transient joint PDFs of (60) tend to the stationary solution

poc x exp (—¢ (3n° + V(€)))-

(60)

Fig. 8 shows the evolution of the optimal controlled joint state
PDF p°P*(x,t) obtained from the SBP solution, where each subplot
is plotted over the domain [—4, 4] x [—10, 10]. The parameters used
in our numerical simulation are: € =5, k = 0.5, vy =0.5, 71 =0 =
1073, N = 100, numSteps = 1000, tolsg = 0.1, maxltersg =
maxIterpr = 500, and tolpr = 1073, The optimal feedback control
u°P*(x, t) obtained from our SBP solution is shown in Fig. 9.
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Fig. 3: For the SBP in Section VI-A, shown here are the contour plots of the optimal controlled transient joint state PDFs p°Pt(z,t), ¢t € [0, 1],
along with the endpoint joint PDFs pg(x), p1(x). Each subplot corresponds to a different snapshot in time; all subplots are plotted on the domain
[—4,4] x [—6, 6]. The color denotes the joint PDF value; see colorbar (dark hue = high, light hue = low).
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Fig. 4: The contour plots of the uncontrolled (u = 0) transient joint state PDFs p(zx,t), ¢t € [0, 1], for (59) starting from the initial joint state PDF
po given in Section VI-A. Each subplot corresponds to a different snapshot in time. Each subplot corresponds to a different snapshot in time; all
subplots are plotted on the domain [—4, 4] x [—6, 6]. The color denotes the joint PDF value; see colorbar (dark hue = high, light hue = low).
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Fig. 5: For the SBP in Section VI-A, shown here are the contour plots of u{""(a,t), the first component of the optimal feedback control. Each
subplot is plotted on the domain [—4, 4] X [—6, 6]. The color (blue = high, red = low) denotes the value of u‘;pt at each snapshot in time.

VII. CONCLUSIONS

We address the problem of minimum energy finite horizon
steering of state density between two prescribed endpoint densities via
feedback control, subject to trajectory-level dynamics with nonlinear
drift. This is a generalization of the classical SBP formulated by
Schrodinger in the 1930s, and has many potential applications such as
shaping of biological and robotic swarms through feedback synthesis.
We derive optimality conditions for the case of a generic nonlinear
drift, and show that two specific cases, viz. gradient and mixed-
conservative dissipative drifts, are particularly amenable for com-
putational purpose, based on certain infinite-dimensional proximal
recursions that exploit the structure of these nonlinearities. These

ideas make contact with the theory of Wasserstein gradient flow,
and optimal mass transport. Building on our previous work [52], we
design proximal algorithms for solving the density steering problems
in these two cases of practical interest. Numerical examples are
provided to illustrate the proposed framework. Our main contribution
is to make algorithmic advances in solving the variants of SBPs that
are of interest to the systems-control community. From a probabilistic
perspective, while there exists a substantial body of work [71]-[74] in
steering the second order state statistics (also known as “covariance
control”), steering the joint state PDF subject to controlled nonlinear
dynamics is a relatively new direction of research. The results of
this article are expected to further the theoretical and algorithmic
development for the same.
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Fig. 6: For the SBP in Section VI-A, shown here are the contour plots of ugP*

o " (x, t), the second component of the optimal feedback control. Each
subplot is plotted on the domain [—4, 4] X [—6, 6]. The color (blue = high, red = low) denotes the value of ugpt at each snapshot in time.
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Fig. 7: For the SBP in Section VI-A, shown here are the contour plots for the magnitude (dark hue = high, light hue = low; see colorbar) of the

optimal feedback control, i.e., ||uls = \/ (WP (2, 1))2 + (uPP" (e, 1))2.
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Fig. 8: For the SBP in Section VI-B, shown here are the contour plots of the optimal controlled transient joint state PDFs p°Pt(x,t), ¢t € [0, 1],

along with the endpoint joint PDFs pg(x), p1 (). Each subplot corresponds to a different snapshot in time; all subplots are plotted on the domain
[—4,4] x [—10, 10]. The color denotes the joint PDF value; see colorbar (dark hue = high, light hue = low).

APPENDIX Assuming the limits for || @ ||2— oo are zero, the Lagrangian (61)
then simplifies to
A. Proof of Proposition 1
L _ [ L 22
We start by rewriting the Lagrangian (18) as (pyu,9) = o Jan 5”“(90: )z — En
1
L(p,u, ) = / / l||u(a:,t)||§ p(, ) da dt —(Vy, f + B(t)u) — e(D(t), Hess (w))>p(m,t) de dt, (62)
0 n 2
1
+ / / (e, t)? de dt where we have used the (two-fold) integration by parts:
1 o / (D(t), Hess (p)) v(x, ) da
RTL
+ LIV + B(t)u)) — ¢(D(t), H de dt . "
[ wten{ 5+ BOw) - (D, Hess ()} ae U
term 2 o Pt n 81'1833] ’
(61) e
Next, we switch the order of integration, perform integration by _ Z / 9 (D(t)p),; Y de
parts w.r.t. ¢ in term 1, and integration by parts w.r.t.  in term 2. o1 JRn Ox; Ox;
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Fig. 9: For the SBP in Section VI-B, shown here are the contour plots of the optimal feedback control u°P*(z,t). Each subplot is plotted on the

domain [—4, 4] x [—10, 10]. The color (blue = high, red =

n

%y
o P /n (D(t)p)m axaxz
i,j=1 J
_ - >y
- / \ 2 PO gy

_ / (D(t), Hess (1)p(x. ) de

Pointwise minimization of (62) w.r.t. w for a fixed PDF p, gives
u’ (z,t) = B(t) Vi (,t).

Substituting (63) back into (62), and equating the resulting expression
to zero, we get the dynamic programming equation

/ /Rn (‘* - *IIVB(t) Y3 — (Vo )

(63)

(64)
e(D(t), Hess (w)))p(a:, t) de dt = 0.
For (64) to hold for arbitrary p, we must have
0
L LIBW VIR + (Yo, f) = —e(D(r), Hess (1), (©5)

which is the HIB PDE (20a). The associated FPK PDE (20b) results
from substituting (63) into (16b). The boundary conditions (21)
follows from (16c¢). This completes the proof. |

B. Proof of Theorem 2

In (4a), taking the gradient of  w.rt. @, we get

1
Ve = % exp (1/1) V. (66)
Furthermore,

82

—€(D(t), Hess (p)) = —€ Z t))ijm exp (¥ /2€)
3,j=1 ¢

L exp /26 % 10y 9y
- {”ZI(D“ 1 (Geas; * 2com 50}

- e p(;"){— (D0, Hess (1)) - 1 [B(O) Tul}. 67

From (4a), taking partial derivative of ¢ w.r.t. ¢ gives

o1 (1)

ot 2 P\2c) bt

W o (1) {- J1BOTVGIE - (V0. 5) - (D) Fess (1)
€ 2¢ 2

(66567)

~(Ve, £) — e(D(1), Hess () =: Lk,

low) denotes the value of u°P! at each snapshot in time; see colorbar.

i.e., p(x,t) satisfies the backward Kolmogorov equation (23a).

To demonstrate that @(x,t) satisfies the forward Kolmogorov
equation (23b), from (4b) we compute

Y ™
V$ = exp (—7> (— Vi + Vp""‘) . (68)
2¢ 2¢
Consequently,
(D(t), Hess (¢9)) = 3 (D(t);y 22
7 7 _i,j=1 7 Oz
w \ ) _Y 9™ 1 op™ P\ 0
B Z (D(t))”{exp< 26> dx;idx;  2€ O; P\ T

i,j=1

> p™ v
N (9:61637] 2€ oxp <_Z

e (5) o)}

ad) iapopt
Ox; \ 2¢ Ox;

()

- ){ (1), Hess(™)) — (V™ D(1)Vo)
(D0, Hess(v) + G- (Vo DOVa)f. (69

Also, we have

V- (M D()V) = —(Vp™, D(£)V) — 4™(D(t), Hess(1),

(70)

f
P T, )+ (VP )
26 b p b

+p"'V - f), (71)

wherein we used the chain rule for the divergence operator. Taking
partial derivative of (4b) w.r.t. ¢, we then get

% B _E 8popl B poplaj
ot _eXp( 2e>( ot 2 ot

NI

+ ¢(D(t),Hess (p"pt))} - p26

(P f) =V (pD(t)VY)

opt

{-31B0OTve 1z O
(0. £) - lD(1). Hess(1)}

(69),(70),(71) N
=7 =V-(ef)
ie., ¢(x,t) satisfies (23b).

+ eAp,
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Combining (4) with (21), we obtain the boundary condition
(24). Finally, combining (4a) with (63), yields the optimal control
u™(z,t) = 2¢B(t) 'V log . ]

C. Proof of Theorem 3

First, notice that (31) follows from combining s = 1 — ¢ and (30a).
Next, using
p(wv S) = Q(m7 8) exp (—V((B)/E) ) (73)
we find that
_ p
Vg = exp (V/e) (vp + ;vv) . (74)

Applying divergence operator (w.r.t. ) to both sides of (74) yields
8q=(Tp+ POV Ve (V/e) ) 4 exp (V/)V - (T + 2VV)

2
=exp (V/e) (E%HVVHS +Ap+ E(Vp, VV) + gAV).

(75)
From (73), we have

op 9q
as ~ P (VIO 5

E exp (—V/€) (~(Va, VV) + eAq)

909 —<Vp +Eov, vv> te (e%nvw@ +Ap

+%(Vp, vV) + %AV)
= (Vp,VV) + eAp+pAV =V . (pVV) +€eAp, (76)

which is indeed the PDE in (32). Setting s = 0 in (73) recovers the
initial condition in (32). This completes the proof. |

D. Proof of Theorem 4

Notice that (37) follows by combining s := 1 — ¢, and (36a). To
derive (38), we start by taking the gradient of

p(&,—m,s) = q(&m, s)exp (—1 Glln\li + V(£))) )

€
w.rt. £ and 7, respectively, to obtain

1/1 - D
Veq = exp (z (;mn% + v<s>)) (Vser fvgv) s

1/1 o1
Vang = exp (; (§|IUH§ + V(é))) (—anp +op n) . (78b)

Applying divergence operator w.r.t. 7 on both sides of (78b) yields
1/1 2 _ 2 _
Ang=exp | — 5“"7”2 + V(&) A_np— E<V_"p’ n)
PP
+ 2 2y ).
€ €

Thus, we have

(79

9p _ b @ L e 9q
LT Dy (1 (V) ) 5

(37),(78)(79) 1/1 -
B exp (<1 (Gl +v(© ) ) {tn. Ve + 2vev)

~ (VeV (€) — wm, ~V i+ <)

[0}

2 - D . D
42 i = 29 + Zlmz}

€

14

~ exp (_% (§||n|\2 + V(£)>> {<n,vsﬁ> — k(Y )

+{(V_uyp, VeV) + kp + €/€A_7,§}

< 1
=exp|—-—
€

+ (Vop,VeV) + kp + EHAgp}

oo (-2 (Swiz+vie) ) { - 0. ven

+ Vo - (p(VeV (§) +k99)) + emA,gp},

(3198 +v©) ) {(-9.ver) + n(Top.)

which is the PDE in (38). Setting s = 0 in (77) recovers the initial
condition in (38) . |

E. Regularity of the Transition Densities for (33) and (39)

In this Appendix, we point out that the transition probability densities
K(s,y,t,x) for (33) and (39), are indeed positive and continuous
in &,y € R" for all s < ¢. First, recall that the transition densities
themselves solve the same PDEs as in (33) and (39), with initial
condition lim; s K(s,y,t,2) = é(x — y). From the maximum
principle for parabolic PDEs, it follows that the transient solutions
of (33) and (39) are positive as long as the initial conditions are
positive. The continuity, in the gradient drift case (33), is standard
assuming V € C? (R™); see e.g., [75, Ch. 1.2]. For the degenerate
diffusion case (39), the situation is more subtle: a result from Villani
[76, Theorem 7] ensures the continuity (w.r.t. both state and time)
of the transient solutions, under the assumptions on V/(-) stated in
Section IV-B, viz. V € C?(R™), infV > —oo, and Hess (V)
uniformly lower bounded.
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