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Abstract 
 

This study investigates the plasma properties and chemical kinetics of plasma-assisted methane reforming in a 
He diluted nanosecond-pulsed plane-to-plane dielectric barrier discharge (ns-DBD) through the combination 
of time-resolved in situ laser diagnostics and a 1-D numerical model. Plasma-assisted fuel reforming kinetic 
mechanisms have predominantly been evaluated on the basis of matching reactant conversion and syngas 
production to steady-state measurements, which cannot describe the full range of chemistry and physics 
necessary to validate the model. It was found that adding 1% CH4 to a pure He ns-DBD led to a faster 
breakdown along the rising edge of the applied voltage pulse, thereby lowering the reduced electric field 
(E/N), electron number density, and electron temperature. Further addition of CH4 did not continue to alter 
the E/N in the model. Laser absorption spectroscopy was used to measure gas temperature, C2H2, H2O, and 
CH2O in a CH4/CO2/He discharge to serve as validation targets for the predicted reaction pathways. CH2O 
was predicted within 25% of  the measured value, while H2O and C2H2 were under-predicted by a factor of 
two and three, respectively. From path flux analysis, the major pathway for CH2O formation was through the 
reaction between CH3 and O, while C2H2 formation had multi-step pathways that relied on ions like CH+

3 

and C2H+
5 . The path flux analysis also shows that CH2 is a significant intermediate for production of  both 

CH2O and C2H2, and increased CH2 concentration could improve model predictions. The results show that 
the use of reaction rate constants with lower uncertainties and inclusion of He+

2   are needed to improve the 
predictions. Finally, varying the ”equivalence ratio”, defined by the CH4 dry reforming reaction to H2 and 
CO, from 0.5 to 2 was shown to have a weak effect on measured product species and experimental trends 
were explained based on pathways extracted from the model. 
© 2020 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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1. Introduction 
 

There has been growing interest in utilizing 
plasma for conversion of methane into value- 
added products, since non-equilibrium plasmas 
have been previously demonstrated to significantly 
enhance the chemical reactivity of the gas mixture 
through generation of radicals and excited species, 
allowing for production of liquid chemicals near 
room temperature when paired with catalysts [1]. 
Plasmas can be operated ”on-demand” and be 
configured in a modular fashion, making them a 
compelling alternative to traditional thermal re- 
forming method for processing excess methane (the 
major component of natural gas) at oil-production 
sites that would otherwise be flared [2]. In 2018, 145 
billion cubic meters of natural gas were flared and 
represented almost 4% of natural  gas  produced 
in the same year [2,3]. Assuming the flared gas 
was burned completely, that  translates  to  0.7% 
of global CO2 emissions in 2018 [4]. Therefore, 
plasma-assisted reforming of methane has the 
potential to make a significant impact on reducing 
greenhouse gas emissions, particularly if CO2 is 
used as the oxidizer, and has been studied for the 
past several decades [5,6]. 

While significant progress has been made in de- 
veloping detailed kinetic mechanisms and multi- 
scale modeling for plasma-assisted combustion [7], 
the key reaction pathways for plasma-assisted fuel 
reforming are not well understood. Most experi- 
mental plasma-assisted fuel reforming studies fo- 
cus on achieving the maximum selectivity, energy 
efficiency, and conversion of reactants rather than 
studying the plasma-chemical kinetics. The pri- 
mary measurement method for these studies is ex 
situ steady-state gas chromatography (GC). For 
example, in Ref. [8], plasma-assisted dry reform- 
ing was studied using repetitively pulsed nanosec- 
ond pulsed plasma with bare metal electrodes, and 
higher energy efficiency relative to other types of 
discharges was reported. In Ref. [9], operating pa- 
rameters in a cylindrical nanosecond-pulsed dielec- 
tric barrier discharge (ns-DBD) were varied, and it 
was reported that fast rise and fall of applied volt- 
age and high pulse repetition frequencies led to an 
increase in energy efficiency and reactant conver- 
sion. Instead of conducting many experiments in a 
trial-and-error manner, developing a validated pre- 
dictive model would be more efficient for optimiza- 
tion and provide deeper scientific insights to the un- 
derlying physics and chemistry. 

Due to the limited number of in situ time- 
resolved measurements in the literature, plasma- 
assisted fuel reforming kinetic models are predom- 
inantly validated by GC measurements of reactant 
conversion and production of syngas (CO and H2) 
[10]. However, in a CH4 plasma-assisted oxidation 
study [11], the model predicted the GC measure- 
ments well but under-predicted CH2O by a factor 
of four. In a plasma-assisted n-heptane oxidation 

study [12], an under-prediction of CH2O by a fac- 
tor of 40 was reported. If the kinetics for interme- 
diate species are not predicted well, then it would 
be difficult to trust the modeling results in new 
applications without conducting additional valida- 
tion experiments. Therefore, there is a critical need 
for time-resolved in situ measurements, in a simple 
plasma geometry with a controlled flow, to provide 
validation targets for numerical modeling so that 
the main reaction pathways can be understood. 

In this study, time-resolved temperature, CH2O, 
C2H2, and H2O measurements of plasma-assisted 
CH4 pyrolysis and dry reforming diluted with He 
are conducted using laser absorption spectroscopy 
in a ns-DBD flow reactor [11–13]. The equivalence 
ratio of CH4 and CO2 was varied with the amount 
of He dilution held constant to understand the sen- 
sitivity of the equivalence ratio on selectivity to- 
ward the measured products. These measurements 
are then compared against a one-dimensional (1-D) 
numerical model using a kinetic mechanism from 
the literature that was previously validated against 
GC measurements to validate the predictions and 
reveal areas for improvement [14]. Additional vali- 
dation targets for electron number density (ne) and 
temperature (Te) in a CH4/He ns-DBD [15] were 
used for evaluating the plasma physics predictions 
by the model and to understand the trends ob- 
served in that study. 

 

2. Experimental methods 
 

The experimental setup has been discussed 
previously in the literature [11,12] and is described 
briefly here. The plasma flow reactor was a plane- 
to-plane dielectric barrier discharge with a gap 
distance of 14 mm and 44.5 mm square metal elec- 
trodes. The pressure was set to 60 Torr via a needle 
valve and the overall flow velocity was 0.2 m/s, 
which was sufficiently low to remove flow effects. 
Mass flow controllers (MKS) were used to set the 
gas flow rates of CH4, CO2, and He. Equivalence 

ratios (φ) of 0.5, 1, and 2 were used in this study 
with the He dilution held constant at 70%. The 
equivalence ratio was defined by the methane dry 
reforming  reaction  of  CH4+CO2  2H2+2CO 
with CO2 treated as the oxidizer. The pyrolysis 
mixture was 15% CH4 / 85% He, which was the 
same concentration of CH4 in the stoichiometric 
dry reforming case. A nanosecond-pulse power 
supply (FID GmBH FPG 30-50MC4) generated 
the voltage pulses with a repetition frequency of 30 
kHz, a full width at half maximum (FWHM) of 12 
ns, and a peak voltage of 32 kV. The power supply 
was triggered using a function generator (SRS 
DS345) in a burst mode with a burst frequency of 
2 Hz which flushed the plasma volume with new 
gas between bursts. The pulse repetition frequency 
was 30 kHz with 300 pulses applied in a burst. The 
peak voltage was measured to be approximately 10 
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Fig. 1. Physical configuration of the 1-D simulation and Gaussian fit of experimental pulse waveform of applied voltage 
(Vapp) used in simulation and the resulting gap voltage (Vgap). 

 

kV. An external-cavity quantum cascade laser (EC- 
QCL, Daylight Solutions 21074-MHF) scanned 
CH4, C2H2, and  H2O absorption  lines.  The C2H2 
and H2O lines are located at 1321.03 cm−1 and 

1312.55 cm−1, respectively. CH4 absorption lines 

at 1343.56 cm−1 and 1343.63 cm−1 were used for 
the two absorption line temperature measurement, 
as described in Ref. [16]. A distributed feedback 
quantum cascade laser (DFB QCL, Alpes Lasers 
sbcw3176) measured CH2O at 1726.9 cm−1. The 

two lasers enter a 24-pass Herriott cell in the flow 
reactor before reaching the detector. All laser 
absorption data was fit with simulated spectra 
using the HITRAN database [17]. A 50.8 mm 
germanium etalon was used to determine the 
frequency axis. The measurement uncertainty was 
estimated to be 10% for CH2O and 20% for C2H2 
and H2O, while the uncertainty for the temperature 
measurement was 10 K. 

Thomson scattering is an in situ laser diagnos- 
tic that measures electron number density (ne) and 
electron temperature (Te) simultaneously [15]. The 
Thomson scattering measurements were used as 
model validation targets alongside the species mea- 
surements in the plasma flow reactor. The gas mix- 
ture used was 0–2% CH4 added to a He bath gas in 
a ns-DBD pulsed at a 100 Hz continuous repetition 
frequency. 

 

3. Numerical methods 

 

The 1-D model in this study is adopted from 
Yang et al. [7,13,18]. The physical configuration 
of the plane-to-plane dielectric barrier discharge is 
shown in Fig. 1 with the 1-D simulation domain 
being marked as a dashed line. The computational 
domain is set to be from the left electrode to the 
right electrode, with the right electrode connect- 
ing to a high voltage power supply, and the left 
electrode being grounded. Each electrode is cov- 
ered with dielectric layers, with the gas mixture fill- 

ing the gap between dielectrics. The dielectric con- 
stants are fixed (4.8 for quartz and 3.2 for sili- 
cone rubber) for all simulations in the present work. 
Gaussian voltage pulses fitted from the experimen- 
tal measurement of applied voltage (Vapp) are ap- 
plied, as shown in Fig. 1. Governing equations 
include the Poisson’s equation of electric poten- 
tial, equation of electron energy, transport equa- 
tions of both charged and neutral species, and con- 
servation equations of mass, momentum, and en- 
ergy, which are solved simultaneously. In particu- 
lar, by solving the 1-D Poisson’s equation of elec- 
tric potential, the breakdown of the gas mixture 
can be accurately captured as the sharp drop of 
gap voltage (Vgap) in Fig. 1. In addition to the 
electron-impact reaction rate coefficients, the elec- 
tron transport coefficients are also expressed as 
functions of electron energy by BOLSIG [19], and 
are updated through interpolation during every 
time step. The plasma drift-diffusion fluid model 
with the local electron mean energy approximation 
is applied for the transport of plasma species and 
energy [20]. 

Wang et al. [14] was used as the base mecha- 
nism for the chemical kinetics in the 1-D model, 
and the Helium mechanism was updated with addi- 
tional reactions from Ref. [21]. To speed up compu- 
tation time, the kinetic mechanisms were reduced 
by removing reactions involving species such as 
O2 and O3 and several electron-impact processes 
such as vibrational excitation of CH4. These re- 
ductions are not expected to significantly alter the 
chemical kinetics, as vibrational excitation is in- 
efficient for the E/N used in this discharge and 
would not significantly enhance dissociation. O2 
and O3 can be neglected since these species can 
only be directly produced by 3-body recombina- 
tion with O radicals or dissociative recombination 

of  CO+
2 .  Both  of  these  channels  are  expected  to 

be minor due to the low electron number density, 
on the order of 1012 cm 3, and low pressure of  
60 Torr. 
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Fig. 2. Predicted (this work) and measured (Ref. [15]) time evolution of electron number density (ne) and electron temper- 
ature (Te) for 0–2% CH4 addition to He ns-DBD. 

 

4. Results and discussion 
 

4.1. Prediction and validation of electron number 
density and temperature 

 

Previously measured data from Ref. [15] was 
used to validate the predictions for electron number 
density (ne) and electron temperature (Te) in a He 
ns-DBD with 0–2% CH4 addition. The measured 
applied voltage waveform was Gaussian fitted and 
input into the model. The experiment was approxi- 
mated in the model as a single pulse, due to the long 
inter-pulse time in the 100 Hz discharge that was 
previously measured. The results of the simulation 
were overlaid with the experimental measurements 
in Fig. 2. 

The overall trend and magnitude of the elec- 
tron number density were well predicted during the 
first forty nanoseconds. However, there was a dis- 
crepancy in the afterglow where the experimental 
electron number density decays, while the simula- 
tion does not. This suggests that there were missing 
electron-ion recombination reactions or their rates 
were not fast enough. The electron temperature 
showed similar behavior where the model matched 
well in the early portion of the discharge, but the ex- 
perimental values decayed faster than their model 
counterparts. As noted before, vibrational excita- 
tion of CH4 was not considered which could accel- 
erate the electron temperature decay at low electron 
energies. 

The model did capture the overall trend of CH4 
addition where for both ne and Te, there was a large 
gap between 0 and 1% CH4 and a small gap be- 
tween 1% and 2% CH4. Since the electron energy 
is controlled by the reduced electric field (E/N), the 
time evolution of E/N for the three gas mixtures 
was plotted in Fig. 3. The modeled E/N showed a 
distinct drop between 0% and 1% CH4 while the 
E/N for 1% and 2% CH4 looked almost the same. A 
lower E/N meant electrons gained less energy from 
the electric field to ionize the neutral gas, which de- 

 

 

 
 

 

 
Fig. 3. Time evolution of the reduced electric field (E/N) 
calculated for 0–2% CH4 addition to a He ns-DBD. 

 

creased both ne and Te. The reason for this drop in 
E/N could be that the ionization potential of CH4 
is 12.6 eV which is lower than the 24.6 eV ioniza- 
tion potential of He. Therefore, adding CH4 made 
breakdown easier and led to earlier establishment 
of the sheath and self-shielding. Since the break- 
down occurred in this case along the rising edge 
of the voltage pulse, a faster breakdown meant a 
lower peak electric field and consequently lower 
electron energies and densities. This effect appeared 
to be saturated since the E/N did not continue to 
decrease with doubling the amount of CH4. Any 
further differences between 1% and 2% CH4 came 
from electron-impact reactions with CH4 and sub- 
sequent charge transfer and electron-ion recombi- 
nation reactions. 

 

4.2. Measurements and model predictions of CH4 
pyrolysis and dry reforming 

 
In Fig. 4, the measured temperatures for the 

pyrolysis and dry reforming mixtures were plot- 
ted together with the computed temperature for 

the φ = 1 dry reforming mixture. The measured 
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Fig. 4. Measured temperatures of the pyrolysis and dry 
reforming mixtures and the computed temperature for φ 

= 1. 

 

Fig. 5. Measured and predicted time evolution of CH2O, 
H2O, and C2H2 in the stoichiometric dry reforming mix- 
ture. The dashed line marks the end of the 300-pulse 
burst. 

 

 
temperatures all fell within experimental uncer- 
tainty of each other. However, the temperature was 
significantly under-predicted in the model, partially 
due to the over-prediction of heat loss conducted 
to the wall via the He bath gas. Additionally, slow 
heating of the mixture from vibrational to transla- 
tional mode (V-T) relaxation of CH4 and CO2 oc- 
curring on tens of microseconds time scale [22] be- 
tween voltage pulses was neglected in the model 
and could also contribute to the mismatch. Since 
the measured temperature rise was only approxi- 
mately 30K, the modeled kinetics were not signif- 
icantly impacted. All predicted number densities 
would be lower if the measured temperature was 
used, but this discrepancy would be at most 10%. 

The measured and predicted species densities 
are plotted in Fig. 5. The predicted CH2O profile 
was close to the measurement uncertainty, while the 
H2O and C2H2 were under-predicted by a factor 
of two and three, respectively. This suggests that 
the pathways for CH2O were modeled well, but the 
pathways for H2O and C2H2 were not well-modeled 
and improved kinetic mechanisms are needed. 

To investigate further, the path fluxes for the 
three measured products in the stoichiometric mix- 
ture were plotted in Fig. 6 based on the simulation 

data. The main production pathways for CH2O 
were through the following reactions: CH3 + OH 

CH2O + H and CH2   + CO2 CH2O + CO. 
Given that the predicted time evolution of CH2O 
matched fairly well with the experimental data, we 
conclude that these were the main pathways for 
CH2O production. The successful prediction of 
CH2O is in contradiction with the previous difficul- 
ties with modelling it in plasma-assisted oxidation 
studies [11,12]. It was previously reported that the 
CH2O predictions were highly sensitive to the un- 
certainties in the branching ratios for the O(1D) + 
CH4 reaction. In contrast to O2, CO2 mainly disso- 
ciates by electron impact into O(1S) or O(3P) [23]. 
Therefore, O(1D) is not produced in amounts that 
can influence the kinetics of CH2O formation in 
CH4 dry reforming, which is a fundamental change 
from the prior oxidation studies.In this work, O(3P) 
is considered the main dissociation product since its 
energy threshold is 7.8 eV versus the 12 eV thresh- 
old of O(1S) [23]. 

According to Fig. 6, H2O was mainly produced 
by reaction of fuel with OH radical. The reaction 
rate constant used was from Ref. [24] and they re- 
ported an uncertainty of 22% at 298K. Therefore, 
this rate constant could be adjusted within the rate 
uncertainty but it may not be enough to increase the 
predicted concentrations by a factor of two. This 
means that there are additional H2O pathways not 
considered in the mechanism. 

For C2H2, the model predicted several indirect 
pathways involving multiple intermediate steps that 

form reactants like C2H3, CH2, and C2H+
5   before 

producing  C2H2.  As  shown  in  Fig.  7,  CH+
3    was 

shown to be significant for the major pathway to 

form  C2H+
5 , and  electron-impact  reactions  with 

fuel formed the majority of CH2. Ref. [14] reported 
high uncertainties in the rate constants: 50%–300% 
uncertainty for  the C2H3  reactions and 152%  un- 
certainty for the CH2 reaction. These rate constants 
need to be more accurately determined by exper- 
iments or theory to improve the prediction. Fur- 
thermore, a recent plasma-assisted CH4 pyrolysis 
study [25] suggested that the branching ratios for 
the dissociative electron-impact reactions with CH4 
needed to be updated with significantly more for- 
mation of  CH2. Also, reactions of  He+

2    with fuel 

were included to form additional CH2 [25], but He+
2 

was  not  considered  in  this  study.  Both  of these 
changes would contribute to increased C2H2 pro- 
duction via increased CH2 (Fig. 6). These modi- 
fications could also improve the CH2O prediction 
through greater product formation via CH2 + CO2 
(Figs. 6 and 7). 

To investigate the effect of the initial mixture 
composition on the product species formation and 
selectivity, time-resolved measurements were also 
conducted for a pyrolysis condition and additional 
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Fig. 6. Production and consumption percentages of the three measured products for the stoichiometric reforming mixture. 
Percentages on arrows pointing towards and away from the 3 species represent their relative production and consumption 
fluxes, respectively. 

 
 

 
Fig. 7. Path flux analysis of hydrocarbon products for the 
stoichiometric dry reforming mixture. All percentages are 
reported as flux from the base of the arrow. 

 

dry reforming equivalence ratios of φ 0.5 and φ 
2. The experimental measurements for these ini- 

tial compositions were plotted in Fig. 8. Generally, 
all three  measured  product  species  did  not  show 
a strong dependence on equivalence ratio. The 
greatest contrast was between the dry reforming 
mixtures and the pyrolysis mixture, where pyrolysis 
showed a factor of 2 increase in C2H2 production.  
As discussed previously, an important intermediate 
species for C2H2 formation was CH2. From Fig. 7, 
half of the CH2 reacted with  CO2  and  formed 

CH2O in the φ 1 case.  In the pyrolysis mixture,  
CH2 cannot be consumed by CO2. Hence addi-  
tional C2H2 was produced through CH2, based on 
path flux analysis (not shown). 

Interestingly,  the  C2H2  concentration  in  the φ 
0.5 and φ 1 cases were measured to be very 

similar. Given the dependence of C2H2 production 
on radicals formed from CH4 shown in Figs. 6 and  
7, this result was unexpected. First, the measured 
C2H2 concentrations had a 20% uncertainty as- 
signed to them, so it was possible that any differ- 
ences fell into this range. Next, the primary con- 
sumer  of  C2H2  was  CH+

5 .  For  fuel  richer  condi- 

tions, the C2H2 concentration may be suppressed 
by the increase in CH+

5 . Indeed, for the φ = 2 case, 

 

 

 

 

 

 

 

 

Fig. 8. Measured time evolution of product species for 
pyrolysis and dry reforming mixtures with φ  0.5, 1, and 
2. The dashed line marks the end of the 300-pulse burst. 

 
 

there was a clear drop in C2H2 compared with the 
other equivalence ratios. 

For CH2O, the final measured concentrations in 
the three mixtures did not vary more than 30% and 
the maximum production of CH2O was reached in 

the φ 1 case. From Fig. 6, the dominant reaction 
pathway was from CH3 + O. Any deviation from 
stoichiometric conditions would create an imbal- 
ance in these radicals as there would be either more 
CH3 or more O radical. Additionally, in the model, 
the primary consumption pathway for CH2O was 

its reaction with O radical. Therefore, the φ 0.5 
mixture would have a lower CH2O concentration 
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than the φ 2 mixture, due to enhanced CH2O  
consumption by O. This trend was indeed observed 
for the measured CH2O shown in Fig. 8. 

The experimental H2O concentrations did not 
vary dramatically and were within the 20% mea- 
surement uncertainty of each other. If CH4 + OH 
is the major pathway, then this behavior could be 
explained. With more CO2 in the fuel-lean mix- 
ture, there would be more O and OH radicals due 
to an increase in dissociation of CO2 by electron- 
impact. That would boost H2O formation. How- 
ever, in Fig. 7, CO consumed OH to make CO2. 
This reaction has a rate constant that is 500 times 
larger than that for the CH4 + OH reaction at 
298K. Thus, even CO concentrations of 100 ppm 
could compete with CH4 for OH. The H2O produc- 
tion would drop due to the consumption of OH by 
CO and limit the variation in H2O concentration. 
For the fuel-rich mixture, there would be less CO2 
to produce O and OH, but at the same time, there 
would be less CO to consume the OH that makes 
H2O. 

The previous explanations of the equivalence 
ratio trends assume that the plasma properties were 
predicted correctly, as they all use pathways involv- 
ing species like ions and radicals are produced from 
electron-impact reactions. As shown earlier, chang- 
ing the mixture can have a nonlinear effect on E/N, 
ne, and Te which would then propagate to the pro- 
duction of  these radicals and ions. For example, if 
the CH4 ionization, a function of electron energy, 
was severely under-predicted, then CH+

5   concentra- 

tion would also be low, leading to less consumption 
of  C2H2  and higher C2H2  concentrations. There- 
fore, it was critical to compare the model against 
available ne and Te measurements to demonstrate 
its predictive capabilities, but additional measure- 
ments are necessary in mixtures with higher reac- 
tant mole fractions for complete validation. 

 

5. Conclusion 

 

Use of in situ time-resolved diagnostics for mea- 
surement of plasma properties and species concen- 
trations was demonstrated to validate predictions 
of plasma physics and chemical kinetics by a 1- 
D model of plasma-assisted CH4 reforming and 
identify where improvements are needed in the ki- 
netic mechanism. Comparison against the ne and 
Te measurements shows that the nonlinear effect of 
CH4 addition on the plasma properties was success- 
fully predicted and the major difference between 
the 0% CH4 mixture and 1% CH4 mixture was due 
to faster breakdown in the gas. However, the break- 
down was not accelerated more by further addition 
of CH4, indicating that the comparatively small 
differences in ne and Te were due to changes in 
electron-impact reactions with CH4. Time evolu- 
tion of C2H2, H2O, and CH2O were measured in 
pyrolysis and dry reforming mixtures and were used 

as validation targets for the model. CH2O was pre- 
dicted within 25% of the measured values. Path flux 
analysis for the modelled CH2O suggests that the 
primary path for CH2O production is CH3 + OH 
with a secondary path through CH2 + CO2. The 
H2O and C2H2 were under-predicted by a factor of 
two and three, respectively. From the path flux anal- 
ysis for these species, more accurate rate constants 

for reactions involving C2H3, CH2, and C2H+
5   need 

to be used for better predictions. Finally, the effect 
of the “equivalence ratio,” defined by the CH4 dry 
reforming reaction to H2 and CO was shown to be 
weak and this was explained based on the path- 
ways from the stoichiometric dry reforming sim- 
ulation. These pathways result from radical and 
ion production initiated through electron-impact 
which sensitizes the products to uncertainties in 
the predicted plasma properties. Therefore, com- 
bined measurements of both plasma properties and 
species concentrations are necessary for developing 
a model with validated plasma physics and chem- 
istry and for obtaining a quantitative understand- 
ing of plasma-assisted CH4 reforming. 
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