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Abstract— Deep learning (DL) has gained unprecedented
success in many real-world applications. However, DL poses
difficulties for efficient hardware implementation due to the
needs of a complex gradient-based learning algorithm and the
required high memory bandwidth for synaptic weight storage,
especially in today’s data-intensive environment. Computing-in-
memory (CIM) strategies have emerged as an alternative for
realizing energy-efficient neuromorphic applications in silicon,
reducing resources and energy required for neural computations.
In this work, we exploit a CIM-based spatial-temporal hybrid
neural network (STHNN) with a unique learning algorithm.
To be specific, we integrate both multilayer perceptron and
recurrent-based delay-dynamical system, making the network
becomes linear separable while processing information in both
spatial and temporal domains, better yet, reducing the memory
bandwidth and hardware overhead through the CIM architec-
ture. The prototype fabricated in 180nm CMOS process is built
of fully-analog components, yielding an average on-chip classifi-
cation accuracy up to 86.9% on handprinted alphabet characters
with a power consumption of 33mW. Beyond that, through
the handwritten digit database and the radio frequency fin-
gerprinting dataset, software-based numerical evaluations offer
1.6–to–9.8× and 1.9–to–4.4× speedup, respectively, without
significantly degrading its classification accuracy compared to
the cutting-edge DL approaches.

Index Terms— Deep learning, computing-in-memory,
spatial-temporal architecture, analog computing,
delay-dynamical system, hybrid neural network, on-chip
classification.

I. INTRODUCTION

ARTIFICIAL intelligence (AI), an automatic learning
system intended to replicate the way that we humans

learn, offers an alternative solution to accelerate the com-
putational efficiency with witnessed remarkable progress in
a board spectrum of scenarios [1]. The capabilities of AI
are exploited through software simulations, which rely on
general-purpose computing systems or cloud infrastructures
to train a large-scale artificial neural network (ANN). As their
drawbacks, the required computational resources (e.g., the
storage capacity and the memory bandwidth) and the network
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performance (e.g., the connectivity and the latency of network
communication) significantly degrade the user experience,
while themselves exposing other security issues.

Throughout the development history of AI, deep neural
networks (DNNs) have been optimized by the gradient-based
learning algorithms with the help of high-performance proces-
sors, programming frameworks, and big data [2]–[4]. The
high level of complexity in DNNs requires the use of
high-performance central processing units (CPUs) and graph-
ical processing units (GPUs) to execute neural computations.
However, the fact that separating the memory and CPUs/GPUs
location requires more resources to be allocated for data
transmission, resulting in lower computational efficiency. With
the increasing demand in DNNs, the demand for sophisticated
hardware has also increased, boosting the power consumption
to a higher magnitude.

Application-specific integrated circuit (ASIC) chips, on the
other hand, have paved the way for DNNs by accommo-
dating electronic synapses and neural computing strategies
with parallel computing capability. By storing the weight
matrices (i.e., memory) in electronic synapses between lay-
ers, the multiplication-and-accumulation (MAC) operation is
made possible by reading the memory information directly
with multiple inputs in a single run, reducing the memory
bandwidth required for read/write operations and increasing
the computational efficiency. Many highly optimal DNNs have
been introduced to demonstrate remarkable computing capa-
bilities in a wide range of complex applications [2], [5]–[7],
and yet, these structures suffer from the computational cost,
leading to inefficient hardware implementation.

On one side, ASIC implementations significantly accel-
erate the computational efficiency of DNNs. On the other
hand, DNNs tend to maximize the accuracy with increments
of complexity [8]. In particular, the use of gradient-based
backpropagation learning algorithm is a highly complex
operation, as the gradient of loss functions needs to be
propagated recursively backward to estimate the change of
weights required in each hidden layer. More importantly,
the complications are amplified by the imperfections in circuit
components.

By contrast, the introduction of reservoir computing net-
works has opened up new possibilities by eschewing the
complex gradient-based learning algorithms [9], [10]. Reser-
voir computing networks, uniquely suited for nonlinear infor-
mation processing, offer a unique training mechanism by
only updating the output weights, significantly reducing the
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computational and design overhead. In recent years, vari-
ous applications of reservoir computing networks have been
introduced; in particular, reservoir computing networks have
been shown to be a promising candidate for sequence learn-
ing [11]–[13]. Beyond that, the delay-based reservoir net-
work is a unique reservoir computing paradigm with a
delay-feedback structure [14], which satisfies the required
high-dimensional mapping as in the original reservoir com-
puting network with a simple processing structure, making
the network an outstanding model for power-limited portable
devices.

The motivation of our work is to introduce a computing-
in-memory (CIM)-based spatial-temporal hybrid neural net-
work (STHNN) with an embedded delay-dynamical system.
Specifically, we focus on the optimization of network struc-
ture and training algorithm to minimize the implementation
complexity of ASIC-based DNN designs. Major contributions
of our work are summarized as follows:

1) A spatial-temporal computing structure by integrat-
ing both multilayer perceptron and recurrent-based
delay-dynamical system.

2) A CIM-based MAC operator with fully-analog compo-
nents, enabling the high-speed parallel operation without
degrading the network’s stability.

3) A unique training mechanism by only updating readout
weights, potentially reducing the resources and energy
required for learning operations in hardware.

4) A prototype fabrication with microcontroller verifica-
tion, yielding an average on-chip classification accuracy
up to 86.9% on handprinted alphabet characters with
merely 33mW of power consumption.

5) Software-based evaluations offer up to 9.8× speedup
over the cutting-edge DNN models while yielding a
competitive classification accuracy.

The rest of this paper is organized as follows: Section II
provides an overview of DNNs. The design methodology
of the introduced CIM-based STHNN and the demonstra-
tion of the fabricated prototype are discussed in Section III
and Section IV, respectively, followed by the software-based
evaluations in Section V. The paper is then concluded in
Section VI.

II. DEEP LEARNING

Deep learning (DL), the cutting-edge of AI, is capable to
automatically learn and optimize by extracting key features
or finding similarities from data based on a general-propose
learning algorithm [15], [16]. This is made possible through
multiple hidden layers and a colossal amount of neurons
in DNNs, in a similar way to humans; that is, DNNs
are what underpins DL. For instance, in a DNN-based
image classification task, edges at a particular orienta-
tion or location of an image are extracted by the first
hidden layer, while particular arrangements of edges and
motifs are detected by latter hidden layers [17]. Essen-
tially, by deploying more hidden layers and associated neu-
rons, DNNs can represent functions of increasing complexity,
exploring themselves to more sophisticated machine learning
applications.

A. Deep Learning Models

The general development of DNNs can be categorized into
two aspects, i.e., the feedforward neural networks (FNNs),
representing the spatial-based DNN structures, and the recur-
rent neural networks (RNNs), representing the temporal-based
DNN structures. The former targets at extracting key features
from static data while the latter aims at finding similarities
from dynamic information.

In FNNs, multilayer perceptron (MLP) is only made of
dense layers, while convolutional neural networks (CNNs)
are made of convolutional layers, pooling layers, and dense
layers. By concatenating multiple hidden layers in a processing
pipeline, both MLP and CNNs have become quintessential
DNN models used in computer vision and pattern recognition
[5], [18]–[20]. Despite that CNNs have broken many perfor-
mance records in computer vision, the number of convolution
kernels and layers significantly impacts the training time and
the inference accuracy. The recent progress in DL aims to
bridge the gap between neuroscience and machine learning,
creating a network that closely replicates the behavior of
brain cortex. Spiking neural networks (SNNs) incorporate
event-driven processing structure, in which neurons propagate
information through biologically-realistic signals (i.e., spikes),
exhibiting favorable properties in neural circuits like the brain
[21]. SNNs have been proven to be a powerful tool in domains
of classification and recognition tasks [22]–[24].

By contrast, in RNNs, hidden layers are built of feedback
connections, having similar temporal dynamics as in SNNs
[25]. In general, RNNs are designed to take a series of input
without predetermined limit on size, adding an interesting
twist over FNNs. With the recurrent structure, RNNs have the
capability to process one or more input vectors and to produce
one or more output vectors, whose outputs are influenced
not only by internal weights but also by the context based
on historical information. Among various RNN models, both
long short-term memory (LSTM) [26] and gated recurrent
unit (GRU) [27] have additional interacting gates to determine
how much of each information should be removed or passed
forward, yielding a better control-ability and performance. Due
to the sequential nature of recurrent connections, RNNs have
widely deployed in time series prediction, speech recogni-
tion, and natural language processing [28]–[31]. Nevertheless,
the training operation with historical information presented in
earlier computing cycles has become the major factor that
limits the efficient hardware implementation. More impor-
tantly, all internal weight matrices and bias vectors need to
be trained, leading to significant computational and hardware
overhead, and impeding such powerful computing modules for
deployment to portable devices.

B. Learning Algorithms and Design Challenges

In general, both FNNs and RNNs utilize some version
of gradient descent for calculating weight updates during
the training, that is, the bigger the gradient, the bigger the
adjustment, or vice versa. However, this method is complicated
by the vanishing gradient problem [32], which is inevitable
in gradient-based learning algorithms. In such approaches,
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Fig. 1. General structure of echo state network (ESN).

gradients of error function will gradually shrink as it prop-
agates recursively backward. As the network gets deeper,
the gradient presented in earlier hidden layers will be plainly
small or even non-existent, preventing the weight from chang-
ing its value or even completely stopping the neural network
from training. On the other hand, by directly accessing the
neural activation in the forgetting gate with a unique additive
gradient structure, LSTMs enable the network to prevent the
error gradients from vanishing [33]. Despite that both CNNs
and LSTMs with the use of gradient-based learning algorithms
are powerful, such structures are complicated to be realized in
hardware.

C. Reservoir Computing Network

Echo State Networks (ESNs) [9], the well-known reservoir
computing paradigm, sidestep this issue by only training the
output weights with a unique learning mechanism. As depicted
in Fig. 1, ESNs consist of 3 major computing layers, in which
the reservoir layer is formed by a group of sparsely-connected
neurons, offering a high-dimensional mapping for sequential
inputs and enhancing the separability of networks. The general
state of reservoir dynamics can be expressed as

ht = f (xt · Win + ht−1 · Wh + bh), (1)

where f () is the hyperbolic tangent (tanh) activation, xt

denotes the input at present computing cycle, Win and Wres

represent input weights and internal weights, respectively,
ht−1 indicates the historical information from the previous
computing cycle, and bh is bias vectors. The actual output
can be then calculated as

ŷt = ht · Wout + bout , (2)

where Wout indicates output weights. In practice, the reservoir
layer must satisfy the echo state property (ESP) for computing
the ESN principle, relating asymptotic properties of reservoir
dynamics to the driving signal [34]. For such an operation,
Wres is first initialized with a uniform distribution between
−0.5 to 0.5. This weight matrix is then updated only once
according to the ESP with a spectral radius below 1, which
can be denoted as

Wres := |λmax(Wres )|
σ

· Wres , (3)

where |λmax(Wres )| is an eigenvalue of Wres ∈ [−0.5, 0.5]
with the largest absolute value, and σ represents the spectral
radius. Once the network is initialized, Win and Wres remain
fixed for the entire simulation.

Fig. 2. General structure of time-delay reservoir (TDR) network.

In the recent progress of reservoir computing, a delay-based
reservoir computing is proposed with the introduction of time-
multiplexing, as shown in Fig. 2. The reservoir dynamics
are hereby given by a delay-feedback system with a single
nonlinear neural activation, which can be simplified as

ht = f (xt · M K + ht−1), (4)

where M K is a mask function, in which the time length per
frame is identical to the time interval between neurons in
the reservoir layer. The use of delay-feedback system enables
the simple implementation of neural networks with analogue
hardware in either electronically or optically [14], [35]–[38].

III. SPATIAL-TEMPORAL HYBRID NEURAL NETWORK

Hybrid neural networks (HNNs) typically concatenate two
or more FNNs and RNNs in a processing pipeline to improve
the learning capability. In this work, we build a CIM-based
spatial-temporal HNN (STHNN) by integrating both MLP
and recurrent-based delay-dynamical system (DDS), making
the network becomes linear separable while computing static
and dynamic data in both spatial and temporal domains.
Fig. 3 demonstrates the general architecture of our CIM-based
STHNN, composing of a dense layer as the feature extractor,
multiple analog computing units that are built upon DDS as
a internal processing layer, and a CIM-based neural classifier
as the output layer. More specifically, we utilize the spatial
characteristic in the dense layer to extract key features of
inputs, while utilizing the temporal characteristic in the DDS
to enable the learning capability with historical information.
In the meantime, we take advantage of the unique learning
mechanism introduced in the reservoir computing network
to reduce required resources for training. Lastly, we adopt
the spiking information processing capability to diminish the
implementation complexity on ASIC chip.

A. CIM-Based MAC Operation
The necessary feature extraction of DL through the MAC

operation is commonly carried out through an intensive sum-
of-product computation. However, due to the high access
latency and bandwidth required for reading/writing memory
cells (MCs), a timely response can no longer be realized
with the conventional computing architecture [39]. On the
other hand, in neuromorphic applications, crossbars with
current-based MCs can frankly implement such a MAC oper-
ation. Essentially, input vectors can be mapped to voltages
and weight matrices can be implemented with crossbars.
Consequently, the MAC results can be computed by mul-
tiplying input vectors with MCs in crossbars and sampling
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Fig. 3. Overview of computing-in-memory (CIM)-based spatial-temporal hybrid neural network (STHNN) architecture.

Fig. 4. Deploying the computing-in-memory (CIM)-based multiplication-and-accumulation (MAC) operator on a resistive crossbar.

the accumulated current on each bit-line (BL), which can be
expressed as

I j =
m∑

i=1

Vi · Gij , (5)

where Vi is the input voltage, m defines the input dimension,
and Gij represents the conductance of an MC located at the
i -th source-line (SL) and j -th BL.

The deployment of MAC operation on a memory crossbar is
depicted in Fig. 4. In practice, any given patterns (e.g., images)
are commonly reshaped into an one-dimensional (1D) matrix,
[1, m], before the neural computation takes over. To extract m f

features, a crossbar with the shape of [m, m f ] is deployed.
With the consideration of precise modeling, both positive
and negative weights are utilized in our work to form a
double-column crossbar, in which a single weighted value of
Win is represented by a pair of MCs with a shared SL, that
is, Gij = G+i j − G−i j , where G+i j and G−i j denote the positive
and negative conductance of MCs, respectively.

The MCs used in this design are built of resistive mem-
ory, in which the high-resistance-state (HRS) and the low-
resistance-state (LRS) of each MC are defined as R ∈
[1k–to–20k�]. This particular resistance state is allocated
within the range of measured resistance states through the dis-
crete memristor device (BS-AF-W) from the Known Inc. [40]
with a linear scaling factor of 50,000. Table I demonstrates a
simplified truth table of MAC operation with a binary input,
representing a black-and-white image. In such a computation,

TABLE I

SIMPLIFIED TRUTH TABLE OF MULTIPLYING-AND-ACCUMULATING

(MAC) OPERATION WITH BINARY INPUT

a group of voltages, representing the corresponding infor-
mation of an actual input, is applied to the horizontal SLs
synchronously. As the outcome, an accumulated current is
generated at each vertical BL where the MAC operation is
deployed, which can be expressed as

I j = I+j − I−j =
m∑

i=1

Vi · G+i j −
m∑

i=1

Vi · G−i j . (6)

It can be observed that a subtraction operation is required
for the double-column crossbar design as the negative con-
ductance nor current are non-existent. To support such an
operation, a bilateral current sensing amplifier (BCSA) with
the inlaid neural activation is deployed. During the operation,
the accumulated I+j and I−j are respectively injected into the
BSCA. The transistor M1 senses the positive input current,
I+j , and the reference current generated through the transistor
M3, such that IM1 = I+j + IM3. This current is then replicated
through the associated current mirror, M5–to–M8, such that
IM8 = IM6 = IM1. As the negative input current, I−j , injects
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Fig. 5. Computing structure of delay-dynamical system (DDS).

into the transistor M2, the associated current mirror forces
M2 to replicate the current at M1, and thus, IM2 = IM1.
By balancing the current of IM1 and IM2, the current through
the transistor M9 can be expressed as IM9 = I+j − I−j , such
that, IM2 = IM9 + I−j + IM4 = I+j + IM4 = IM1. The
high-gain operational amplifier keeps tracking the variation
of its positive and negative inputs, and dynamically regulates
the driving voltage of M9. The resulting current of I+j − I−j
is replicated through the output current mirror, M9 & M10,
with a current gain of A. The output voltage can be then
consistently generated through a loading transistor ML . Such a
linear computation is obtained when I+j − I−j > 0. By contrast,
IM9 = 0 when I+j − I−j < 0 as the current cannot be
propagated reversely through the transistor M9, and thus,
output remains at 0V.

Such a CIM-based network allows MAC operation with
multiple inputs in a single reading to enable the high-speed
parallel operation, minimizes the output voltage variation
under various BL currents, models the neural activation of the
rectified linear unit (ReLU) as required in the feature extractor,
and isolates the MAC operation and latter computations. More
importantly, the MAC operation along with the BCSA generate
the desired analog signal as required by DDS, and thus,
analog-to-digital and digital-to-analog converters are unnec-
essary, potentially making the system suitable for large-scale
DNN designs.

B. Delay-Dynamical System

In our STHNN, the internal processing layer is built of DDS,
allowing the network to gather knowledge and experience
from its previous computing cycle without the use of synaptic
weights. The DDS is built upon a delay-based reservoir
computing network, as demonstrated in Fig. 5, composing of
a nonlinear neural activation (NNA), an analog-to-spike (A/S)
encoder, a dynamic memory delay line (MDL), and a spike-
to-analog (S/A) decoder.

During the operation, BCSA fetches the accumulated MAC
results for the NNA to carry out the high-dimensional
mapping, and thus, uncorrelated features between inputs can

Fig. 6. Operating principle of the dynamic memory delay line (MDL) with
dense output weights and neural classifier.

be linearly separated. The selected activation data is then
encoded into a temporal spike train and propagated along
the MDL with a controllable timing coefficient to express
the historical information, that is, forming the short-term
memory. As depicted in Fig. 6, the MDL is generally
composed of a succession of leaky integrate-and-fire (LIF)
neurons, carrying out the linear feedback shifting operation
and storing the shifted information for a short period of
time, and thus, additional memory storage is unnecessary.
Through such a delay-feedback structure, the DDS exhibits
a transient response to form a short-term memory, gaining the
capability to learn from the context of data. As the outcomes
from the DDS, a set of temporal spike trains stored in the
MDL, representing the internal state of DDS, are gathered
and decoded back into analog signals to compute the final
outcomes through the neural classifier.

NNA is the key component in DNNs to carry out the
high-dimensional mapping; however, the commonly used
NNAs in RNNs (e.g., sigmoid and tanh) are still suffered
from the vanishing gradient problem, in which the gradient
towards either end of these functions tends to respond very
less to change. By natural, Mackey-Glass (MG) function [41]
refers to a family of delay differential equation, showing that
the dynamics of a delay-feedback system can depend on both
present inputs and historical data, which can be written as

yt = α · xt−τ

1+ xβ
t−τ

− γ · xt , (7)
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Algorithm 1 STHNN
Data: x = [n, m], y = [n, l], scaling = k, G.noise
Result: Wout

initialization
Win := |λmax (Win)|

σ · Win

for i ← 1 to n do
mapt = ReLU(mi · Win + bin)
for i i ← 1 to m do

ht = MG((1 − k) · mapt + k · ht−1 + bh)
end
if G.noise is not None then

ht = ht + G.noise
end

end
return ht

S = [h0, h1, · · · , hn]
Y = [y0, y1, · · · , yn]
Wout = Y · S′ · (S · S′ + η · I )−1

where xt is the input at present computing cycle, xt−τ rep-
resents the input from τ -th previous computing cycle, α and
γ are scaling parameters where γ is commonly defined as
γ = 1− α, and β is the nonlinear exponent. The use of MG
function as NNA was first introduced in [14]; afterward, our
previous work in [13] demonstrates the advantages of MG over
classical NNA in the application of wireless communication.
In the circuit point of view, the characteristic of MG function
can be realized by comparing the potential level of input signal
and the threshold voltage of sensing transistor. In this work,
the electronic circuit model of MG function is optimized based
on our previous design in [13].

Likewise, the LIF neuron is an essential processing unit in
our STHNN, which is built based upon our previous design in
[35]. Such a LIF neuron can be adopted to implement the A/S
encoder by directly sensing the raw sensory information and
to implement the MDL by inputting a constant current with a
controllable triggering signal. The general operation is carried
out by firing a spike once the potential across the membrane
capacitor exceeds the firing threshold. Ultimately, to compute
the final outcomes of network, a S/A decoder is needed to
decode the temporal spike train back into analog signals,
in which the decoder is optimized based on our previous work
in [42]. As the encoded information is carried by time intervals
on a temporal spike train, the core idea of the decoding scheme
is to extract these time intervals as a driving signal to achieve
various levels of analog voltage.

C. Learning Rule

In the training operation, weight matrices of the feature
extractor are initialized according to the ESP with a uniform
distribution between −1 to 1. Once the input layer is initial-
ized, Win remains fixed for the entire computation. Such an
operation allows the input layer to act as a unique filter for
feature extraction.

For each computing cycle, the trajectory of reservoir dynam-
ics is computed by feeding the training sample, {xi }mi=1. As the

Fig. 7. Die micrograph of fabricated prototype in standard 180nm CMOS
process, occupying 9mm2 die area.

Fig. 8. System-level testbench for performance evaluations.

outcomes, a set of internal states, {ht }mt=1, is obtained by inte-
grating the present feature input and the historical information
stored in the MDL. Consequently, optimal output weights can
be calculated directly through the Tikhonov regularization,
which can be defined as

Wout = Y · S′ · (S · S′ + η · I )−1, (8)

where S′ represents the transpose matrix of reservoir dynamics
S = [h0, h1, · · · , hn], Y = [y0, y1, · · · , yn] is the target
output, n is the number of training samples, η ≥ 0 is a
constant, and I is the identity matrix with the same size
of reservoir state. Classification accuracy is then calculated
simply as the fraction of correctly classified inputs. The
general learning operation of our STHNN is summarized in
Algorithm 1.

Authorized licensed use limited to: to IEEExplore provided by University Libraries | Virginia Tech. Downloaded on July 09,2021 at 20:13:57 UTC from IEEE Xplore.  Restrictions apply. 



2856 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 68, NO. 7, JULY 2021

Fig. 9. Measured characteristics of bilateral current sensing amplifier (BCSA)
with inlaid rectified linear unit (ReLU) neural activation.

Fig. 10. Measured characteristics of Mackey-Glass (MG) neural activation
together with the ideal fit.

IV. PERFORMANCE EVALUATION

A prototype of STHNN is fabricated in GlobalFoundries
(GF) standard 180nm CMOS process for basic function veri-
fication of on-chip classification. Fig. 7 demonstrates the die
micrograph of our fabricated STHNN. Two STHNN cores
along with peripheries and basic function modules measure
9mm2, where each STHNN core occupies 0.814mm2. In this
prototype, each STHNN core is built of a 16× 8 CIM-based
feature extractor with analog MAC operators, 8× DDSs with
a total of 64 neurons, and a 8×4 CIM-based neural classifier.
During the inference, input weights and output weights are
initialized and calculated, respectively, through an offline com-
piler. Fig. 8 presents the system-level testbench and software
interface for the performance evaluation, composing of an
ARM-based microcontroller (MCU), a test chip mounted on
the printed circuit board (PCB), and a host computer.

A. System Characteristics

1) MAC: With the introduced BCSA, the linearity and the
stability between the MAC operation and latter computations

Fig. 11. Illustration of temporal spike trains along the memory delay
line (MDL) with an identical delay time of τ .

Fig. 12. Measured characteristic of leaky integrate-and-fire (LIF) neuron
with respect to various threshold voltages and reference currents.

can be maintained. To demonstrate such a functionality, input
currents, I+in and I−in , respectively collected from B L+ and
B L− from the crossbar were directly applied to the BCSA.
As plotted in Fig. 9, a linear response of output voltage, in a
range of 0–to–0.7V, can be obtained when I+in − I−in > 0,
in which the dynamic range of both I+in and I−in were set
to be 0–to–1mA. By contrast, Vout remains at 0V when
I+in − I−in < 0, indicating that more features are correlated with
negative weights. Such a distribution closely models the MAC
operation along with the ReLU neural activation as required
by the feature extractor. Compared to the design in [43], our
BCSA is capable to process information collected from both
positive and negative synaptic weights with 2× input dynamic
range, and naturally achieve a ReLU NNA.

2) NNA: From Eq. (7), the nonlinear characteristic of the
MG NNA can be denoted as

Xout = α · Xin

1+ Xβ
in

. (9)

As shown in Fig. 10, a nonlinear response of output voltage
can be observed, in which the input voltage was set to be
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TABLE II

MEASURED ON-CHIP CLASSIFICATION ACCURACY OF 12 SELECTED CHARACTERS DEPLOYED IN 9 TESTING SETS

Fig. 13. Measured reservoir dynamics with (left) a short delay of 0.4μs and
(right) a long delay of 0.9μs.

0–to–1.8V. It can be also observed that the measured nonlinear
characteristic fits the ideal MG function with a scaling parame-
ter and nonlinear exponent of α = 1 and β = 16, respectively.
Moreover, the reported power consumption of 24.55μW in our
newly optimal design exhibits 2.66× power reduction over our
previous implementation in [13].

3) MDL: Multiple LIF neurons are concatenated in series
to form a MDL, where the spike generated from the present
neuron is used as the triggering signal for its following. The
delay is formed based on the time required to fire the LIF
neuron, which can be simplified as,

τ = Cm · Vcm

Ire f
, (10)

where Cm is the membrane capacitance, Vcm is the voltage
potential across Cm , and Ire f is the reference input current.
As demonstrated in Fig. 11, a delayed temporal spike train
along the MDL can be obtained with an identical delay time.
Moreover, by controlling the reference current applied to the
LIF neuron, an adjustable delay, in a range of 0.35–to–2.38μs,
can be obtained, as depicted in Fig. 12. Likewise, compared
to the LIF neuron presented in our previous work [35],
the reported power consumption of 3.1μW in our newly
optimal design expresses 5.37× power reduction even with
a less advanced CMOS process and a higher supply voltage.

4) Reservoir Dynamic: In the Lyapunov stability analysis,
a delay-feedback system can be either stabilized or destabi-
lized with the introduction of delay, transferring the dynamic
of such a system from periodic to chaotic, or vice versa [44].

The phase portraits, as illustrated in Figure 13, depict the
dynamics of DDS by using two activation data, in which
one of them is collected with time delay. When the timing
coefficient is set to be 0.4μs, the delayed activation data keeps
tracing its initial path while only a small amount of data is
diverged, making the dynamic of DDS close to the periodic
regime. As the timing coefficient increases (e.g., 0.9μs), more
delayed activation data diverge from the initial path, and yet,
the equilibrium point remains to track its original path even in
a long run, making the dynamic of DDS close to the chaotic
regime.

B. On-Chip Character Classification
The neural classifier in our fabricated STHNN prototype

contains four output neurons, which are capable to classify
images into four categories. In this experiment, 12 capital
characters were drawn from the NIST handprinted alphabet
character database [51]. Each MC in the feature extractor and
neural classifier were set according to the optimal weights
after training a small-scale network through software. During
the inference, selected images (128×128 pixels) were cropped
(32×32 pixels), down-sampled (4×4 pixels), and reshaped into
a 1D column vectors through the MCU. The final outcomes
from the MCU were further scaled down to the desired voltage
level supported by the fabricated test chip (e.g., 0–to–1.8V)
through off-chip voltage dividers and buffers. Input voltage
signals were then processed by the on-chip STHNN, in which
the corresponding categories of input images were measured
simply as the highest voltage amplitude among four output
neurons. With the use of down-sampling operation, a large
group of characters cannot be represented or differentiated by
a 4 × 4 array, and thus, only 12 characters were adopted in
this experiment.

During the evaluation, 128 measurements were carried out
for each set of random characters to demonstrate the robust-
ness of our fabricated STHNN prototype. Table II depicts
the classification accuracy of 12 selected characters deployed
in 9 different testing sets. Under the scenario without noise,
the average classification accuracy for 4,608 images among
9 testing sets reaches 86.9%. Since the down-sampled images
of characters “A, F and P” as well as “H and N” are difficult
to be differentiated in a small array, a lower classification
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TABLE III

PERFORMANCE COMPARISON TO THE STATE-OF-THE-ART NEUROMORPHIC CHIPS

Fig. 14. Power distribution during inference @ 33mW and area breakdown
of neural core @ 0.814mm2.

accuracy is reported when they are examined under the same
group. Beyond that, the classification accuracy was also eval-
uated with the introduction of noise by randomly overwriting
the information of 1–to–3 pixels for each down-sampled
images. It can be deduced from measurement that a higher
inference error occurs with the introduction of noise, reducing
the average classification accuracy to 73.9%.

C. Power and Area Analysis

In this experiment, the supply voltage was fixed at 1.8V
and the clock frequency was set to be 1MHz. The power
distribution and the area breakdown of our fabricated STHNN
prototype are demonstrated in Fig. 14, where the total
power consumption of 33mW is reported during the infer-
ence operation. The feature extractor together with analog
MAC operators occupy 40% of total power and 44% of
total area; 8× DDSs occupy 28% and 36% of total power
and area, respectively; the neural classifier occupies 20% of
total power and 10% of total area, and the rest is occupied
by peripheries (e.g., analog/digital buffers, reference volt-
age/current generators, etc.). Design specifications of our fab-
ricated STHNN prototype and the comparison to the state-of-
the-art neuromorphic chips are summarized in Table III. Due
to the limitation of a small-scale MAC operator, the reported

performance efficiency of 393 × 10−6TOPS/mm2 is signif-
icantly lower. However, our fabricated STHNN prototype
demonstrates the possibility of bridging FNN and DDS in a
processing pipeline for neuromorphic applications, potentially
yielding a competitive performance with a simplified network
structure.

V. APPLICATION EVALUATION

In our hardware modeling, a small-scale of STHNN is
implemented on the test chip for the functional verification.
To further demonstrate the advantages and the reliability
of our STHNN over other DNN models, in this section,
a mathematical model of our STHNN was implemented in
TensorFlow, and its performance was evaluated through the
MNIST handwritten digit database [52] and the ORACLE
radio frequency (RF) fingerprinting dataset [53]. The perfor-
mance was then compared to our baseline DNN models (MLP,
CNN, LSTM and GRU) and the cutting-edge DNN models.

A. Experimental Setup

In this experiment, the performance was evaluated through
the 4-core Intel i7-6700K CPU and 16G RAM. All weight
matrices and bias vectors of baseline models were updated
through the gradient-based backpropagation learning algorithm
by minimizing the cross-entropy loss through the Adam opti-
mizer. Learning parameters were set as follows: an L2 regu-
larization was utilized to prevent the overfitting, the dropout
rate on the readout layer was set to be 0.5, and the learning
rate was set to be 1× 10−3.

The database used in the evaluation of handwritten dig-
its contains 70,000 28 × 28-pixel black-and-white images.
In this task, 55,000 samples were adopted for training
and 10,000 samples were adopted for testing. Likewise,
the dataset used in the evaluation of RF devices contains
16 USPR X310 transmitter radios, each of which has 20 mil-
lion bit-similar in-phase and quadrature (IQ) samples col-
lected from over-the-air WiFi transmission. In this task,
512,000 complex IQ samples were drawn for each RF device,
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TABLE IV

PERFORMANCE COMPARISON TO OUR BASELINE MODELS ON MNIST DATABASE

TABLE V

PERFORMANCE COMPARISON TO OUR BASELINE MODELS ON RF FINGERPRINTING DATASET

Fig. 15. Classification accuracy of STHNN with respect to various numbers
of neurons in the MAC operator.

in which 75% of samples were adopted for training and 25%
of samples were adopted for testing.

B. Classification Accuracy

The classification accuracy of our STHNN with respect to
various numbers of neurons in the MAC operator is plotted
in Fig. 15. It can be observed that a higher classification
accuracy can be achieved as the number of neurons increases.
However, a longer training time is then required to train the
network, e.g., it takes 15secs to run a 256-neuron but 4mins
to run a 2048-neuron on the MNIST database; beyond that,
it takes 43secs to run a 512-neuron but 19mins to run a
2048-neuron on the RF fingerprinting dataset. The perfor-
mances of our STHNN and baseline models are summarized in
Table IV and V.

In the evaluation of handwritten digits, CNN achieves the
highest classification accuracy among our baseline models due
to its feature-based learning mechanism, and yet, the longest
training time is reported as the convolution operation is com-
putationally expensive. It can be discovered that our STHNN
achieves the lowest classification accuracy when the number of
neurons is set to be the same as in all other models. To perform
the same, the number of neurons in our STHNN had to be
increased to 2048. Despite that our STHNN requires more
number of neurons to reach an identical classification accuracy,
the reported training time is 1.6–to–9.8× faster than alternative
neural networks. Moreover, MLP performs 4× faster than our
STHNN with a similar classification accuracy due to its simple
structure and the simplicity of database, and yet, this is not
been the case for other complicated applications.

In the evaluation of RF devices, the reported training
time on our STHNN is 1.9–to–4.4× faster than alternative
neural networks, while the classification accuracy is merely
1–to–3.5 percentage points poorer. In this task, the MLP is not
trainable in such a temporal dataset. The same phenomenon is
also reported in our previous work [13] using the transmitted
symbol detection task on 5G multiple-input multiple output
orthogonal frequency-division multiplexing (MIMO-OFDM)
systems, indicating that the simple MLP structure is not
capable to execute temporal applications.

The DDS used in our STHNN is mainly built of a single
NNA and a dynamic MDL. Such a processing structure
does not contain trainable weights, and thus, the learning
capability and the classification accuracy are naturally lower
than the conventional DNN models. By contrast, such a simple
processing structure potentially reduces the design and training
complexity of ASIC-based DNN designs without significantly
degrading its classification accuracy.
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Fig. 16. Classification accuracy with respect to various data samples on
MNIST database.

TABLE VI

CLASSIFICATION ACCURACY COMPARISON TO THE CUTTING-EDGE DNN
MODELS USING ON MNIST DATABASE

C. Reliability

Since the output weights of our STHNN are trainable in
a single step, it is often possible to successfully train such
a network with significantly fewer data. Such a capability
is summarized in Fig. 16 and 17 together with our baseline
models. In the evaluation of handwritten digits, both MLP,
CNN and STHNN are capable to maintain their classification
accuracy even with fewer training samples, while the others
have a significant reduction. Unsurprisingly, with the recurrent
nature embedded in the DDS, our STHNN does not have a
strong capability in enhancing the classification accuracy of
static data, and yet, the computational efficiency of STHNN is
still 9.8× higher than the one with CNN. Table VI summarizes
the classification accuracy of our STHNN compared to the
cutting-edge DNN models. In the evaluation of RF devices,
only our STHNN is capable to maintain its classification
accuracy even with fewer training samples, while alterna-
tive neural networks have a significant reduction. Likewise,
the computational efficiency of STHNN is also 4.4× higher
than the others. The comparison to the cutting-edge DNN
models are summarized in Table VII.

Fig. 17. Classification accuracy with respect to various data samples on RF
Fingerprinting dataset.

TABLE VII

CLASSIFICATION ACCURACY COMPARISON TO THE CUTTING-EDGE

DNN MODELS ON RF FINGERPRINTING DATASET

VI. CONCLUSION

To support the integration of DNNs and neuromorphic
computing, we introduce and fabricate a CIM-based STHNN.
To be specific, a set of neural computations is implemented
to realize the spatial and temporal information processing,
wherein CIM-based feature extractor and recurrent-based DDS
are incorporated. The use of Tikhonov regularization signifi-
cantly reduces the training complexity and eschews the gradi-
ent of error functions to be recursively propagated backward.
A 180nm prototype chip is fabricated with 86.9% on-chip
classification accuracy in handprinted alphabet characters at
a power consumption of 33mW. Moreover, numerical evalua-
tions demonstrate that our STHNN offers up to 9.8× speedup
compared to the state-of-the-art DNN models while yielding
a competitive classification accuracy. In conclusion, this work
simplifies the neural computing architecture with a unique
training mechanism; therefore, a complex machine learning
application can be processed with a simple system-level
design. Even with a less advanced CMOS process, this work
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is still capable to realize a high classification accuracy with an
appreciable power consumption, opening the door to efficient
neuromorphic applications and mobile edge devices.
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