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Snapshot projection optical tomography (SPOT) uses a micro-lens array (MLA) to simultane-
ously capture the projection images of a three-dimensional (3D) specimen corresponding to differ-
ent viewing directions. Compared to other light-field imaging techniques using an MLA, SPOT is
dual telecentric and can block high-angle stray rays without sacrificing the light collection efficiency.
Using SPOT, we recently demonstrated snapshot 3D fluorescence imaging. Here we demonstrate
snapshot 3D absorption imaging of microscopic specimens. For the illumination, we focus the in-
coherent light from a light-emitting diode onto a pinhole, which is placed at a conjugate plane to
the sample plane. SPOT allows us to capture the ray bundles passing through the specimen along
different directions. The images recorded by an array of lenslets can be related to the projections of
3D absorption coefficient along the viewing directions of lenslets. Using a tomographic reconstruc-
tion algorithm, we obtain the 3D map of absorption coefficient. We apply the developed system to
different types of samples, which demonstrates the optical sectioning capability. The transverse and

axial resolutions measured with gold nanoparticles are 1.3 pm and 2.3 pm, respectively.

I. INTRODUCTION

The absorption by a specimen has served as an imag-
ing contrast since the beginning of optical imaging. In
tandem with various spectroscopic techniques, the ab-
sorption imaging can provide the molecular fingerprint
as well as the structural information. For a thick speci-
men, three-dimensional (3D) imaging is required, as two-
dimensional (2D) imaging can observe only a thin slice
of the volume. The depth of field of a high-resolution
bright-field microscope is only a couple of micrometers[1].
For 3D imaging, a series of 2D thin slices is typically
acquired while changing the imaging focus, then a de-
convolution is applied to the acquired stack of images|2].
Alternatively, the 3D internal structure of a specimen
can be reconstructed from a series of images recorded for
varying angles of illumination[3]. The intensity in each
image can be related to a projection (i.e., integral along
the beam propagation direction) of the 3D absorption
coefficient. The so-called projection images are typically
acquired in sequence, because the incident angle of the
illumination beam needs be changed in each step as is
done in X-ray computed tomography (CT)[4].

For a microscopic specimen, a variety of methods have
been proposed to record the projection images in a sin-
gle snapshot[5-9]. Most notably, light-field microscopy
(LFM) records the 4D light field, i.e., the magnitude
and direction of each ray bundle that forms an image,
using a micro-lens array (MLA) placed at the image
plane[10]. The projection images can be synthesized
from the recorded 4D light field after deconvolution.
The second class of LFM places the MLA at the pupil
plane or the back focal plane of objective lens, which al-
lows recording the projection images directly[11-14]. In
our previous work[15], we have shown a third class of
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LFM, which places the MLA in a 4F telecentric config-
uration with the objective lens and installs an aperture
stop at the back focal plane of a relay lens. This tech-
nique we named as Snapshot projection optical tomog-
raphy (SPOT) is dual telecentric and can block high-
angle stray rays without sacrificing the light collection
efficiency. SPOT was originally demonstrated for 3D flu-
orescence imaging, which is extended here to 3D absorp-
tion imaging. For the original SPOT system, any conven-
tional illuminator capable of fluorescence excitation can
be used. For the new system, the existing illuminator
for bright-field imaging is not optimal; therefore, we de-
signed our own illuminator for trans-illumination. Exist-
ing LFMs have also been demonstrated for transmission
imaging[10, 11, 13]. We note, however, that the demon-
strated axial resolution was far worse than the transverse
resolution, which is possibly due to the recording of a
small number of projection images, the use of a small an-
gular range of the illumination beam, or both. Here we
introduce a design that can generate the beams illumi-
nating only the field of view and having sufficiently high
incidence angles with respect to the optical axis. To-
gether with SPOT, it allows for 3D absorption imaging
of a microscopic specimen in a single snapshot.

II. THEORY

Figure 1 shows schematic diagrams of the illumination
module and the SPOT system separately. In Fig. 1(a),
the incoherent light from the light source (LS) is focused
onto the pinhole (P) using the lens L1. The light after
the pinhole, which consists of many beams propagating
along different directions, is delivered to the sample plane
(SP) by two lenses L2 and CL. The condenser lens has
a high numerical aperture (NA) and small focal length
compared to the lens L2. The pinhole image is projected
onto the sample plane after demagnification, while the
angular range of the beams after the pinhole is magni-
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FIG. 1. Schematic diagram of SPOT for transmission imag-
ing. (a) Hlumination module and example beam path, (b)
imaging module and example beam paths. In figure (b), the
beam paths are traced assuming three plane waves are inci-
dent onto the sample plane from different directions (top), or
three diverging beams are emitted from a point at the sample
plane (bottom). LS: light source (LED); P: pinhole; L1-L4:
lenses; CL: condenser lens; OL: objective lens; TL: tube lens;
MLA: micro-lens array; AS: aperture stop; SP: sample plane;
BFP: back focal plane of the objective lens; IIP: intermediate
image plane; IP: image plane where the camera is located.

fied at the sample plane. The incoherent light incident
onto the sample plane can be decomposed into infinitely
many plane waves. In Fig. 1(b), we show three exem-
plary plane waves that pass through the sample along
different directions and propagate through various opti-
cal elements in SPOT. The objective lens (OL) magnifies
the beams and distributes them to the lenslets in the
MLA. The two lenses L3 and L4 relay the image formed
at the intermediate image plane (ITP) to the image plane
(IP) with a proper magnification to achieve the Nyquist
sampling rate, i.e., the sampling rate of camera is at least
twice higher than the diffraction limit. An iris diaphragm
between L3 and L4 serves as the aperture stop (AS), as is
shown in the bottom of Fig. 1(b). The incident angles of
the plane waves at the sample plane were chosen to have
the beams arrive at the image plane (IP) at normal inci-
dence. The images formed for the plane wave inputs are
coherent images that we would record with a laser. As
the LED light consists of infinitely many beams propagat-
ing along different directions, each lenslet captures a bun-
dle of rays, instead of one ray, which contributes to the
image generated by the lenslet. Those images are inco-
herent images, or to be more accurate, partially-coherent
images. For example, the image formed by the on-axis
lenslet is a typical bright-field image. The only difference
is that the imaging resolution is determined by the NA of
lenslet, not the NA of objective lens. The other images

formed by the off-axis lenslets are tilted bright-field im-
ages, the ones we would get with the existing bright-field
microscope if we rotated the illumination module around
the center of sample plane.
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FIG. 2. Image formation (a) and example raw image (b). In
figure (a), a bundle of rays, which is captured by a lenslet in
the array, is traced from the condenser aperture (big circle on
the top) to the lenslet aperture (solid rectangle on the bot-
tom) through the sample plane (SP). The arrow represents
the viewing angle or the projection direction for the image
recorded by the lenslet. In figure (b), an example raw image
is shown, after the background normalization, for two blue-
dyed polystyrene beads. The dashed circle represents the ob-
jective lens aperture, and the small solid circle represents the
projection image corresponding to the viewing angle shown
in figure (a).

The image formation by an off-axis lenslet is further
illustrated in Fig. 2(a). The big circle on the top repre-
sents the aperture of the condenser lens, while the rectan-
gles on the bottom represent the apertures of the lenslets
in the MLA. Using the illumination system in Fig. 1(a),
we generate uniform light distribution in the condenser
aperture, which may be considered as a collection of point
light sources. Each point source generates a plane wave
incident onto the sample plane (SP) from a different di-
rection. The propagation direction of each plane wave



can be represented by a wave vector[16]. The figure
shows a cone of wave vectors for the plane waves that
are captured by one of the lenslets shown as a solid rect-
angle. The circular cross section is due to the aperture
stop installed after the lens L3 in Fig. 1(b). These rays
captured by the lenslet originate from the small disk in
the condenser aperture. The arrow from the center of
the disk to the center of the SP can be considered as the
viewing direction for the projection image recorded by
the lenslet. All the light rays within the cone contribute
to the image recorded by the lenslet, as with bright-field
microscopy. Figure 2(b) shows an example raw image ob-
tained with the developed system. The intensity was nor-
malized with the background image, which was recorded
with an empty field of view. This background image can
be acquired only once before the experiment, then used
for the normalization of the sample images (i.e., the im-
ages containing the samples of interest) acquired after-
ward. The current design records 32 projection images
with the maximum viewing angle of 43.6° with respect
to the optical axis of objective lens. The dashed cir-
cle represents the aperture of the objective lens. One of
the projection images is shown in the small solid circle,
which corresponds to the viewing angle for the lenslet
whose aperture is shown as a solid rectangle in Fig. 2(a).
For a fluorescent specimen consisting of many inco-
herent emitters, we previously showed that the image
captured by each lenslet in SPOT can be related to the
projection of the fluorophore distribution along a cer-
tain viewing direction[15]. The viewing direction is de-
termined by the focal length of objective lens and the
amount of offset of the lenslet center from the opti-
cal axis of objective lens. For transmission imaging,
the recorded image is related to the projection of ab-
sorption coefficient along the viewing direction as we
show below. For the 3D Cartesian coordinates (X,Y, Z),
we can define the scattering potential F(X,Y,Z) of a
sample as F(X,Y,Z) = —(2r/X)°[n(X,Y, Z)? — np,2],
where Ao is the wavelength in vacuum, n(X,Y,Z) is
the complex-valued refractive index distribution, n,,
is the refractive index of the transparent medium in
which the sample is immersed[17]. Now we express
n(X,Y,Z) as n,, + An(X,Y, Z). Assuming the refrac-
tive index increment An(X,Y, Z) is small compared to
nm, we can write the scattering potential as F'(X,Y, Z) ~
—(27/X0)*2nmAn(X,Y, Z). The complex-valued refrac-
tive index can be decomposed to the real (n,.) and imagi-
nary (n;) parts. The imaginary part is called the absorp-
tion constant and related to the attenuation coefficient
by n; = (Ao/47) pta, where the subscript a indicates the
attenuation is solely due to the absorption. Then, the

scattering potential can be written as

2
F(X,Y,Z)~ —S%nmAnr - i%nmua. (1)
)\0 >\O

Suppose that a plane wave is incident onto the sam-
ple along the direction that can be represented by a
wave vector (ug,vp,wp), as is shown in Fig. 3(a).
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FIG. 3. Tllustration of projection and back-projection opera-
tions. The 3D absorption coefficient for the sample in (a) is
integrated along the direction of arrow, which represents the
viewing direction, to generate the projection image in (b).
This operation can be inverted by back-projecting the image
in the spatial-frequency space, as is shown in (c¢). (X,Y,Z)
represent the sample coordinates, and (U,V,W) represent the
spatial-frequency coordinates, corresponding to (X,Y,Z), re-
spectively.

Here, A, = Xo/nm is the wavelength in the immer-

sion medium, and wy = \/(1//\m)2 —ug? —wvg?. The
scalar wave theory provides a simple relationship between
the light field after the sample U(X,Y) and the scatter-
ing potential F(X,Y, Z)[18]. With the first-order Rytov
approximation[19], which is accurate for the specimens
with small refractive index increment[20],

U(X7Y) = UO(X7Y)exp {US(X, Y)}, (2a)
UsU.V) = - FU,V, W), (2h)

where Up(X,Y) is the incident light field, Us is the scat-
tered field normalized with the incident field. Ug and F'
represent the 2D and 3D Fourier transforms of Ug and
F, respectively. (U, V) are the spatial frequency coordi-
nates corresponding to (X,Y), respectively. w and W

\/(1/)\m)2 —u?2—v?2and W = w — wy.

From Eq. (2a), the intensity relationship similar to the
Beer-Lambert law[21] can be derived as

log{I(X,Y)/Io} = 2Re {Us(X.Y)},  (3)

are given by w =

where log is the natural logarithm.

We adopt the projection approximation, which as-
sumes that the incident light propagates through the
sample along the same initial direction. For the nor-
mal incidence, i.e., (ug, vo, wo) = (0,0,1/A,,), this would
produce the Beer-Lambert law. The imaging geometry
adopted in this work has the incident beams with vary-
ing directions onto the sample plane, as is shown in Fig.
3(b). Note that (U,V,W) in Eq. (2) are the collection
of points on a sphere with the radius of 1/\,,. Using
the projection approximation, W is approximated by the
following relationship.

W=-2py- 2y (4)
Wo Wo

This means the F' values in Eq. (2b) are not obtained
from the hemispherical surface but from the plane that



is tangent to the surface at the origin of the coordinates,
which is shown in Fig. 3(c). Further, in Eq. (2b), we
approximate 1/w as 1/wy. The validity of this approxi-
mation is checked later in this paper. With these approx-
imations, the 2D inverse Fourier transform of Eq. (2) can
be written as

S(X,Y) // F(X.Y,2)
5<X X——ZY Y—Z) dX dy dZ (5)
Wo

For each choice of (X,Y), the right hand side provides
the projection, or the integral, of F(X Y, Z) along the
line given by X + (uo/wo)Z = X,Y + (uo/wo)Z Y.
Note that the projection direction is determined by the
focal length of objective lens and the amount of offset of
the lenslet center from the optical axis of objective lens.
Consider the (m,n)th lenslet, whose center is located
at (mp,np), where m,n = —2.5,—-1.5,-0.5,0.5, 1.5, 2.5,
and p is the lenslet pitch. In the current notation, the
projection direction (ug, vg, wp) for the lenslet is given by

= mp/Amfla (6&)
vo = np/Am f1, (6b)

12— — 2] b (60)

We represent the projection operation along this direc-
tion as Py, . Substituting Eq. (1) into Eq. (5) and using
Eq. (3), the intensity relationship for the image captured
by the off-axis lenslet can be written as

1

log {1(X,Y)/Io} = *mpm,n {ra} (7)

III. MATERIALS AND METHODS

Blue-dyed polystyrene microspheres were purchased
from Polysciences, Inc. (18138-2). A 10 pL liquid drop
of suspension (4.55 x 107 beads/mL) was mixed with
distilled water at 1:30 (vol/vol) ratio. A 10 pL liquid
drop from the diluted suspension was spread on a mi-
croscope slide (1 mm thickness) and covered with a No.
1 coverslip. The coverslip was fixed to the microscope
slide with a tape. The sunflower pollen slide used for
the demonstration was purchased from Vision Scientific
Company. Gold nanoparticles of 100-nm diameter were
purchased from nanoComposix, Inc. To resuspend the
settled nanoparticles, the bottle containing the colloid
was vigorously shaken for about 30 seconds. A 10 uL
liquid drop of suspension was spread on a microscope
slide (1 mm thickness) and covered with a No. 1 cover-
slip. The coverslip was fixed to the microscope slide with
a tape.

The imaging chain of the new system uses a sim-
ilar design to the original SPOT system for fluores-

cence imaging[15]. The field of view (i.e., the maxi-
mum sample size) and the imaging resolution have been
changed slightly to incorporate the trans-illumination
module with minimally increasing the system footprint.
For the light source (LS), we used a high-power, white-
light light-emitting-diode (LED) (Thorlabs, SOLIS-1C)
with the typical output power of 4.2 W. The light out-
put from a liquid light guide with the core diameter of 3
mm was collimated and focused onto a pinhole (600 pm
diameter) using a lens with the numerical aperture (NA)
of 0.6. The light from the pinhole was refocused onto the
sample plane through the lens L2 (f = 100 mm) and an
oil-immersion condenser lens (Nikon, 1.3 NA). After the
sample, each beam was magnified with the objective lens
(Nikon, Plan Apo VC 60X, 1.4 NA) and the micro-lens
array (MLA). The MLA (RPC Photonics, S600-£28) had
the pitch of 600 pm and the focal length of 16.8 mm. To
place the MLA with a short focal length in a 4F con-
figuration with the objective lens, we inserted two relay
lenses between the objective lens and MLA, which also
increased the beam size by a factor of 2.5. After the
MLA, two relay lenses (L3 and L4) were used to install
an iris diaphragm at the back focal plane of L3 and mag-
nify the beams by a factor of 2.5. The iris diaphragm
serves as an aperture stop (AS) for all the projection im-
ages. The raw image was recorded with a scientific com-
plementary metal-oxide-semiconductor (sCMOS) cam-
era (PCO, pco.edge 5.5). The overall magnification was
31.5, the field of view 48 pum, and the depth of field 8.6
pm. The diffraction limit was 1.1 pm for the wavelength
of 500 nm, and the camera pixel resolution was 0.21 pm.

For data processing, the raw image was divided with
a background image, which was recorded for an empty
field of view, to produce the transmittance images for
varying angles of incidence. Then, the logarithm of
the transmittance was given as an input to the tomo-
graphic reconstruction algorithm. The reconstruction
consists of two steps: deconvolution and inverse projec-
tion. For the deconvolution, we used the Richardson-
Lucy method[22, 23], which is implemented as a built-
in function in MATLAB (Mathworks, 2020a). In our
method, the 2D deconvolution is used to simply enhance
the resolution in each projection image, which contrasts
with the 3D deconvolution used in other light-field mi-
croscopy techniques[10, 12, 14]. The inverse projection
operation is similar to the inverse Radon transform; how-
ever, the former assumes a stationary image plane, while
the latter assumes an image plane rotating around the
sample[4]. To account for the stationary image plane,
the inverse Radon transform was modified, as is shown
in Fig. 3. The arrows in the figures represent the view-
ing direction for the projection image, which is calculated
from the focal length of the objective lens and the offset
of the lenslet center from the optical axis. For the sample
shown in Fig. 3(a), the lenslet whose viewing direction
is represented by the arrow records the projection im-
age shown in Fig. 3(b). For the inverse projection, the
Fourier transform of the processed image (i.e., the loga-



rithm of the transmittance) is projected onto the plane
that is orthogonal to the viewing direction, as is shown
in Fig. 3(c). The projection images corresponding to
different viewing directions are mapped onto different
planes. After completing the mapping, the 3D inverse
Fourier transform provides the 3D absorption map of
the imaged specimen. The tomographic reconstruction
is an ill-posed inverse problem due to the small number
of projection images and the finite angular range of view-
ing direction. The uncollected or missing data generates
artefacts in the reconstructed tomogram such as the elon-
gation along the optical axis direction and the underes-
timation of absorption values including negative absorp-
tion. To alleviate the ill-posedness, we applied the posi-
tivity constraint, which enforces the negative absorption
to be zero, in an iterative process[24, 25]. In particular,
the positivity constraint is applied to the reconstructed
tomogram. The 3D Fourier transform of the modified
tomogram shows the previously empty region filled with
new data. This new data generated with the positivity
constraint is combined with the original, unmodified data
in the 3D Fourier space. Taking the 3D inverse Fourier
transform, we can obtain an improved tomogram with
less artefact. This process is repeated until the relative
changes in pixel values are below a certain threshold. The
positivity constraint used in the tomographic reconstruc-
tion improves the effective axial resolution by suppressing
the missing-angle artefact.

IV. RESULTS AND DISCUSSION

First, we applied the developed system to take the 3D
image of a blue-dyed polystyrene microsphere with the
nominal diameter of 10 ym. Figure 4(a) shows the hori-
zontal cross sections of the reconstructed 3D map of at-
tenuation coefficient at 3 pm spacing. The bead cross
sections are smaller at Z = +3 pm and indistinguishable
at Z = £6 pm. As with bright-field imaging, the inten-
sity at Z = +6 pm is not completely zero due to the
residual missing-angle artefact. Nonetheless, the optical
sectioning capability of the developed system is clearly
shown. The attenuation coefficient measured from the
center cross section (Z = 0) is 34.0 £ 0.9 mm~! (n =
3). Using a broadband light source, this attenuation
coefficient is the value weighted over the source spec-
trum. For a spectroscopic measurement, we need to add a
wavelength-scanning light source or a hyperspectral cam-
era to the system. The attenuation coefficient for the
blue-dyed beads is comparable to the value we obtained
with a different system using a wavelength-scanning co-
herent light source[26].

Next, we obtained the 3D image of a sunflower pollen
grain using the developed system. Figure 4(b) shows
the horizontal cross section of the reconstructed 3D map
of attenuation coefficient at 4 um spacing. The atten-
uation cross section clearly distinguishes the core and
the surrounding envelope. We note that the first-order

Rytov approximation is valid for the sample with small
refractive index increment. The attenuation coefficient
of blue-dyed beads was measured as 34mm~!. For the
wavelength of 500 nm, this corresponds to n; = 0.0014,
which is negligibly small compared to the refractive in-
dex n, of the bead (about 1.6). The pollen grain has
similarly low refractive index increment. If the refractive
index increment of the sample is large, the reconstruction
algorithm based on the first-order Rytov approximation
will provide a distorted shape and an incorrect absorption
coefficient. For strongly-absorbing specimens, a more rig-
orous, albeit computationally expensive, reconstruction
algorithm can be used[27].

Last, we measured the 3D point spread function of
the developed system using gold nanoparticles (GNPs)
with the nominal diameter of 100 nm. As the size of
the particles is far below the resolution, it was not pos-
sible to resolve individual particles. Still, we occasion-
ally found small dots, possibly cluttered nanoparticles,
with high enough absorption contrast to be imaged with
the developed system. The GNP has a large atten-
uation coefficient but has small diameter. To predict
the scattered field from defocused GNPs, the Born ap-
proximation would be better than the Rytov approxi-
mation, although the Mie solution would be best to ac-
count for the large scattering coefficient as well as strong
absorption[17]. For the GNPs at the focal plane, the sim-
ple projection approximation (ignoring the scattering)
can be used. When ignoring the scattering (wg ~ 1/An),
Eq. (7) derived with the Rytov approximation is reduced
to the Beer-Lambert law. From the reconstructed 3D
map, we obtained the horizontal (XY) and vertical (XZ)
cross sections including the pixel with the highest value,
which are shown in Figs. 5(a) and 5(b), respectively. Af-
ter the normalization, the center profiles (i.e., the values
along the dotted lines) were fitted with Gaussian curves,
as is shown in Figs. 5(c) and 5(d). The full width at half
maximum (FWHM) values were used as measures of the
transverse and axial resolution. The measured resolution
was 1.3 um (transverse) and 2.3 ym (axial). The magni-
fication from the sample plane to the intermediate image
plane (the back focal plane of MLA) is 12.6. The NA of
0.018 for a single lenslet corresponds to the NA of 0.23
at the sample plane. The measured resolution (1.3 pm)
is slightly worse than but matches with the diffraction
limit (1.1 pm) calculated for the wavelength of 500 nm.
The difference may be attributed to the finite size of the
cluttered nanoparticles.

For 3D absorption imaging, we added an illumination
module to the existing SPOT system. The illumination
module focuses the incoherent light from an LED onto
a pinhole, which is located at a conjugate plane to the
sample plane. Without the pinhole, the incoherent light
floods the entire sample plane, and the images recorded
by the lenslets are not true projections of the sample’s
absorption. Figure 6(a) shows the raw image acquired
without the illumination pinhole and the aperture stop
in the imaging beam path. The image shows a multitude
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FIG. 4. Horizontal cross sections of absorption coefficient imaged with the proposed method. (a) Horizontal cross sections of
two blue-dyed polystyrene beads are shown at the spacing of 3 um. (b) Horizontal cross sections of a sunflower pollen grain

are shown at the spacing of 4 ym.
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FIG. 5. 3D point spread function measurement using a gold
nanoparticle. The horizontal (a) and vertical (b) cross sec-
tions of a gold nanoparticle and the profile along the dotted
lines (c,d). The FWHMs of the fitted curves, which may be
considered as the transverse and axial resolutions, are 1.3 ym
and 2.3 pum, respectively.

of defocused lenslet boundaries, which overlap with each
other. Figure 6(d) shows the same image after the nor-
malization with a background image, the image without
the sample. With the background normalization, the im-
age is cleaner without the lenslet boundaries; however,
some projection images contain ghost images of nearby

beads. More important, the intensity inside the bead re-
gion is higher than expectation (i.e., the bead absorption
is measured to be lower). This is possibly due to the cou-
pling of high-angle rays from the empty surroundings into
the lenslets. Figure 6(b) shows the raw image acquired
without the illumination pinhole but with the aperture
stop in the imaging beam path. Figure 6(e), the im-
age after the background normalization, shows that the
ghost images are completely suppressed. However, the
intensity of the beads is still higher than expected, espe-
cially for the projection images close to the center. This
is again attributed to coupling of high-angle rays from
the empty surroundings into the lenslets. We previously
demonstrated SPOT for fluorescence imaging, in which
only the fluorescent part of the sample contributes to the
image. Figures 6(b) and 6(e) show that SPOT, and other
light field microscopy, can underestimate the absorption
in transmission imaging, when it is used without a care-
fully designed illumination system. Figure 6(c) shows
the raw image acquired with the illumination pinhole.
Although the aperture stop in the imaging beam path
was completely open, the ghost images of nearby beads
did not appear, which is due to the selective illumination
enabled by the pinhole. Figure 6(f) shows that, after the
background normalization, the projection images clearly
show the bead regions with proper amount of absorption.

Starting from the scalar wave equation, we derived Eq.
(7) by introducing a couple of approximations. The most
notable one is the projection approximation, which as-
sumes that the light propagates along the direction of
incident beam throughout the entire sample. The use of
projection approximation may be justified by the low ef-
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FIG. 6. Example raw images showing the effect of illumination pinhole. (a) An image of a blue-dyed polystyrene bead acquired
without the illumination pinhole and the aperture stop, (b) an image of the same bead without the illumination pinhole but
with the aperture stop, and (c) an image of the same bead with the illumination pinhole but without the aperture stop. Figures
(d) through (f) are the normalized images of (a) through (c) using the corresponding background images.

fective NA of lenslets[28]. In deriving Eq. (7), we further
approximated 1/w, the multiplication factor in Eq. (2b),
as 1/wg. The effect of the change is nonlinear and prob-
lem dependent. To estimate the relative magnitude of the
error introduced by the approximation, we performed a
simulation. Figure 7 shows simulated projection images
of an absorbing spherical bead for the incidence angle of
42.1°. Figure 7(a) was calculated using Eq. (2b), and
Fig. 7(b) was calculated after replacing 1/w with 1/wq
in Eq. (2b). Figure 7(c) shows the difference between
Figs. 7(a) and 7(b) after the normalization with the in-
tensity in Fig. 7(a). Figure 7(d) shows the profiles along
the dotted lines in Figs. 7(a) and 7(c). The error intro-
duced by the approximation is less than 2% throughout
the entire region of simulated projection image.
Previously we demonstrated angular multiplexing of
illumination beams for 3D snapshot imaging of refrac-
tive index map(28]. The technique called Snapshot holo-
graphic optical tomography (SHOT) uses an MLA to
generate a multitude of collimated beams, each of which
propagates through the sample along a different angle.
The image generated by each beam can be interpreted
as the projection of the refractive index map along the
beam propagation direction. The so-called projection
images overlap each other at the image plane, which is
conjugate to the sample plane and where the camera is
typically located. To separately record the projection

images, we placed the camera at a defocused plane. By
recording both the amplitude and phase images, instead
of only the intensity, we can numerically propagate the
projection images recorded at the defocused plane to the
image plane, where the images are sharpest. Applying a
tomographic reconstruction algorithm, the 3D refractive
index map can be obtained from the projection images.
In theory, the method can be used to provide the absorp-
tion coefficient as well as refractive index. However, the
use of defocusing inevitably induces energy loss in each
beam or information loss in each image, which may af-
fect the accuracy of absorption measurement. Additional
constraints may help to restore the missing information
and allow for accurate measurement of absorption as well
as phase[29].

Snapshot volumetric imaging techniques sacrifice the
imaging resolution to obtain the depth information,
which is completely missing in 2D imaging. This trade off
can be justified when a series of volumetric images needs
be acquired at high temporal resolution as in the moni-
toring of neuronal activity in a whole zebrafish brain[12].
Using a conventional 3D imaging method that relies on
a scanning mechanism, it is not possible to monitor the
entire volume at the required temporal resolution. Snap-
shot volumetric imaging will make it possible to obtain
the 4D (3D space + 1D spectrum) data cube, or the
chemical fingerprint at every voxel within the 3D vol-
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FIG. 7. Numerical simulation of projected images. (a) A pro-
jection image of an absorbing spherical bead simulated for the
incident angle of 42.1°. (b) The same image generated using
the approximation in Eq. (7). (c¢) The difference between (a)
and (b). (d) The profiles along the dotted line in (a) and (c).
The error was obtained by normalizing the difference shown
in (c) with the value in (a).

ume, at unprecedented speed[3]. It will also enable us
to record the 3D images of samples continuously mov-
ing at high speed as in 3D imaging flow cytometry[30].

In contrast to fluorescence imaging, which often oper-
ates in a photon-starved condition, absorption imaging
has sufficient amount of light or signal available. Using
a camera equipped with internal memory, the imaging
throughput is only limited by the camera frame rate, al-
though the number of images that can be acquired in a
single experiment is limited by the memory size. With a
camera that supports streaming to a hard disk, the imag-
ing throughput is limited by the data download speed.
Using the MLA as a tube lens, each projection image
recorded with the developed system has the characteris-
tics similar to those of a conventional bright-field image.
The image contrast is the total amount of attenuation,
which depends on both the attenuation coefficient and
the thickness of the sample. The detection limit is ulti-
mately determined by the dynamic range of the camera.
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