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Distributed Zero-Order Algorithms for
Nonconvex Multiagent Optimization

Yujie Tang~, Member, IEEE, Junshan Zhang

Abstract—Distributed multiagent optimization finds
many applications in distributed learning, control, estima-
tion, etc. Most existing algorithms assume knowledge
of first-order information of the objective and have
been analyzed for convex problems. However, there are
situations where the objective is nonconvex, and one can
only evaluate the function values at finitely many points.
In this article, we consider derivative-free distributed
algorithms for nonconvex multiagent optimization, based
on recent progress in zero-order optimization. We develop
two algorithms for different settings, provide detailed
analysis of their convergence behavior, and compare
them with existing centralized zero-order algorithms and
gradient-based distributed algorithms.

Index Terms—Distributed optimization, nonconvex opti-
mization, zero-order information.

[. INTRODUCTION

ONSIDER a set of n agents connected over a network,

each of which is associated with a smooth local objective
function f; that can be nonconvex. The goal is to solve the
optimization problem

: — 1 - A
min f(z) == E;ﬁ(ﬂ)

with the restriction that f; is only known to agent ¢ and each
agent can exchange information only with its neighbors in the
network during the optimization procedure. We focus on the
situation where only zero-order information of f; is available to
agent i.

Distributed multiagent optimization lies at the core of a wide
range of applications, and a large body of literature has been con-
tributed toward distributed multiagent optimization algorithms.
One line of research combines (sub)gradient-based methods
with a consensus/averaging scheme, where each iteration of a
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local agent consists of one or multiple consensus steps and a
local gradient evaluation step. It has been shown that for convex
functions, the convergence rates of distributed gradient-based
algorithms can match or nearly match those of centralized
gradient-based algorithms. Specifically, papers [3] and [10]
proposed and analyzed consensus-based decentralized gradient
descent (DGD) algorithms with O(logt/+/t) convergence for
nonsmooth convex functions; papers [8], [11], and [12] em-
ployed the gradient tracking scheme and showed that the DGD
with gradient tracking achieves O(1/¢) convergence for smooth
convex functions and linear convergence for strongly convex
functions; and paper [13] employed Nesterov’s gradient de-
scent method and showed O(1/t1-4~¢) convergence for smooth
convex functions and improved linear convergence for strongly
convex functions where € is an arbitrarily small positive number.
Besides convergence rates, some works have additional focuses,
such as time-varying/directed graphs [14], uncoordinated step
sizes [15], and stochastic (sub)gradient [16].

While distributed convex optimization has broad applicabil-
ity, nonconvex problems also appear in important applications,
such as distributed learning [17], robotic networks [18], and
operation of wind farms [19]. Several works have considered
nonconvex multiagent optimization and developed various dis-
tributed gradient-based methods to converge to stationary points
with convergence rate analysis, e.g., [4], [6], [7], [20]. We notice
that for smooth functions, either convex or nonconvex, in general
DGD with gradient tracking converges faster than the method
without gradient tracking, and its convergence rate has the same
big-O dependence on the number of iterations as the centralized
vanilla gradient descent method (see Table I).

Further, there has been an increasing interest in zero-order
optimization, where one does not have access to the gradi-
ent of the objective. Such situations can occur, for example,
when only black-box procedures are available for computing
the values of the functional characteristics of the problem, or
when resource limitations restrict the use of fast or automatic
differentiation techniques. Many existing works [9], [21]-[24]
on zero-order optimization are based on constructing gradient
estimators using finitely many function evaluations, e.g., gradi-
ent estimator based on Kiefer—Wolfowitz scheme [21] by using
2d-point function evaluations where d is the dimension of the
problem. However, this estimator does not scale up well with
high-dimensional problems. Paper [22] proposed and analyzed
a single-point gradient estimator, and paper [23] further studied
the convergence rate for highly smooth objectives. Paper [9]
proposed two-point gradient estimators and showed that the
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TABLE |
COMPARISON OF DIFFERENT ALGORITHMS FOR DISTRIBUTED OPTIMIZATION AND ZERO-ORDER OPTIMIZATION

smooth

gradient dominated

Alg. 1, this paper
(2-point + DGD)

ofZren)

°(=)

distributed

Alg. 2, this paper g2qm/d
zero-order (2d-point + gradient O(i) @] ([l —c(1-p%)? (%) 3] )
(nonconvex) tracking) m
ZONE [2 (0] ﬂ) —
= (%5
O(lo%t) [3], [4] (convex)
DGD 1 0 (%) [5] (strongly convex)
distributed ol—=—1\16
first-order \/T) [6] (nonconvex)
gradient o 1 [7] (nonconvex) o[ [1=c(1-p)? (E)% e [8] (strongly convex)
tracking t PE\T gly
centralized 9] (0] i (nonconvex) O([I—EE]M) (strongly convex)
zero-order (2-point estimator) m dL gly

Note: The table summarizes best known convergence rates for deterministic nonconvex unconstrained optimization with 1) smooth, 2) gradient dominated objectives.
The convex counterparts are listed if results for nonconvex cases have not been established.
m denotes the number of function value queries, ¢ denotes the number of iterations, d denotes the dimension of the decision variable, ¢'s represent numerical

constants that can be different for different algorithms.

M denotes the total number of function value queries and T" denotes the total number of iterations provided before the optimization procedure. The rates in [2] and

[6] assume constant step sizes chosen based on M or T'.

The listed convergence rates are the ergodic rates of ||V f||? for the smooth case, and the objective error rates for the gradient dominated case, respectively.
The rates provided in [2] do not include explicit dependence on (d); we use ~y(d) to denote this dependence.
The cited results in this table may apply to more general settings (e.g., stochastic gradients [5], [6]).

We do not include algorithms with Nesterov-type acceleration in this comparison.

convergence rates of the resulting algorithms are comparable to
their first-order counterparts (see Table I). For instance, gradient
descent with two-point gradient estimators converges with a rate
of O(d/m), where m denotes the number of function value
queries. Papers [24] and [25] showed that two-point gradient
estimators achieve the optimal rate O(,/d/m) of stochastic
zero-order convex optimization.

Some recent works have started to combine zero-order and
distributed optimization methods [2], [26], [27]. For example,
paper [2] proposed the ZONE algorithm for stochastic noncon-
vex problems based on the method of multipliers. Paper [26]
proposed a distributed zero-order algorithm over random net-
works and established its convergence for strongly convex ob-
jectives. Paper [27] considered distributed zero-order methods
for constrained convex optimization. However, there are still
many questions remaining to be studied in distributed zero-order
optimization. In particular, how do zero-order and distributed
methods affect the performance of each other, and could their
fundamental structural properties be kept when combining the
two? For instance, it would be ideal if we could combine both
2-point zero-order methods with DGD with gradient tracking
and maintain the nice properties for both methods, leading to
an “optimal” distributed zero-order algorithm if possible. This
is unclear a priori, and indeed, as we shall show later, the
2-point gradient estimator and DGD with gradient tracking do
not reconcile with each other well.

Contributions. Motivated by the above observations, we pro-
pose two distributed zero-order algorithms: Algorithm 1 is based

on the 2-point estimator and DGD; and Algorithm 2 is based on
the 2d-point gradient estimator and DGD with gradient tracking.
We analyze the performance of the two algorithms for determin-
istic nonconvex optimization, and compare their convergence
rates with their distributed first-order and centralized zero-order
counterparts. The convergence rates of the two algorithms are
summarized in Table L. Specifically, it can be seen that the rates
of Algorithm 1 are comparable with the first-order DGD but
are inferior to the centralized zero-order method; the rates of
Algorithm 2 are comparable with the centralized zero-order
method and the first-order DGD with gradient tracking. On the
other hand, Algorithm 1 uses the 2-point gradient estimator that
requires only two function value queries, whereas Algorithm 2
employs the 2d-point gradient estimator whose computation
involves 2d function value queries, indicating that Algorithm 1
could be favored for high-dimensional problems even though
its convergence is slower asymptotically, whereas Algorithm 2
could handle problems of relatively low dimensions better with
faster convergence. These results shed light on how zero-order
evaluations affect distributed optimization and how the presence
of network structure affects zero-order algorithms. Different
problems and different computation requirements would fa-
vor different integration of zero-order methods and distributed
methods.

Compared to the existing literature on distributed zero-order
optimization, our Algorithm 1 is similar to the algorithms pro-
posed in [26] and [27], but our analysis assumes nonconvex
objectives and considers gradient dominated functions. While
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paper [2] analyzed the performance of the ZONE algorithm
for unconstrained nonconvex problems, we shall see that our
Algorithm 1 achieves comparable convergence behavior with
ZONE-M, and Algorithm 2 converges faster than ZONE-M in
the deterministic setting due to the use of the gradient track-
ing technique. A more detailed comparison will be given in
Section III-D.

Notation: We denote the £3-norm of vectors and matrices by
|| - ||- The standard basis of R? will be denoted by {ex }{_,. We
let 1,, € R™ denote the vector of all ones. We let B; denote
the closed unit ball in R%, andlet Sy_; := {z € R?: ||z|| = 1}
denote the unit sphere. The uniform distributions over B4 and
Sa-1 will be denoted by U(B,4) and U(S4_1). Iq denotes the
d x d identity matrix. For two matrices A = [a;;] € RP*? and
B = [b;;] € R™*, their tensor product A ® B is

a.uB
A®B=| :
aplB

aqu
€ RPT>as,

apgB

[I. FORMULATION AND ALGORITHMS
A. Problem Formulation

Let N ={1,2,...,n} be the set of agents. Suppose the
agents are connected by a communication network, whose
topology is represented by an undirected, connected graph G =
(W, €) where the edges in £ represent communication links.

Each agent i is associated with a local objective function f; :
R? — R. The goal of the agents is to collaboratively solve the
optimization problem

. 1o
min f(z) = — ;fs(zl M
We assume that at each time step, agent 7 can only query the
function values of f; at finitely many points, and can only
communicate with its neighbors. Similar to [9] and other works
on zero-order optimization, we assume a deterministic setting
where the queries of the function values are noise-free and
error-free. The analysis of the deterministic setting will provide
a baseline for extension to stochastic optimization, which we
leave as future work.

The following definitions will be useful later in this article.

Definition 1:

1) A function f: R? — R is said to be L-smooth if f is
continuously differentiable and satisfies

IVf(z) =Vl < Liz -yl Vz,y €R™
2) A function f : R? — R is said to be G-Lipschitz if
[f(z) = f@)| < Glz—yl| Vz,yeR™

3) A function f : RY — R is said to be p-gradient domi-
nated if f is differentiable, has a global minimizer =*,
and

2u(f(z) = f(") < IV f(z)|* VzeR™

The notion of gradient domination is also known as Polyak—
Fojasiewicz inequality, first introduced by papers [28] and [29].

It can be viewed as a nonconvex analogy of strong convex-
ity, as the centralized vanilla gradient descent achieves linear
convergence for gradient dominated objective functions. The
gradient domination condition has been frequently discussed in
nonconvex optimization [28], [30]. Also, nonconvex but gradient
dominated objective functions appear in many applications, e.g.,
linear quadratic control problems [31] and deep linear neural
networks [32].

B. Preliminaries on Zero-Order and Distributed
Optimization

We present some preliminaries to motivate our algorithm
development.

Zero-order optimization based on gradient estimation: In
zero-order optimization, one tries to minimize a function with
the limitation that only function values at finitely many points
may be obtained. One basic approach of designing zero-order
optimization algorithms is to construct gradient estimators from
zero-order information and substitute them for the true gradients.
Here, we introduce two types of zero-order gradient estimators
for the noiseless setting.

1) The 2d-point gradient estimator is given by

d
6y = 3 S e e

k=1

where u is some given positive number. Basically, it
approximates the gradient V f(z) by taking finite differ-
ences along d orthogonal directions, and can be viewed
as a noise-free version of the classical Kiefer—Wolfowitz
type method [21]. Given an L-smooth function f : RY —
R, it can be shown that

1
IG5 (w3u) = V £ ()| < 5uLVd

for any = € RY. The right-hand side decreases to zero

as u — 0. In other words, GE.M)(J:; u) can be arbitrarily

close to V f(z) (as long as the finite differences can be

evaluated accurately). One drawback of this estimator is

that it requires 2d zero-order queries, which may not be

computationally efficient for high-dimensional problems.
2) The 2-point gradient estimator is given by

flz+uz) — flz —uz)
2u “

2
Gg. )(x;u,z) =d- (3)
where z € R? is a random vector that is sampled from
the distribution U(S4_1), and u > 0 is a given positive
number. The following proposition indicates that when z
is uniformly sampled from the sphere S4_1, the expecta-
tion of GE,Z) (x; u, z) is the gradient of a “locally averaged”
version of f.
Proposition 1 (see [22]): Suppose f : R? — R is L-smooth.
Then, forany u > 0and = € R4, we have

E.usa |6 (@iu,2)| = V(@)

where f*(z) := Ey y@,[f(z + uy)].
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It has been shown in [9] that if we substitute G}z) (z;u, z) for
the gradient in the gradient descent algorithm, we have

%Zzz Vsl =o(5)

for nonconvex smooth objectives, and

-1 -of--24] )

for smooth and strongly convex objectives, where x, denotes
the 7th iterate and m denotes the number of zero-order queries
in t iterations (see Table I). These rates are comparable to the
rates of the (centralized) vanilla gradient descent method, i.e.,
O(1/t) for nonconvex smooth objectives and linear convergence
for smooth and strongly convex objectives.

Distributed optimization: In this article, we mainly focus on
consensus-based algorithms for distributed optimization, where
each agent maintains a local copy of the global variables, and
weighs its neighbors’ information to update its own local vari-
able. Specifically, for a time-invariant and bidirectional com-
munication network, we introduce a consensus matrix W =
[W;;] € R™*™ that satisfies the following assumption.

Assumption 1:

1) W is a doubly stochastic matrix.
2) Wy; > 0 for all i € N, and for two distinct agents 7 and
j,» Wij > 0if and only if (4, j) € £.
When Assumption 1 is satisfied, we have [12]

We present two consensus-based algorithms that will serve as
the basis for designing distributed zero-order algorithms.
1) The DGD algorithm [3], [10] is given by the following
iterations:

gi(t) =Y Wizl (t—1) = Vfi(z'(t— 1))  (5)

j=1

where z%(t) € R¥ denotes the local copy of the decision
variable for the ith agent, and 7 is the step size. It has
been shown that DGD in general converges more slowly
than the centralized gradient descent algorithm [3], [12]
for smooth functions. This is because the local gradient
V fi does not vanish at the stationary point, and a dimin-
ishing step size 1; is necessary, which slows down the
convergence.

2) The DGD gradient tracking method incorporates addi-
tional local variables s*(¢) to track the global gradient

V= %Eg Vfi
s'(t) = Z Wiss? (t—1) + V fy(z*(t—1))

i=1
— Vfi(z'(t—2))

() = Y Wigad (t—1) — mis'(t)
i=1

where we set s*(1) = V f;(z*(0)) for each :. Since gra-
dient tracking has been proposed, it has attracted much

Algorithm 1: 2-Point Gradient Estimator Without Global
Gradient Tracking.

fort=1,2,3,...do
foreach i € N do
1) Generate 2*(t) ~ U(S4_1) independently from
(2'(7))7= and (7 (7))7; for j #i;

2) Update z*(t) by
g'(t) = GP (&' (t — 1);u, (1)), 6)

() =Y Wi(dd(t—1) —mg (1)) (D)

=1
end
end

attention and inspired many recent studies [7], [8], [12],
[15], [20], as it can accelerate the convergence for smooth
objectives compared to DGD. Here, we provide a high-
level explanation of how gradient tracking works: For
smooth functions, when z'(¢) approaches consensus,
V fi(z*(t)) will not change much because of the smooth-
ness and, therefore, the local variables s*(t) will eventu-
ally reach a consensus; on the other hand, by induction,
it can be shown that

1 D sty = % D Vit -1)).
i=1

i=1

Therefore, the sequence (s*(t))¢>1 will eventually con-
verge to the global gradient, and a constant step size
n; = n is allowed, leading to comparable convergence
rates as the centralized gradient methods. See [12, Sec.
IIT and IV.B] for more discussion.

C. Our Algorithms

Following the previous discussions, it would be ideal if we
can combine the 2-point gradient estimator and the DGD with
gradient tracking and maintain a convergence rate comparable
to the centralized vanilla gradient descent method. However, it
turns out that such combination does not lead to the desired
convergence rate. This is mainly because gradient tracking re-
quires increasingly accurate local gradient information as one
approaches the stationary point to achieve faster convergence
compared to DGD, whereas the 2-point gradient estimator can
produce a variance that does not decrease to zero even if the
radius u decreases to zero; a more detailed explanation will be
provided in Section III-C.

We propose the following two distributed zero-order algo-
rithms for the problem (1).!

1) Algorithm 1 employs the 2-point gradient estimator
(3), and adopts the consensus procedure of the DGD

!For both algorithms, we employ the adapt-then-combine (ATC) strategy [33],
a commonly used variant for consensus optimization that is slightly different
from the combine-then-adapt (CTA) strategy in (5). Both ATC and CTA can be
used in our algorithms, and the convergence results will be similar.
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Algorithm 2: 2d-Point Gradient Estimator With Global
Gradient Tracking.
Set s'(0) = ¢*(0) = 0 foreach i € \V.
fort=1,2,3,...do
foreach i € N do
1) Update s*(t) by

g'(t) = GV (' (t — 1);wy), @®)

s'(8) =) Wiy (s (t=1)+4’ (t)— ¢ (t-1)).

j=1
2) Update z*(t) by

£i(t) =) Wiy(2! (t — 1) — s’ (2)).

j=1

(10)

end
end

algorithm that only involves averaging over the local
decision variables.

2) Algorithm 2 employs the 2d-point gradient estimator
(2), and adopts the consensus procedure of the gradient
tracking method where the auxiliary variable s'(t) is
introduced to track the global gradient V f = % > Vi
We shall see in Theorems 3 and 4 that s?(t) converges
to the gradient of the global objective function as ¢ — co
under mild conditions.

lll. MAIN RESULTS

In this section, we present the convergence results of our
algorithms. Due to space limit, we only provide proof sketches
in the main text (Theorem 1) and in the Appendix (Theor. 2, 3,
and 4) and refer to [34] for complete proofs.

A. Convergence of Algorithm 1

Let z*(¢) denote the sequence generated by Algorithm 1 with
a positive, nonincreasing sequence of step sizes 7;. Denote

n n
20) =30, Roi==3[14(0) - ZO)|”
i=1 i=1

We first analyze the case with general nonconvex smooth
objective functions.

Theorem 1: Assume that each local objective function f; is
uniformly G-Lipschitz and L-smooth for some positive con-
stants G and L, and that f* := inf, g4 f(z) > —o0.

1) Suppose m; L < 1/4, 37724 me = +00, 37724 7 < +oo,
and Y ;o mu? < +oo. Then almost surely, ||z*(t) —
Z(t)|| converges to zero for all i € N, V f(Z(t)) con-
verges to zero, and lim; ., f(Z(t)) exists.

2) Suppose that

oy i w < a, G ) 1
T AVad Vi t=TVd DA

with a, € (0,1], @, >0, and v > 1. Then almost
surely, ||z*(¢) — Z(¢)|| converges to zero for all i, and

liminf; .. ||V f(Z(t))|| = 0. Furthermore, we have
> oﬂr+1E[||Vf(£(T))|l ]

Z’r =0 Ir+1
\/E
<
— ¥t

aﬂGQ 8L(f(%(0)—f*) 6Ro L?

o (1-p*)Vd
9&2 2G2 gaif}(Gﬂ i
T —Arva 101 (ﬂ)

where « is some positive numerical constant, and

In(2t+1)+

(11

2 k2% G2/L /L2 B

—( N +o(t™).

(12)

Proof Sketch of Theorem 1: We shall only provide a proof
sketch of the bounds (11) and (12). Denote

[$1(t)T In(t)T]T
o= [¢07 - e

and g(t) = 230, g'(t). 6(t) = f(&(t) — f*,
Hz(t)— 1,z (2)|2].

The proof relies on three lemmas. The first lemma analyzes
how the objective value at the averaged iterate f(z(¢)) evolves
as the iterations proceed. Its proof is based on the L-smoothness
of the function f and Proposition 1.

Lemma 1: We have

E[f(z(?)] < E[f(z(t— 1))
ntL"’

—ZE[n-c () — z(t)|?] <

z(t) =

ec(t) ==

FE[IV(@t-1)|?

[Ilg(f)ll ] +meui L2.

This lemma suggests that we further need to bound two terms,
the second moment of g(¢) and the expected consensus error
ec(t—1). This is tackled by the following two lemmas.

Lemma 2: We have

E[llg®)II*] <

_|_

(13)

G%d

+2E |V £(z(t—1))|1%]

2

+ 4L eo(t—1)+u? L? d°.
n

Lemma 3: We have

1+p2 £ 8np?K?
eelt) < () ec0) + T2

t—1 o T
oS (1Y .
T=0
(14)
where x > 0 is some numerical constant.

We mention that Lemmas 2 and 3 are based on [25, Lemma
10] and a standard result in consensus optimization (see
Appendix A).

Now, by plugging the bound of Lemma 2 into (13) and
noticing that n, L < 1/4, we get

E[5(t)] < E[s(t-1)] - = IIVf( E=)I* + L —ec(t—1)

L LG d

3n (13)

+ npu? L2 (1 + EdQTRL) .
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By telescoping sum and noting that §(¢) > 0, we get

> mE[IVF(z(t—1))7]
T=1

BLG d
< 44(0) + —Zmec(r 1)+ Z?}?

T=1

(16)

¢
1
+4 172 Z (nfu?. + 50’.2 L?}?_uf_) .

T=1

Since, = ay/(4LVd - t) and uy < @, G/(LV/dtY/2-1/4) with
ay < 1and~y > 1, it can be shown that

t t
S one 2 (VEFT1-1), ) 72 <niln(2t+1)

T=1 T=1

t 2 2
1 902 G2V/d
E , ("’?ﬂr“?— + gdanfuf—) <m !;BTL

T=1 7_1

and by Lemma 3, we can show that

t 00 t—1 2 2
eelr=1) _  ec(0) = (1442 380%K2
<
dor———s<m—=3 (—5 i1 Gd
=1 t=1
S ey
t—27r— 0‘/_(t 1-7) 2
2m1€c(0) 3 48:%°
< + G? d.
nd—p?) | (12

By plugging these bounds into (16), we get the bound (11). The
bound (12) is a direct consequence of Lemma 3 and the fact that
WAT/(E—7) = (1= 1)t) " +o(t™). o
Remark 1: Note that in (11), we use the squared norm of
the gradient to assess the suboptimality of the iterates, and
characterize the convergence by ergodic rates. This type of
convergence rate bound is common for local methods of uncon-
strained nonconvex problems where we do not aim for global
optimal solutions [9], [35].

Remark 2: Each iteration of Algorithm 1 requires two queries
of function values. Thus, the convergence rate (11) can also be
interpreted as O(/d/m log m) where m denotes the number of
function value queries. Characterizing convergence rate in terms
of the number of function value queries m and the dimension d
is conventional for zero-order optimization. In scenarios where
zero-order methods are applied, the computation of the function
values is usually one of the most time-consuming procedures. In
addition, itis also of interest to characterize how the convergence
scales with the dimension d.

The following theorem shows that for a gradient dominated
global objective, a better convergence rate can be achieved.

Theorem 2: Assume that each local objective function f;
is uniformly L-smooth for some L > 0. Furthermore, assume
that inf,.ga fi(x) = f; > —oo for each i, and that the global
objective function f is u-gradient dominated and has a minimum

value denoted by f*. Suppose

2ar, iy
_u S ———
ut+to) T Vit

for some a; > 1 and a,, > 0, where

2an,L [ 32Ld
to> +ﬂ(_+g ) 1
-\ 3 7

Then, using Algorithm 1, we have

3202 L2A
Elf(a(t)— 7 < ( .

N =

2752
; Somer I )E +o(t™)
L t

a7

and

LS [l ) -2)?] < 2
i=1

(1 )

+o(t™?)

where A := f*— 135" | fr.

Remark 3: The convergence rate (17) can also be described as
E[f(z(t)) — f*] = O(d/m), where m is the number of function
value queries.

Table I summarizes that, while Algorithm 1 employs a ran-
domized 2-point zero-order estimator of V f;, its convergence
rates are comparable with the DGD algorithm [6], [36]. How-
ever, its convergence rates are inferior to its centralized zero-
order counterpart in [9].

(18)

B. Convergence of Algorithm 2

(z'(t), s*(t)) denote the sequence generated by
Algorithm 2 with a constant step size . Denote

() == %in(t)
i=1
Ry := —Z( IV fi(* (0)) ] +||=* (0)—£(0)II)
L ZlLd

We first analyze the case where the local objectives are noncon-
vex and smooth.

Theorem 3: Assume that each local objective function f; is
uniformly L-smooth for some positive constant L, and that f* :=
inf cma f(z) > —oo. Suppose

R, 1=dzuf < 400

t=1

(1_ 2)‘2
6’4 2(3+4p2)}

and that w; is nonincreasing. Then, lim; ., f(Z(¢)) exists

nL < min {1

t—1
L v
=0 (19)

! [3-2(1’@(0)) —f) | 128 LR,

24R,L*?
<1 : e ]

Authorized licensed use limited to: ASU Library. Downloaded on July 11,2021 at 23:55:55 UTC from |IEEE Xplore. Restrictions apply.



TANG et al.: DISTRIBUTED ZERO-ORDER ALGORITHMS FOR NONCONVEX MULTIAGENT OPTIMIZATION 275

and
t—1 n
I IS ) — E)P
T=0 i=1
< 1[1 en(£((0) ~ ) + 2228 10358 ] (20)
t - p?
2SS () -V @D
T=1 i=1
1 ) .. 192LR, 235
<< [Q.GL(f(a:(O)) AR e LR,,,] :

21

Remark 4: Theorem 3 shows that Algorithm 2 achieves a
convergence rate of O(1/t) in terms of the averaged squared
norm of V f(Z(t)), and has a consensus rate of O(1/t) for the
averages of the squared consensus error ||z(t) —z(t)||? and the
squared gradient tracking error ||s*(t)—V f(Z(¢t—1))||. They
match the rates for distributed nonconvex optimization with
gradient tracking [7]. On the other hand, since each iteration
requires 2d queries of function values, we get a O(d/m) rate in
terms of the number of function value queries m. This matches
the convergence rate of centralized zero-order algorithms with-
out Nesterov-type acceleration [9].

Now we proceed to the situation with a gradient dominated
global objective.

Theorem 4: Assume that each local objective function f; is
uniformly L-smooth for some positive constant L, and that the
global objective function f is p-gradient dominated and achieves
its global minimum at =*. Suppose the step size 7 satisfies

_ o m\P(a-p)?
”L_a'(L) 14 22)
for some o € (0, 1], and (u;);>; is nonincreasing. Let
— 1-p2\? (13
A‘_l_“( 5 ) (f) '
Then
t—1
f@(#) = f(=") SOM) +5(1=p)Ld Y ATui,  (23)
T=0

®)* <0() +

—ZIII

anLd t—1
) DU R D
T=0

18 L% d

—ZIIS(t) Vi@Et-1)|* <00+
(25)

Remark 5: If we use an exponentially decreasing sequence
u; o< AY2 with A < A, then both the objective error f(Z(t)) —
f(z*) and the consensus errors ||z*(t) — Z(t)||? and ||s*(t) —
Vf(z(t —1))||?> achieve linear convergence rate O(A!), or
O(A™/?) in terms of the number of function value queries.
In addition, we notice that the decaying factor A given by
Theorem 4 has a better dependence on p/L than in [8] for

Z ATul .

convex problems. We point out that this is not a result of using
zero-order techniques, but rather a more refined analysis of the
gradient tracking procedure.

Remark 6: Note that the conditions on the step sizes in
Theorems 2—4 depend on p, a measure of the connectivity of the
network. In order to choose step sizes to satisfy these conditions
in the distributed setting, one possible approach is as follows:
Assuming that each agent knows an upper bound 7@ on the total
number of agents, by [37, Lemma 2], if one chooses W to be
the lazy Metropolis matrix, then p < 1 — 1/(7172), based on
which the agents can then derive their step sizes according to
the conditions in the theorems. We also note that some existing
works (e.g., [38]) attempt to get rid of the dependence of step
sizes on the graph topology, and whether those techniques can
be applied in our work is beyond the scope of this article but is
an interesting future direction.

C. Comparison of the Two Algorithms

We see from the above results that Algorithm 2 converges
faster than Algorithm 1 asymptotically as m — oo in theory.
However, each iteration of Algorithm 2 makes progress only
after 2d queries of function values, which could be an issue if
d is very large. On the contrary, each iteration of Algorithm 1
only requires two function value queries, meaning that progress
can be made relatively immediately without exploring all the
d dimensions. This observation suggests that, when neglecting
communication delays, Algorithm 1 is more favorable for high-
dimensional problems, whereas Algorithm 2 could handle prob-
lems of relatively low dimensions better with faster convergence.

We emphasize that there still exists a tradeoff between the
convergence rate and the ability to handle high-dimensional
problems even if one combines the 2-point gradient estimator
(2) with the gradient tracking method as

g'(t) = GP(z'(t — 1);ue, 2'(¢)), 2'(t) ~U(Sa-1)

s6) = Y Wiy (7(t-1) + ¢ (1) — ¢ (¢-1)

= (26)

2(t) =) W= (t— 1) — s’ (1))
Jj=1

Theoretical analysis suggests that, in order for s*(¢) to reach a
consensus in the sense that E[||s*(¢) — s7(¢)||?] — 0, we need

lim E[llg’(t) - (¢ — DII] =0

On the other hand, we have the following lemma regarding the
variance of the 2-point gradient estimator GE?) (z;u, 2).

Lemma 4: Let f : R — R be an arbitrary L-smooth func-
tion. Then

lim E.[IGf (a;u,2) - V@] = (@ DIVI@)I?

where z ~ U(Sq-1).
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Proof: Notice that for any z € S; ; and u € (0, 1], we have

‘f(:c—l—uz) — flz—uz)
2

u

< sup [Vf(z +y)|.

yeBy

Therefore

lim E, [|IG (5 u,2)|?

in flztuz)—f(z—uz)

! 2u

u—0

- dzlEzl

2] =dE. ||V () 2’|

= d’Vf(2) E:[22"| Vf(2) = d|Vf(2)|”
where in the second step we exchanged the order of limit and
expectation by the bounded convergence theorem, and in the last
step we used dE_[zz "] = I; for z ~ U(S4_1). Then, noticing
that V f*(z) = V f(z) asu — 0, we get
- (2) ... _ U, 2
lim E. G (5 u,2) = V ()|
— lim (E. [IGY (55, 2)I?] - [IV£*(2)I1?)
(d =DV ()|

Lemma 4 suggests that each gradient estimator Gg.f)(:c‘(t —
1); ug, 2%(¢)) in (26) will produce a nonvanishing variance ap-
proximately equal to (d — 1) E]||V f:(z*(¢ — 1))||?] even if we
let u — 0 as z*(t) approaches a stationary point. Consequently,
E||g'(t) — g*(t — 1)||?] is not guaranteed to converge to zero
as t — oo. The nonvanishing variance will then be reflected in
s%(t) that tracks the global gradient, and consequently the overall
convergence will be slowed down. We refer to [8], [12], and [39]
for related analysis, and to Section I'V for a numerical example.

D. Comparison With Existing Algorithms

In this section, we provide a detailed comparison with existing
literature on distributed zero-order optimization, specifically [2],
[26], and [27].

1) Papers [26] and [27] discuss convex problems, whereas
paper [2] and our work focus on nonconvex problems.

2) Interms of the assumptions on the noisy function queries,
paper [27] and our work consider a noise-free case.
Paper [2] considers stochastic queries but assumes two
function values can be obtained for a single random
sample. Paper [26] assumes independent additive noise on
each function value query. We expect that our Algorithm 1
can be generalized to the setting adopted in [2] with
heavier mathematics. Extensions to general stochastic
cases remain our ongoing work.

3) Interms of the approach to reach consensus among agents,
our algorithms are similar to [26] and [27], where some
weighted average of the neighbors’ local variables is
utilized, whereas paper [2] uses the method of multipliers
to design their algorithms. We also mention that our
Algorithm 2 employs the gradient tracking technique,
which, to our best knowledge, has not been discussed in

existing literature on distributed zero-order optimization
yet.

4) Regarding the convergence rates for nonconvex optimiza-
tion, paper [2] proved that its proposed ZONE algorithm
achieves O(1/T) rate if each iteration also employs O(T')
function value queries, where T is the number of iterations
planned in advance. Therefore, in terms of the number
of function value queries M, its convergence rate is in
fact O(1/+/M ), which is roughly comparable with Algo-
rithm 1 and slower than Algorithm 2 in our article. Also,
paper [2] did not discuss the dependence on the problem
dimension d. Moreover, our algorithms only require con-
stant numbers (2 or 2d) of function value queries which
is more appealing for practical implementation when T’
is set to be very large for achieving sufficiently accurate
solutions.

IV. NUMERICAL EXAMPLES

We consider a multiagent nonconvex optimization problem
formulated as

1<
min E;fi(l")

(27)

filz) = +b;In(1 +|z]|?)

T
1 +exp(—¢/ z—v;)
where a;,b;,v; € R and §; € R% foreachi =1,..., N.

For the numerical example, we set the dimension tobe d = 64
and the number of agents to be n = 50. The parameters a;, v;
and each entry of £; are randomly generated from the standard
Gaussian distribution, and (b4, . . . , by, ) is generated from the dis-
tribution N'(1,, I, — 21,1 ) so that 2 3 b; = 1. The graph
G = (N, &) is generated by uniformly randomly sampling n
points on Ss, and then connecting pairs of points with spherical
distances less than 7 /4. The Metropolis—Hastings weights [40]
are employed for constructing W.

We compare the following algorithms on the problem (27):

1) Algorithm 1 with 77, = 0.02/+/% and u, = 4/+/%.

2) Algorithm 2 with = 0.02 and u, = 4/t3/4.

3) ZONE-M [2], where we testtwo setups J = 1, p; = 44/,
uy = 4/y/tand J = 100, p; = 0.4v/%, u; = 4/V/1.

4) 2-point gradient estimator combined with gradient track-
ing [see (26)] with = 2 x 10~* and u; = 4/t3/4.

All algorithms start from the same initial points, which are
randomly generated from the distribution A/(0, 2214) for each
agent.

A. Comparison of Algorithms 1 and 2

Fig. 1 shows the convergence behavior of Algorithms 1 and 2,
where the top figure illustrates the squared norm of the gradient
at (¢), and the bottom figure illustrates the consensus error
L3 llzi(t) — Z(t)||*. The horizontal axis has been normal-
ized as the number of function value queries m. We can see that
Algorithm 1 converges faster during the initial stage, but then
slows down and converges at a relatively stable sublinear rate.
The convergence of Algorithm 2 is relatively slow initially, but
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Fig. 1. Convergence of Algorithms 1 and 2. For Algorithm 1, the light
blue shaded areas represent the results for 50 random instances, and
the dark blue curves represent their average.

then becomes faster as m = 0.5 x 10%,and whenm > 2 x 104,
Algorithm 2 achieves smaller squared gradient norm and con-
sensus error compared to Algorithm 1; the convergence slows
down as m exceeds 2.5 x 10* but s still faster than Algorithm 1.
Further investigation of the simulation results suggests that the
speed-up of Algorithm 2 within 0.5 x 10* < m < 2.5 x 104
is due to z(t) becoming sufficiently close to a local optimal,
around which the objective function is locally strongly convex;
the slow-down after m exceeds 2.5 x 10% is caused by the
zero-order gradient estimation error that becomes dominant,
and can be postponed or avoided if we let u; decrease more
aggressively.

From these results, it can be seen that, if the total number
of function value queries is limited by, say m < 1.5 x 10%, then
Algorithm 1 might be favorable compared to Algorithm 2 despite
slower asymptotic convergence rate, whereas if more function
value queries are allowed, then Algorithm 2 could be favored. We
observe that this is related with the discussion in Section III-C.

B. Comparison With Other Algorithms

Fig. 2 compares the convergence of Algorithm 1 and the
two setups of ZONE-M, including the curves for the squared
norm of the gradient ||V f(Z(¢))||* and the consensus error
L3, ll=i(¢) — Z(£)||. The horizontal axis has been normal-
ized as the number of function value queries m. It can be
seen that Algorithm 1 and ZONE-M with p; o /%, J = 1 have
similar convergence behavior. For ZONE-M with p; oc v/% and
J = 100, while the convergence of ||V f(Z(t))||? is comparable
with Algorithm 1 and ZONE-M with J = 1, the consensus
error decreases much more slowly, as ZONE-M with J = 100
conducts much fewer consensus averaging steps per function
value query compared to Algorithm 1 and ZONE-M with J = 1.

Fig. 3 compares the convergence of Algorithm 2 and the 2-
point estimator combined with gradient tracking (26), including
the curves for the squared norm of the gradient |V £(Z(t))||%, the

consensus error + "7 | ||z (¢) — Z(t)||2, and also the gradient

——— Algorithm 1
ZONE-M, J =1
sesnsess ZONE-M, J = 100

1% Flz(en®

3 4 5
=104

——— Algorithm 1
e ZONE-M, J = 1
weevenes ZONE-M, J = 100

Ft)|*

T E )

3 4 £
Number of function value queries =10

Fig. 2. Convergence of Algorithm 1 and ZONE-M with J =1 and J =
100. For each algorithm, the light shaded areas represent the results for
50 random instances, and the dark curves represent their average.

sessnnns Algorithm 2
— 2-point + gradient tracking

Vi)
:

109 b seanesss Alporithm 2
10-2 L 2-point + gradient tracking

T EXT RT3

. 10t
B 10
= |
= 1
iy 10° Fe. sewsssss Algorithm 2
= 02k ——— 2-point + gradient tracking
e B
= w0t .
=_ T e O
ST .
0 0.5 1 L5 2 25 3 3.5 4

Number of function value queries

Fig. 3. Convergence of Algorithm 2 and 2-point estimator combined
with gradient tracking. For 2-point estimator combined with gradient
tracking, the light pink shaded areas represent the results for 50 random
instances, and the dark purple curves represent their average.

tracking error = 3" ||s*(t) — V f(£(t—1))||%. It is straight-
forward to see that Algorithm 2 has better asymptotic con-
vergence behavior than the 2-point estimator combined with
gradient tracking. Moreover, for the 2-point estimator combined
with gradient tracking, the gradient tracking error does not
converge to zero but remains at a constant level, indicating that
the gradient tracking technique is ineffective in this case. These
observations are in accordance with our theoretical discussion
in Section III-C.

V. CONCLUSION

We proposed two distributed zero-order algorithms for non-
convex multiagent optimization, established theoretical results
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on their convergence rates, and showed that they achieve com-
parable performance with their distributed gradient-based or
centralized zero-order counterparts. We also provided a brief
discussion on how the dimension of the problem will affect their
performance in practice. There are many lines of future work,
such as follows:
1) introducing noise or errors when evaluating f;(x);
2) investigating how to escape from saddle point for dis-
tributed zero-order methods;
3) extension to nonsmooth problems;
4) investigating whether the step sizes can be independent
of the network topology;
5) studying time-varying graphs;
6) investigating the fundamental gap between centralized
methods and distributed methods, especially for high-
dimensional problems.

APPENDIX A
AUXILIARY RESULTS AND NOTATIONS

The following lemma is a standard result in consensus opti-
mization [12].

Lemma 5: Let p be defined by (4). Then, forany:r:l, LIt e
R%, we have
[((Wel)(z -1, @T)[| < pllz — 1n @
T .
where z = |z{ - _cl] eR™M z=1%" 4
We will use the notations
-
5(t) = [ (t)"]
-
90 = [g'®" - @]
and z(t) := 2300, ' (1), g(t) = 7 200, g'(2), 6(t) =

f(z(t)) — f* for all subsequent analysis of Algorithms 1 and 2.

APPENDIX B
PROOF SKETCH OF THEOREM 2

Let e (t) := E[||z(¢)—1,,®Z(t)||?]. We recall that each f; is
L-smooth and is lower bounded by f; over R?, and that A :=
fr = % Z?=1 fi-

Note that Lemma 1 still applies here. On the other hand, as
each f; is not uniformly Lipschitz continuous over R%, we need
new lemmas characterizing the consensus procedure and the
second moment of g(¢).

Lemma 6: Suppose the step sizes satisfy the condition of
Theorem 2. Then for each ¢ > 1, we have

2 _ 2
n —p

n — 2
602 602
—1*’2)+ ~).
—p 1—p

an?p* LA (%d +

nepu; L2( ?
(28)

Lemma 7: We have

E[llg@®)%] < 8L ec(t 1)+@E[5(t 1)]
LdA 29
3QT+u§ L? d%.

By plugging (29) into (13) and using the fact that f is p-
gradient dominated, we can get

El(t) < (1-Z5)Efbe-1)] +

N 1672 ;%A

where we have also used the fact that , < 3p/(32 L? d) <
1/(8Ld) under the conditions of Theorem 2. By combining this

bound with Lemma 6, we get
e®)/n| [ 4L+ ;2) it |[ect=1)/n]
E[s(2)] 3L e 1— e E[s(t—1)]

12
ec(t—1)

(30)
+ 2l L? d

(31
where
4WEP2LA(%+1E 2) +nfuip® L? (d2+1§_%2:r)
vy = .
_nl + 27}Eut L2 d

Since 7 = 2a,/(t +to) and u; = O(1//%), straightforward

calculation shows that

2 2
He o 4p’L (% + {i%:) Uh
3 12'_,2 M 1 — e

and ||v¢|| = O(1/#%). By (31) and the inequality

‘:1—?+O(1/t2)

ta o /2
H(—a—”%(tl)ﬂ (32)
—t 25/ ~ \ta+1

for arbitrary #; < t + 1,0ne canshow that E[§(t)] = O(t~1/2).

Finally, by (28) and mathematical induction, one can show

that
Lot S e
SR )

Since E[6(£)] = O(t~Y/2)and 3, A7 /(t — 7)€ = O(t~) for
arbitrary € > 0, the first term on the right-hand side of the above
inequality can be bounded by o(t~2), which then leads to (18).
By plugging (18) into (30) and using mathematical induction
and (32), one can show (17).

APPENDIX C
PROOF SKETCH OF THEOREM 3

We further denote

s(t) = [sl(t)T s“(t)T}T
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and eo(t) = [2(t) — Ln @ ZD)|%  eg(t) = |Is(t) — 1n ®
G(t)||%. We recall that each f; is assumed to be L-smooth, and
note that 23", s (¢) = g(¢).

We shall only provide a proof sketch of the bound (19). We
first provide a lemma on the consensus procedure.

Lemma 8: Suppose nL. < 1/6. Then

lﬁ‘g’f;;eg(t)] <4 lﬁ‘g’fﬁeg(t—

1)
ea(t—1) ee(t—2) ]H’(t_m &3

where
1+2p 18p4(142p%) 2 12 2v/57p2(1+207) L
A‘Zl ° \/_211_222 7 r), ]
: 2,/57
5101_(; P )??L 1+§,g

. d

_ 20 Lp*(142p°) |2V f(2()) 1>+ 55—
) 0 :

Proof Sketch: We first observe that
s(t)—1n®3(t) = (W®lg) [s(t—1) — 1,®g(t—1)
+9(t) — g(t—1) — 1.®(g(t) — g(t—1))].

By Lemma 5, the Peter—Paul inequality and L-smoothness of f;,
it can be shown that

14-2p2

eg(t) < eg(t—1)

2p°(1+2p°)L
L 2 Ax2L

T (l2(t~1) = 2(t=2)|*+nui_;d).

Then, by using (W ® I;)(1, ® v) = 1,, ® v forany v € RY, it
can be shown that

r(t—1) —z(t —2)
= (W@ Iy — Ing)(z(t —2) — 1, @ Z(t — 2))
—n(W®la)(s(t—1) -1, @3(t — 1))
—nla @ (g(t—1)-V[(Z(t—2))) —nl, @ V f(Z(t-2))

and by using Lemma 5, the Peter—Paul inequality, L-smoothness
of f;, and that nL < 1/6, it can be further shown that

114

lz(t—1)—z(t=2)[|* < Sr-ec(t—2) + In’peq(t—1)

1
—nut 1 d.

20°n||V f(2(t-2))|1” +

Therefore

14+2p%  18p*(14-2p?
colt)< (L2202 1) o)
2280%(1+2p%) 15,
wf) ec(t 2)
+%(&ﬁﬁ IV (z(t—2))|? +3 anu d).

On the other hand, we have

ee(t=1) = [|(W ® L)e(t—2) — 1, @(t~2)

—n(s(t—1) — Ly@g(t—1)]||*

P(1+P)2

2
o 142
1—p2

< — e.(t—2) + eg(t—1).
We then get (33) by combining the last two inequalities. We
make A symmetric so that it is more straightforward to compute
its spectral norm. |

Then, we have the following lemma on the evolution of 4(t).

Lemma 9: Suppose nL < 1/6. Then

6() < 8(¢—1) - G IVA(@E(E - D)I?
(34)
4??5 ec(t—1) + —mngz d

We are now ready to derive the results of Theorem 3. It can
be shown that ||A| < (2 + p?)/3 when nL < min{1/6, (1 —
)2/ (4p%(3 + 4p?))}. By taking the norms of both sides of
(33) and using mathematical induction, it can be shown that

-1
max{z ec(T), IOLZeg(T)}

_|_

3nRy
- 1-—p? (1

annLp*(1+ 2p
— p2)‘2

2y -2
LS IV £
T=0

t-1

5nnLdp®(1 + 2p%) 3 w2
21— p?)? n

By plugging this bound into (34) and taking the telescoping sum,

we get the bound (19).

APPENDIX D
PROOF SKETCH OF THEOREM 4

We shall only provide a proof sketch of the bound (23). We
still denote

s(t) = [sl(t)T s"(t)T]T

and  ec(t) = ||z(t) — 1, @ Z(})||%, eg(t) :=|ls(t) — 1, ®
G(t)||*. In addition, we let § := /L. By the L-smoothness of
f, we have

f* < FE@6) LTV f((1) < f(2(1) — %IIVf(f(t))ll2

which implies ||V f(Z(¢))||? < 2L4(t). It can be shown by te-
dious calculation that when 7 is given by (22), we have || 4| <
1— (1 — p?)?/21. We also see that Lemma 8 still applies here
as nL < 1/6. By employing these observations and introducing

— 23
x:=1— o E[01],0 2(1 4 20%)(1 — p*)3 =~ 0.9865
5
o(t—1):= {i 2\757Leg(t)
ec(t—1)
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we can show that
1— 242
o(t—1)< (1= 8227 si1—2)+
21
5v20%(1+2p%) (1-p%)
42/T—x
Then, by Lemma 9 and the assumption that f is p-gradient
dominated, we have

Jﬁaﬁ% \**I_X,,;,Lg(t_g)

ut_]_ Ld

2 2
o(t—1)< _ 2 5(t—2) + ﬂec(t—m + nL ui , d
3 3n 3
nL?uf, d
3 .
Therefore
5v2p?(1+2p?) (1-p?)
o(t—1) <B o(t—2) 2A2A0M] 2 | Ld
4(t-1) 8(t—2) oL 3
(35)
where
B:=|, 1- %(1 - 921)2 % 2(1 - ;()aﬁénL
3V 2(1 — x)ab3nL 1—2nu
It can be shown that

1-p2)2% 4
I1BIl < 1—%.@93.

By plugging this bound into (35) and using mathematical induc-
tion, the bound (23) can be proved.
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