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The energy landscape governs ductility in
disordered materials†

Longwen Tang,ab Han Liu, b Gang Ma,a Tao Du,bc Normand Mousseau,d

Wei Zhou*a and Mathieu Bauchy *b

Based on their structure, non-crystalline phases can fail in a brittle or

ductile fashion. However, the nature of the link between structure

and propensity for ductility in disordered materials has remained

elusive. Here, based on molecular dynamics simulations of colloidal

gels and silica glasses, we investigate how the degree of structural

disorder affects the fracture of disordered materials. As expected, we

observe that structural disorder results in an increase in ductility. By

applying the activation-relaxation technique (an open-ended saddle

point search algorithm), we demonstrate that the propensity for

ductility is controlled by the topography of the energy landscape.

Interestingly, we observe a power-law relationship between the

particle non-affine displacement upon fracture and the average local

energy barrier. This reveals that the dynamics of the particles upon

fracture is encoded in the static energy landscape, i.e., before any

load is applied. This relationship is shown to apply to several classes

of non-crystalline materials (oxide and metallic glasses, amorphous

solid, and colloidal gels), which suggests that it may be a generic

feature of disordered materials.

1 Introduction

Understanding the fracture mechanism and dynamics of mate-
rials upon fracture is of great importance in materials science
and condensed matter physics.1–3 Materials can exhibit various
mechanisms of fracture, namely, brittle materials fail in a

catastrophic fashion within the macroscopic elastic regime,
whereas ductile materials feature some irreversible plastic defor-
mation before breaking-thereby reaching high fracture toughness
values.4,5 Select phases have been shown to exhibit some ductile-to-
brittle transitions (DBTs), which can be driven by composition,5–7

thermal history,8,9 temperature,10 or loading rate.11,12

In crystalline phases, DBTs have been described as a com-
petition between bond-breaking and dislocations.4,13 However,
the origin of DBTs in non-crystalline phases remains less
understood.14–18 The carriers of ductility in disordered materials
consist in some local structural reorganizations known as the
shear transformation zones (STZs), which have been found to be
controlled by the existence of low-frequency vibrational modes,19

the local ‘‘softness’’ of the structure,20 the local yield stress,21

some topological defects,22 or the local stress gradient.23

Although previous results suggest the existence of a correlation
between STZs and structural/dynamical descriptors,1 the physical
origin of DBTs in disordered materials remains unknown. As an
alternative viewpoint, it has been suggested that some mechanical
behaviors of glassy materials can be understood based on the
energy landscape framework.24

Here, we explore whether the degree of brittleness of dis-
ordered materials could in some ways be encoded in their
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New concepts
When subjected to load, non-crystalline materials can exhibit strikingly
different responses, i.e., they can catastrophically break in a brittle
fashion or exhibit some ductility. Understanding the nature of the
atomic-scale mechanism that governs the propensity for a disordered
phase to break in a brittle or ductile fashion has been a longstanding
interest in materials science. Here, we investigate numerically the
fracture of several archetypal disordered materials. As a major outcome
of this work, we reveal for the first time that the degree of ductility during
fracture is quantitively encoded in the topography of the static energy
landscape before loading. Our results shed light on intriguing
commonalities in the fracture of disordered phases over different
material families, microscopic interactions, and scales. This new
finding could guide the design of novel noncrystalline phases with
unusual resistance to fracture.

Materials
Horizons

COMMUNICATION

Pu
bl

is
he

d 
on

 0
1 

Fe
br

ua
ry

 2
02

1.
 D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 o

f C
al

ifo
rn

ia
 - 

Lo
s A

ng
el

es
 o

n 
7/

12
/2

02
1 

4:
45

:1
0 

A
M

. 

View Article Online
View Journal  | View Issue

http://orcid.org/0000-0002-4899-9998
http://orcid.org/0000-0003-4600-0631
http://rsc.li/materials-horizons
https://doi.org/10.1039/d0mh00980f
https://pubs.rsc.org/en/journals/journal/MH
https://pubs.rsc.org/en/journals/journal/MH?issueid=MH008004


This journal is © The Royal Society of Chemistry 2021 Mater. Horiz., 2021, 8, 1242–1252 |  1243

energy landscape. To establish our conclusions, we simulate a
selection of various disordered phases, namely: (i) calcium–
silicate–hydrate (C–S–H) colloidal gels, (ii) silica (SiO2) glasses,
(iii) amorphous silicon (a-Si) solids, and (iv) Cu64Zr36 metallic
glasses. These non-crystalline phases range over different
families of disordered phases (gel, glass, and amorphous solid),
scales (atomic networks and colloidal gels), and different types
of bonds (van der Waals, covalent, ionocovalent, and metallic)-
which allows us to explore behaviors that are potentially generic
to disordered materials. Based on molecular dynamics (MD)
simulations, we show that the propensity for ductility during
fracture increases with the magnitude of structural disorder. To
reveal the origin of this feature, we then adopt the activation-
relaxation technique (ART), which enables a systematic search
of saddle points and transition pathways in the energy land-
scape surface.25 We establish that the propensity for ductility in
disordered materials is encoded in the static topography of the
energy landscape.

2 Results
2.1 Effect of disorder on brittleness and ductility

To explore the link between structural disorder and degree of
ductility during fracture, we first consider a series of colloidal
silicate gels (which consist of nanometric C–S–H grains that
interact with each other via a generalized Lennard-Jones
potential) and glassy silica (SiO2) samples exhibiting a wide
range of degrees of disorder. To this end, starting from an initial
crystalline structure, these systems are gradually amorphized by
mimicking irradiation-introduced disordering (see Methods
section). The overall degree of structural disorder is quantified
by a two-body entropy term s, wherein lower values of s denote
lower degrees of disorder (see Methods section).

We then investigate the fracture of the simulated disordered
systems by subjecting them to a uniaxial tensile deformation
(see Methods section). Fig. 1(a) shows the stress–strain curves
of select colloidal gels systems upon uniaxial fracture. We
observe that the most ordered systems (i.e., low s) exhibit a
fairly brittle response, which manifests itself by a sudden drop
in stress after the crack starts to propagate. In contrast, the
most disordered systems (i.e., high s) feature a more ductile
fracture, as evidenced by the slow decay of stress after the crack
starts to propagate.

A similar phenomenon is also observed in the case of the
glassy silica samples (see Fig. 1(b)). Specifically, we observe
that, after reaching their maximum stress, highly disordered
silica samples (i.e., high s) exhibit a range of strains wherein the
stress remains constant (i.e., yielding regime), which indicates
the existence of plastic deformations. We note that, due to
differences in spatial scales and in bonding nature (i.e., iono-
covalent bonds for glassy silica vs. van der Waals bonds for the
colloidal gel), the silica glasses can reach significantly higher
stress and strain values than the colloidal gels before failing.
Nevertheless, despite the significantly different nature of these
two systems, we observe that, interestingly, their respective

degree of ductility exhibit a very similar dependence on the
extent of structural disorder.

We then further quantify the extent of ductility by calculating
the plastic energy GP that is dissipated during fracture increases
(see Methods section). We find that, in both systems, GP increases
fairly linearly with increasing degrees of disorder, as captured by
the entropy term s (see the insets of Fig. 1). These results
demonstrate that both of these disordered systems exhibit a
DBT that is driven by the degree of structural disorder-wherein
higher disorder results in higher ductility (lower brittleness).

2.2 Ductile events occuring during fracture

We now further investigate the nature of the carriers of plasticity
within the network during fracture. To this end, we compute the
cumulative non-affine displacement D of each atom/grain, which
is used to identify the activation of STZs by capturing the
irreversible structural reorganizations occurring during the frac-
ture process (see Methods section). The distribution of the final

Fig. 1 Stress–strain curves of select (a) colloidal gels and (b) silica glasses
showing varying degrees of structural disorder (as captured by the entropy
term s) subjected to a uniaxial tensile deformation. The insets show the
plastic energy dissipated during fracture as a function of s. The line is to
guide the eye.
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cumulative non-affine displacement of the particles in select
colloidal gels with varying degrees of disorder is shown in
Fig. 2(a). We observe that, in the most ordered colloidal gel
systems (i.e., low s), most of the particles exhibit small values of
D (lower than 2 times of their diameter). This indicates that, in
this regime, most of the particles are displaced in an affine
fashion, that is, the system exhibits a very limited extent of
structural reorganization during fracture. In contrast, in more
disordered colloidal gel systems (i.e., higher values of s), the
particles tend to exhibit larger D values (see Fig. 2(a)), which
indicates that the extent of structural reorganization increases
with increasing degree of disorder. A similar behavior is
observed in the glassy silica samples (see Fig. 2(b)).

Interestingly, despite the different nature of these two
systems, we find that the extent of non-affine plastic deforma-
tions and resulting energy dissipation exhibit a similar relation-
ship in both systems. As shown in the insets of Fig. 2, we find

that, for both systems, the plastic energy GP that is dissipated
during fracture increases fairly linearly with the average final
cumulative non-affine displacement D—i.e., as averaged over all
the atoms (or particles) of fractured systems with fixed degrees
of disorder. This strongly suggests that, during fracture, the
magnitude of plastic energy dissipation (i.e., ductility) is indeed
governed by the extent of non-affine reorganizations of the
particles under stress. Overall, these results further support the
ability of the non-affine displacement D to describe the carriers
of plasticity within the network during fracture.

2.3 Effect of disorder on the topography of the energy
landscape

We now explore how the link between degree of structural
disorder, atoms/particles’ dynamics under stress, and macro-
scopic degree of brittleness during fracture can be rationalized
in terms of the topography of the underlying energy landscape
of the system. To this end, we adopt activation-relaxation
technique nouveau (ARTn, a method that is capable of computing
the energy barriers of amorphous system without prior knowledge
of the final state) to obtain the distribution of local energy barriers
(see Methods section for more details). Fig. 3(a) shows the
distribution of the energy barriers computed by ARTn for select
colloidal gels with varying degrees of structural disorder. Overall,
we find that the energy barrier distributions obtained herein
strongly echo those previously computed in metallic glasses.27 In
detail, we observe that the more ordered colloidal gel systems (i.e.,
low s) exhibit a series of fairly well-defined energy barriers around
250, 1000, and 1700 eV. This indicates the existence of a rough
energy landscape, wherein the metastable equilibrium positions
are separated from each other by some high-energy barriers. In
contrast, in the more disordered colloidal gel systems (i.e., high s),
we observe that most of the high-energy barriers vanish and are
replaced by low-energy barriers (i.e., less than 250 eV).

The glassy silica systems exhibit a similar behavior, namely, the
energy barrier distributions tend to shift toward lower energy
values disordering (see Fig. 3(b)). We find that, although a pristine
silica glass would exhibit clearly distinct low- and high-energy
barriers (i.e., low barriers associated with the flipping of O atoms
and high barriers associated with the breakage of Si–O bonds), the
present irradiated samples present a fairly continuous distribution
of energy barriers due to the presence of coordination defects. It
should be noted that the difference in the scale of the energy
barriers that are accessible in the colloidal gels and silica glasses
(i.e., eV for the silica glasses vs. keV for the colloidal gels) arises
from the significantly different value of the typical interparticle
energy in these systems-since the bonding energy between grains
in the colloidal gels is notably higher than the binding energy
between Si and O atoms in the silica glasses. However, this does
not mean that, overall, colloidal gels are more cohesive than silica
glasses-since, when normalized by their volume, the cohesion
energy of colloidal gels is lower than that of silica glasses.

As a distinctive feature between the two systems considered
herein, we observe that, in the case of the most disordered
configurations (i.e., low s), the colloidal gels exhibit a notable
fraction of very low energy barriers (i.e., less than 100 eV), whereas

Fig. 2 Distribution of the cumulative non-affine displacements D of the
atoms (or particles) during the fracture of select (a) colloidal gels and
(b) silica glasses with varying degrees of disorder (as captured by the
entropy term s). The inset shows the plastic energy dissipated during
fracture as a function of the average value of D for varying degrees of
disorder. The line is a linear fit.
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such excess of low energy barriers (i.e., low as compared to the
typical bond energy) is not observed in the silica glasses (see
Fig. 3). The existence of such low energy barriers in the dis-
ordered colloidal gels may arise from the non-directional nature
of the van der Waals bonds-so that certain particles can rotate
with respect to each other for a very low energy cost. This results
in the appearance of some localized floppy modes of relaxation
within the network. In contrast, the repulsive coulombic interac-
tions acting between cations (anions) in the silica glasses result in
fairly well-defined interatomic angles and prevent any low-energy
rotations of the atoms with respect to each other.

Although the energy barriers observed in the colloidal gels are
significantly larger than in the silica glasses, such colloidal gels
are associated with a larger length scale (i.e., larger interparticle
distance). As such, taking into account the role the volume, the
colloidal gels actually present a lower average volumetric density
of energy barriers as compared to glassy silica-which explains the
larger mobility of the particles in the gels. In turn, to compare the
energy barriers observed in both systems to their fracture energy

(or dissipated plastic energy), these energy barriers should be
rescaled per unit of area-so as to obtain a surface density of
energy that has the same unit as a fracture energy. We find that
the colloidal gel and glassy silica systems exhibit a surface density
of energy barriers that is around 0.25 and 1.6 eV Å�2, respectively,
which echoes the fact that the colloidal gels tend to show lower
fracture energies (or plastic energy) as compared to silica glasses.

Nevertheless, despite such differences, we observe that these
two systems exhibit a similar type of scaling between disorder
and landscape topography. Indeed, in both cases, we find that
the average magnitude of the energy barriers decreases fairly
linearly with increasing structural disorder, i.e., higher s values
(see the insets in Fig. 3). This indicates that, in both cases,
starting from an initially rough energy landscape in ordered
configurations, disordering inducing a gradual smoothening of
the energy landscape-that is, disordering results in a decrease
in the average height of the saddle points separating the
different metabasins accessible within the energy landscape.

2.4 Effect of the energy landscape on ductility

We now investigate the nature of the link, if any, between the
topography of the energy landscape and the propensity for
disordered phases to activate ductile events upon fracture. To
this end, Fig. 4(a) shows the cumulative non-affine displacements
D of the particles during fracture as a function of the average
height of the energy barriers Eave that are accessible to them in
select colloidal gels with varying degrees of structural disorder.
For statistical averaging purposes, each of the data point shown
in Fig. 4(a) corresponds to the averaging of D and Eave over 5% of
all the particles (as sorted in terms of increasing values of D).
Notably, we observe a clear (anti)correlation between the average
height of the energy barriers accessible to a particle and its non-
affine displacement during fracture, namely, the particles that
have access to low energy barriers are more likely to undergo
some structural reorganization during fracture than those that
only have access to large energy barriers. It should be noted that
the monodisperse LJ colloidal gel considered is fairly unstable
and tends to easily crystalize at non-zero temperature-so that this
system is more ‘‘amorphous’’ than ‘‘glassy’’.28 Nevertheless, the
crystallization time of this system depends on temperature (see
Fig. S1 in ESI†) and can become extremely long at low tempera-
ture. As such, the power law relationship evidenced herein still
holds at non-zero temperature (see Fig. S3 in ESI†).

We observe that, despite the difference in spatial and energy
scale, the silica glasses exhibit a very similar behavior, namely,
the non-affine displacement of a given atom during fracture
decreases with increasing average height of the energy barriers
that are accessible to this atom (Fig. 4(b)). Interestingly, in both
systems, our data suggest the existence of a power law relation-
ship between the non-affine displacement D of the atoms (or
particles) during fracture and the average height of the energy
barriers Eave they have access to:

D p AE�aave (1)

where a is a power law coefficient. However, we find here that the
parameter a is non-universal and appears to be system-specific.

Fig. 3 Distribution of the energy barriers in select (a) colloidal gels and
(b) silica glasses with varying degrees of disorder (as captured by the
entropy term s). The inset shows the average value of the energy barriers
as a function of s. The line is to guide the eye.
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We also find, within a given system, the power law coefficient a
depends on the degree of disorder-albeit to a lesser extent for glassy
silica (which may arise from the fact that this system exhibits a
limited range of degrees of disorder s). This suggests that the
relationship between non-affine displacement and energy barriers
may be governed by the fractal geometry of the energy landscape.29

This aspect should be further investigated in future studies. It
should be noted that the power law relationship identified herein
is fundamentally different from the one reported in ref. 30, wherein
the atomic displacement to reach the saddle point was noted to
increase with activation energy (simply a consequence of the fact
that the energy basin is fairly harmonic). In contrast, the power law
identified herein (i.e., wherein non-affine displacement decreases
with the local energy barrier) highlights that the overall dynamics
of the particles upon fracture is encoded in the static topography of
the energy landscape, that is, before any load is applied.

Furthermore, we also investigate whether the particle
dynamics are governed by the minimum (rather than average)

height of the energy barrier (Emin) that are accessible to the
particles. As show in Fig. S8 (ESI†), we find that the relationship
between D and Emin can also be described by a power law.
However, we observe that D exhibits a stronger correlation with
Eave than Emin (as measured from the coefficient of determina-
tion R2) for all of the systems considered in this study (see ESI†
for more information). The fact that the dynamics of the
particles is governed by the average (rather than minimum)
height of the energy barriers they have access to can be under-
stood from the fact that, during fracture, the dynamics of the
particles are not spontaneous, but actually driven by the applica-
tion of an external load, along a certain fixed direction. Due to
the directionality of the applied deformation, the particles are
significantly more likely to reorganize along the direction of the
deformation rather than simply by following paths associated
with the lowest energy barriers (see Fig. S9, ESI†).

Moreover, we find that atoms in silica glasses tend to exhibit
two types of non-affine displacement: (i) very small displacements

Fig. 4 Cumulative non-affine displacements D of the atoms (or particles) during fracture as a function of the average height of the energy barriers that
are accessible to them. The data are presented for select (a) colloidal gels and (b) silica glasses with varying degrees of disorder (as captured by the
entropy term s). (c) Schematic illustrating how the topography of the energy landscape controls the propensity for atoms (or particles) to reorganize in a
non-affine fashion during fracture. The initial and final metastable equilibrium positions of the particles in the energy landscape are indicated in black and
white, respectively. Rough regions of the energy landscape are characterized by large energy barriers separating each metabasin, whereas smooth
regions comprise energy metabasins that are separated from each other by small energy barriers.
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that are well below 0.1 Å and (ii) more significant displacements
(i.e., around 1-to-6 Å). We observe that only the largest displace-
ments are associated with notable drops in stress and, hence,
contribute to any significant energy dissipation (and, hence,
ductility) upon fracture (see Fig. S10 in ESI†). As shown in
Fig. S10 (ESI†), ARTn can properly capture the energy barriers
that are associated with notable atomic displacements (ranging
from 0.5-to-6 Å), which contribute to increasing ductility.

We now discuss the degree of generality of the link evidenced
herein between energy landscape topography, particles’
dynamics under stress, and macroscopic ductility during frac-
ture. Specifically, we explore whether the power law relationship
between the non-affine displacement D of the particles during
fracture and the average height of the energy barriers Eave they
have access to could be a generic feature of disordered phases.
To this end, we extend our analysis to two additional classes of
disordered materials, namely, a-Si (an archetypical covalent
amorphous solid) and Cu64Zr36 (an archetypal metallic glass).
The above two disordered materials are generated by the con-
ventional melting-cooling method (see Method section for more
details).

Fig. 5 shows the cumulative non-affine displacements D of
the atoms per particles after varying strains as a function of the
average height of the energy barriers Eave that are accessible to
them in each of the four systems considered herein (at the fixed
degree of disorder). Quite unexpectedly, despite the notable
difference in spatial scale (from Å to 100 s of nm), energy scale
(from eV to keV), and bonding (van der Waals, covalent,
ionocovalent, and metallic), a similar power law relationship
is observed in all these systems. In addition, it is notable that
the power law relationship remains satisfied for varying strain
deformations, both before and after fracture (as long as the
deformation is large enough to induce some atomic motion).
We find that the power law coefficient a remains largely
unaffected by the magnitude of the applied strain. This
indicates that, despite the atomic reorganizations occurring
during the deformation, the system remains close to its initial
position in the energy landscape and the atoms retain the
memory of the topography of their local initial energy
landscape.

It should be noted that the characteristic length scale of
colloidal gels (interparticle distance of 50 Å) is much larger

Fig. 5 Cumulative non-affine displacements D of the atoms (or particles) during fracture as a function of the average height of the energy barriers that are
accessible to them. The data are presented for a (a) colloidal gel, (b) silica glass, (c) amorphous silicon, (d) and Cu64Zr36 metallic glass subjected to varying strains e.
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than the characteristic length scale of silica glass (interparticle
distance of 1-to-2 Å). As a consequence, although the energy
barriers observed in the colloidal gel are, on average, signifi-
cantly larger than in glassy silica, the volumetric density of
energy barriers in colloidal gels is, in turn, lower than in glassy
silica (see Fig. S5 in ESI†). This explains why particles tend to
exhibit higher mobility in the colloidal gel.

Disordered materials (e.g., irradiated or melt-quenched
phases) are out of equilibrium and, hence, their mechanical
properties depend on their history. However, we find that (i) the
relationship between plastic energy and non-affine particle dis-
placement and (ii) the power law relationship between D and Eave

are independent on whether disorder is introduced via irradia-
tion or melt-quenching (see ESI†). This suggests that the fact that
the ductility of disordered systems is quantitatively encoded in
their static energy landscape is a generic feature of disordered
materials-independently of how structural disorder is induced.

3 Conclusions

Overall, our results suggest the following atomic picture of
ductility in non-crystalline materials. Under load, the particles
gain some elastic strain energy, which effectively deforms the
local energy landscape. In highly disordered/unstable systems,
this elastic energy becomes comparable to the height of the
barriers in the energy landscape-so that the particles can over-
come some of the energy barriers and reorganize (see Fig. 4(c)).
These structural reorganizations correspond to some plastic
events that allow the system to release some of the accumulated
internal stress and, thereby, reach higher strain deformations
while resisting fracture (see Fig. 4). In contrast, in less disordered
systems, the elastic energy provided to the particles remains low
as compared to the height of most of the energy barriers that are
accessible to the particles-due to the high roughness of the
energy landscape. As such, the particles remain trapped in their
metabasins and the structure remains fairly frozen under load
(i.e., with no significant plastic structural reorganization) until
the elastic energy becomes equal to the surface energy-the point
at which the system eventually fails in a brittle fashion. In that
regard, it is notable that, even when significant deformations
and structural reorganizations occur, the dynamics of the particles
remains largely correlated to the initial height of the energy
barriers. This highlights the existence of a close relationship
between long-time dynamics and the topography of the static
energy landscape (before any load is applied), which is herein
observed for a large variety of materials. However, this ductile
behavior is qualitatively different from the ductility exhibited by
some metals, where macroscopic shear bands are expected to be
observed. It should be pointed out that the role of structural
defects on ductility identified herein would not apply to pristine
crystalline materials that can exhibit slip deformations-since, in
this case, the introduction of structural disordered would limit
ductility by suppressing preexisting shearing mechanisms.

Altogether, these results establish a consistent atomic picture
of ductility in various families of disordered materials (i.e.,

colloidal gel, ionocovalent glass, covalent amorphous solid,
and metallic glass) and highlight the critical role played by the
topography of the energy landscape in controlling the degree of
brittleness in disordered materials.31,32 The large similarity of
the behaviors observed herein for a wide variety of material
families suggests that the relationship between energy landscape
topography and ductility during fracture might be a generic
feature of disordered materials.8,9,33–35 We envision that the
present results could guide the design of novel non-crystalline
phases with unusual resistance to fracture.

4 Methods
4.1 Construction of the disordered phases

We simulate a selection of various disordered phases, namely:
(i) C–S–H colloidal gels, (ii) SiO2 glasses, (iii) a-Si solids, and (iv)
Cu64Zr36 metallic glasses by using the LAMMPS package,36 as
detailed in the following.

Colloidal gel. We first consider the C–S–H colloidal gel
model developed by Masoero et al.33 This system consists of
nanometric C–S–H grains that interact with each other via a
generalized Lennard-Jones (LJ) potential:

Uij ¼ 4e
s
rij

� �grep
� s

rij

� �gatt� �
(2)

where rij is the distance between each pair of grains. Following
Masoero’s model,33 we use grep = 28 and gatt = 14 (to describe the
repulsive and attractive energy terms, respectively), e = 115.38 eV,
and s = 50 Å. The distance cutoff is fixed at 100 Å. These
parameters have been shown to properly describe the nano-
mechanics of C–S–H gels.33,37–39 The C–S–H models simulated
herein comprises 8000 grains in a cubic box of around 1000 Å.
The initial configuration takes the form of a DNA-like lattice
(see ref. 39 for more details about the simulated system).

Glassy silica. We then consider glassy SiO2, i.e., an arche-
typical ionocovalent oxide glass. To this end, we adopt the well-
established van Beest–Kramer–van Santen (BKS) potential,
which offers a representation of the structure of SiO2 while
relying on a simple 2-body Buckingham formulation:

Uij ¼
qiqj

rij
þ Aijexp �bijrij

� �
� cij

r6ij
(3)

where Aij, bij, cij, and qi are potential parameters.40 To avoid the
‘‘Buckingham catastrophy,’’ an additional repulsive term is
added at very short distance following ref. 41. The cutoff is
fixed at 10 Å. The SiO2 models simulated herein comprises 8640
atoms. We use a a-quartz crystal as initial configuration.

Disordering. To investigate the effect of disorder, the previous
two crystalline systems (i.e., C–S–H and a-quartz) are gradually
amorphized by simulated irradiation, which reproduce the
irradiation-induced disordering of solids observed experi-
mentally.26,42,43 In detail, a particle (grain or atom) is first
randomly selected. Its kinetic energy is then instantaneously
increased by an increment DEK (DEK = 40 keV and 2 keV for
C–S–H and SiO2, respectively). The kinetic energy deposition
results in a ballistic cascade within a region of the network.
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To avoid any spurious effects of the thermostat on the dynamics
of the ballistic cascade, we define a sphere around the primary
knocked-on atom, wherein the dynamics of the atoms is simu-
lated in the NVE ensemble, while the dynamics of the rest of the
atoms is simulated in the NVT ensemble under 300 K with a
Nosé–Hoover thermostat.44,45 The radius of the spherical region
is fixed at 5 times the radius of the first coordination shell (taken
as the position of the first minimum in the pair distribution
function). We find that relaxation durations Dt of 200 ps and
20 ps for C–S–H and SiO2, respectively, are long enough to ensure
convergence of temperature, energy, and pressure. Note that, to
avoid any unrealistic atom overlapping upon high-energy colli-
sion, a variable timestep is used during this stage. Otherwise, we
use a constant timestep of 5 fs and 1 fs for C–S–H and SiO2,
respectively. After each ballistic cascade, the system is then
further relaxed in the NPT ensemble under 300 K and zero
pressure for the same duration Dt, which is long enough to
ensure a convergence of the volume. This process is then
iteratively repeated until saturation.26 For each system, we sub-
sequently extract a series of configurations featuring various
degrees of disordering for further characterization. Note that only
systems having undergone at least 40 ballistic cascades are
selected-which was found appropriate to exclude the existence
of any residual crystalline order in the simulated systems.

Metallic glass. In addition to the two previous systems, we
consider a Cu64Zr36 glass with a fixed degree of disorder. This
system allows us to assess whether our conclusions (see below)
apply to metallic glasses. We adopt the embedded-atom method
potential parameterized by Mendelev et al., which has been shown
to give a reasonable description of the structure and elastic
behavior of Cu–Zr glass.46 An initiation configuration is first created
by randomly placing 8000 atoms in a cubic box while ensuring the
absence of any unrealistic overlap. The system is then equilibrated
at 2000 K under zero pressure for 10 ns in the NPT ensemble to lose
the memory of its initial configuration. The melt is then sub-
sequently cooled down to 300 K with a cooling rate of 1 K ps�1 under
zero pressure in the NPT ensemble. Finally, the obtained glass is
relaxed at 300 K and under zero pressure for an additional 10 ns.

Amorphous silicon. Finally, we consider an amorphous Si
model (i.e., an archetypical model for disordered covalent
semiconductors) with a fixed degree of disorder. To this end,
we adopt the 3-body Stillinger–Weber potential, which has been
shown to reproduce the vibrational and structural properties in
agreement with experiments.47 A disordered system comprising
8000 atoms is prepared using the same melt-quench method as
that used for Cu64Zr36.

4.2 Degree of disorder

To quantify the degree of disorder in each configuraton, we
compute a 2-body entropy s based on the pair distribution function
g(r) as:48,49

s ¼ �1

R

ð
gðrÞlngðrÞ � ðgðrÞ � 1Þ½ �dr (4)

where R is the distance cutoff. Note that this entropy term s
would be equal to 0 if g(r) = 1 (i.e., for a perfectly disordered

gas), whereas lower values of s (i.e., negative values of s) denote
a lower degree of disorder. For illustration purposes, we also
calculate the local structural order of each atom i as:

si ¼ �
1

R

Ð
giðrÞln� ðgiðrÞ � 1Þ½ �dr, where gi(r) is the local pair

distribution characterizing the radial order around each atom
i. As illustrated in Fig. 6, we observe that, both for C–S–H and
SiO2, the degree of disorder increases upon irradiation.

4.3 Fracture simulations

The fracture of the simulated disordered systems is performed
by subjecting them to a uniaxial tensile deformation. This is
achieved by deforming each system along the z-axis by small
increments of a strain of 0.05% while keeping the size of the
simulation box fixed along the other directions and performing
an energy minimization (using the conjugate gradient algo-
rithm) at each step of the deformation. This procedure is
iteratively repeated until the system breaks (as illustrated in
Fig. S1 in ESI†). For each configuration, the fracture is repeated
along the x- and y-axis for statistical averaging. We compute the
undergone uniaxial stress as a function of strain to characterize
the response of each system upon fracture. We then compute
the fracture energy GC from the integral of the stress–strain
curve (i.e., the energy work associated with the fracture
process).50 The cohesion of the system is then estimated by
computing its surface energy g by cutting the system into two
parts (i.e., creating two free surfaces), relaxing the as-cut system
for Dt in the NPT ensemble, and computing the loss of potential
energy with respect to that of bulk system.50 Note that the
g values are calculated for 300 cut surfaces (100 per axis) for
statistical averaging. The value of the surface energy g is here
found to be fairly unaffected by the degree of disorder (not
shown).

The degree of brittleness of fracture can then be quantified
by calculating the irreversible plastic energy GP that is dissi-
pated during fracture by decomposing the elastic and non-
elastic energy terms contributing to the total fracture energy:50

GC = 2g + GP (5)

The plastic energy GP that is dissipated during fracture is
then calculated as GC � 2g, that is, it corresponds to the
amount of fracture energy that is not consumed to create a
new surface. Note that GP = 0 denotes a fully brittle fracture,
that is, wherein all the fracture energy is consumed to create
some new surface.

In contrast to what is observed with the other systems
considered herein, we find that a uniaxial tensile deformation
does not yield any fracture via crack propagation in Cu64Zr36.
Hence, to assess the ductility of this system, we subject this
configuration to an athermal quasistatic shear (AQS) deforma-
tion with Lees–Edwards periodic boundary conditions.19,23,51

4.4 Cumulative non-affine displacement

To investigate the nature of the plastic events occurring within
the network during fracture, we compute the cumulative non-
affine displacement D undergone by each particle during the

Communication Materials Horizons

Pu
bl

is
he

d 
on

 0
1 

Fe
br

ua
ry

 2
02

1.
 D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 o

f C
al

ifo
rn

ia
 - 

Lo
s A

ng
el

es
 o

n 
7/

12
/2

02
1 

4:
45

:1
0 

A
M

. 
View Article Online

https://doi.org/10.1039/d0mh00980f


1250 |  Mater. Horiz., 2021, 8, 1242–1252 This journal is © The Royal Society of Chemistry 2021

entire fracture process. The non-affine square displacement
Dmin

2 metric has been widely used to identify the activation of
STZs under stress.20,51,52 The main idea of the non-affine
displacement is to isolate the particle displacements associated
with local reorganizations from the displacements resulting
from the macroscopic deformation of the simulation box. It
provides a quantitative measurement of the degree of local
reorganizations that atoms have undergone when comparing
two consecutive configurations. Here, rather than relying on
the total non-affine displacement during fracture-which is not a
meaningful metric since the configuration experiences some
significant changes upon fracture-we rely on a cumulative non-
affine displacement D, which is defined, for each particle, as
the sum of the non-affine displacements experienced during
each small increment of strain:

D ¼
Xn
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DDi;min

2

q
(6)

where DDi,min
2 is the incremental non-affine square displace-

ment after each small increment of strain i and n is the total
number of the strain increments. Local cutoff values of 60 Å,

3.38 Å, 2.9 Å, and 3.7 Å are selected to compute the local affine
displacement field for the silicate gels, glassy silica, amorphous
silicon, and Cu64Zr36 glass, respectively.

4.5 Exploring the local energy landscape

Finally, we explore whether the ductility of the disordered
phases considered herein could in some ways be encoded in the
topography of the energy landscape. To this end, we adopt the
activation-relaxation technique nouveau (ARTn) method,25,53,54

which has been previously used to compute the energy barrier
distribution in disordered materials.23,27,30,55 In details, starting
from a local minimum in the energy landscape, random displace-
ments are imposed on a select particle and its neighbors to
identify a direction of negative curvature in the energy landscape,
which is indicative of the presence of a nearby first-order saddle
point. Here, the radius of the local region that is initially deformed
is chosen as being equal to the cutoff radius used for the
calculation of the non-affine displacements (see above). The
system is then moved to the saddle point by following the
direction of negative curvature using the Lanczos algorithm25

before the system eventually relaxes toward a new minimum.

Fig. 6 Snapshots of select (a) colloidal gels and (b) silica glasses with varying degrees of disorder. Each atom is colored based on its local excess
entropy si.
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Hence, the ARTs algorithm restricts its search of energy pathways
to those going through saddle points and, thereby, focuses on the
minuscule fraction of the configurational space that is physically
accessible to the system. We adopt here force tolerance values of
0.1 eV Å�1, 0.05 eV Å�1, 0.01 eV Å�1, and 0.05 eV Å�1 for the
convergence of the saddle points in the silicate gels, glassy silica,
amorphous silicon, and Cu64Zr36 glass, respectively. A total of
20 saddle point searches is conducted for each particle, which was
here found to be large enough to ensure the convergence of the
energy barrier distribution.
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