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Mean field verification theorem*

ALAIN BENSOUSSAN', SINGRU (CELINE) HOE,
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It is well known in deterministic and stochastic control that an
optimal control can be obtained through a theory of sufficient con-
ditions, so-called Bellman or Dynamic Programming approach. In
Bellman’s approach, one constructs a control under sufficient con-
ditions and proves that this control is optimal by an argument
called verification theorem. This presentation aims at describing
the basic ideas of the verification theorem for mean field type con-
trol theory.
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1. Introduction

Mean Field Type Control Theory is an extension of stochastic control. As
well known in stochastic control (as well as in deterministic control), two
types of theory exist for obtaining an optimal control, a theory of neces-
sary conditions (Pontryagin approach) and a theory of sufficient conditions
(Bellman or Dynamic Programming approach). In the Pontryagin approach,
an optimal control if it exists needs to satisfy a necessary condition of opti-
mality. In Bellman’s approach, under some conditions (sufficient conditions)
one constructs a control, and, by an argument, called “verification theorem”,
one proves that this control is optimal. These basic ideas can be extended
to mean field type control theory. The objective of this brief presentation is
to describe the basic ideas of the verification theorem for mean field type
control theory. We do not present all the technical proofs. We also do it in
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a relatively simple framework, where the mean field type control aspect is
limited to the presence of the expected value of the final state in the payoff
functional. For more developments on Mean Field Theory, see [1, 2, 3, 4].

2. Mean field type control

The problem we want to solve is described as follows. Let (£2,.4, P) be a
probability space, on which is constructed an n-dimensional standard Wiener
process, denoted by w(t). We define next functions ¢g(z,v) and o(z,v) from
R"™ x R™ to (respectively) R" and L£L(R"; R"™), which are sufficiently smooth.
They will be the drift and diffusion term of a diffusion process in the state
space R", depending on a control v. A control will be defined by a feedback
on the state v(x,s). This feedback is the unknown of the control problem,
we describe now. First, the state of the dynamic system denoted by z(t) is
the solution of the SDE (stochastic differential equation)

(1) dz = g(a,v(x, 5))ds + o (x, v(, ))dw(s),
z(0) = xo.

We are assuming here that, in the class of admissible controls v(zx, s) we are

considering, we can solve this SDE and obtain a unique solution z"()(s),

which is a continuous process adapted to the filtration generated by the

Wiener process. To simplify notation, we write z(s) = 2°()(s) and v(s) =

v(x0)(s), s).

The payoff to maximize is given by
T
(2) J(()) = /0 e Ef(x(s),v(s))ds + e (Eh(x(T)) + F(Ex(T))).

Because of the last term in the pay-off, this problem is not a classical stochas-
tic control problem. The objective is to extend Bellman equation (Dynamic
Programming) of stochastic control to this situation and to obtain a verifi-
cation theorem, for a specific feedback to be optimal.

3. Sufficient condition of optimality
3.1. Notation
Define a(z,v) = %U(x, v)o*(z,v). We introduce the Lagrangian
(3) L(xz,q,M,v) = f(z,v) + q.9(z,v) + tr(a(z,v) M),

where ¢ € R", M € L(R"™; R™). We suppose that there exists a measurable
function 0(x, ¢, M), which attains the maximum in v of the Lagrangian. We



Mean field verification theorem 255

then introduce the functions

H(z,q,M) = L(x,q, M,0(z,q,M)),
G('raqu) = g(ﬂj‘,f](.ﬁ,q, M))a
P(z,q, M) = a(x,v(x,q, M)).

3.2. System of optimality

Let pe R™. We solve, for p fixed, the PDE (partial differential equation)

0
(4) —aup +ru, = H(z, Du,, D2up),

up(z,T) = h(z) + F(p) + DF(p).(z — p),

and we assume that we can solve this PDE for any fixed p. We supposethat
the solution, denoted u,, uniquely defined, is C', with second order deriva-
tive existing a.e., and growth conditions in x same as the highest growth
conditions for f(x,v) and h(x). For each component z; of z, we then con-
sider the linear second order PDE, whose solution is denoted by ¥, ;(z,t)

9
(5) _Q\I’p”’ = DV,;.G(z, Du,, D*u,) + tr (P(z, Du,, D*u,)D*¥,,;) ,
\prji(l‘,T) = Zj.

We denote by ¥ ,(x,t) the vector in R", whose components are ¥, ;(x,t).
We then consider the fixed point equation

(6) p = Vy(x0,0),

and we suppose that this fixed point equation has a unique solution. We
still denote it by p to save notation the unique solution of the fixed point
equation (6). We next define

(7) ﬁp($7t) = ﬁ(waD“mDQUp)a

which is the candidate for optimal feedback. We state the

Theorem 3.1. We assume all the steps described above, leading to the def-
inition of 0p(xz,t). Then the feedback U,(x,t) is optimal and the optimal cost
18

(8) J(0p(.)) = up(20,0) :SI(II))J(’U(.)).
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The result (8) will be a consequence of a more general result below,
Theorem 5.2 (verification theorem).

4. More general theory
4.1. General comments

The result (8) will be a particular case of a more general theory. We first
notice that, when F' = 0, the problem becomes a standard stochastic control
problem. Then w,(z,t) = u(x,t), solution of Bellman equation of stochastic
control

9) f%u—l—ru = H(x, Du, D*u),
u(z,T) = h(x),

and 0,(x,t) = 0(x,t), the classical optimal feedback of stochastic control.
Moreover

(10) u(xg,0) = Sl(lI)) J(v(.)).

So, the system (5), (6) and the fixed point problem (7) are a generalization
of the standard Dynamic Programming argument.

4.2. Invariant embedding in stochastic control

A key element of Dynamic Programming is invariant embedding. One em-
beds the original control problem, in a family of control problems, indexed
by the initial conditions (z,t) instead of (zg,0). We then have

(11) u(x,t) = Sl(l[)) Jzt(v(.)),

where
T
(12)  Ju(v()) = /t e ") Bf(2(s),v(s))ds + e " T Eh(2(T)),

and the dynamic system z(s) evolves as follows

(13) dx = g(z,v(x,s))ds + o(x,v(z, s))dw(s), s > t,
x(t) = x.
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In standard stochastic control, the function u(z,t) is called the value
function. It is the solution of Bellman equation (9).

4.3. Invariant embedding in mean field type control

For mean field type control, the situation is more complicated. We do not
get invariant embedding by replacing (zg,0) by (x,t). We need to consider a
pair (m,t), in which m is a probability measure on R". By writing (z¢,0) =
(024, 0), (m,t) is a generalization of (x¢,0). We need to take the initial value
of the dynamic system (13) at time ¢ to be random. We state the problem
as follows

(14) dx = g(z,v(z,s))ds + o(x,v(z, s))dw(s), s > t,
z(t) = &,

where £ is a random variable in R", independent of the o-algebra W; =
o(w(s) —w(t), Vs > t), whose probability distribution is m. The pay-off is

T
Tnaw() = [ €7 Bfa(s).o(s))ds
(15) + e "I (Eh(z(T)) + F(Ex(T))).
The value function is then

(16) V(im,t) = 81(11)) Ime(v(.)).

4.4. Reformulation of the mean field type control problem

We have written J,+(v(.)) instead of Je ((v(.)) because the right hand side
of (15) depends on the initial condition £ only through its probability dis-
tribution m. This is a very important property of diffusion processes. To
simplify a little, but it is not at all necessary, we assume that the prob-
ability distribution m on R™ has a density with respect to the Lebesgue
measure on R" which we call m(z) to save notation. Then the probability
distribution of the random variable z(s) solution of the SDE (14) has also
a density with respect to the Lebesgue measure on R", which we denote by
m(x, s), solution of the Fokker-Planck equation

Z]Z 3%8:13] (aij(z,v(z,s))m) + div (g(z,v(z,s))m) =0, s > t,
m(z,t) = m(x).
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To emphasize the dependence with respect to the feedback control v(.)
()

and the initial conditions m, ¢, we shall write, when useful m,,;

m¥)(z, s). The right hand side of (15) becomes

(z,s), or

Imt(v(.)) = /tT e "= . f(w,v(x,s))mvm(,;)(:):,s)d:cds

(18) 4T < / ) h(z)m") (z, T)dx + F( / am'(z, T)dx)) .

n

The interesting aspect of the writing (17), (18) is that the stochastic
control problem (14), (15) has been transformed into a deterministic problem
for a dynamic system, whose state at time s is the density m(x,s), whose
evolution is governed by a PDE, the Fokker-Planck equation (17). It is then
clear that the pay-off functional (18) depends on the random variable £ only
through the initial density m. The value function is still defined by (16) with
this new interpretation.

5. Bellman equation for the mean field type control problem
5.1. Prelimininaries

We introduce for each component x; of = the function \I/;)(')(x, s) solution of

o()
v,
(19) —88—; = DUV g(z, v(z, 5)) + tr(a”O) (z, 5) DTV,

‘Ifz)(')(:p,T) = z;.
We call U¥0)(z, s) the vector of components \I!;)(')(a:, s). We next define
(20) o) — / U0 (z, tym(z)da.

We state the

Lemma 5.1. We have the formula

(21) /R am® ) (z, T)dz = p%i).
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Proof. The statement (21) follows from the property

d

il v(.) v(.) _
7 m*(x, s)U (z, s)dz =0,

which is a consequence of the two PDEs (17) and (19).
5.2. Formula for J,, +(v(.))
()(

We next introduce the linear PDE, whose solution is denoted by u

v(.)
_% +runy) — Duly g(x,v(@,s)) - tr(a(z, v(z, 5)) D)

(22) = f(z,v(z,s)),
ul) (@, T) = h(z) + F(p2)) + DF(p23)).(x — ).
We state

Proposition 5.1. We have the formula

(23) Tmi(v() = /R uY (z, tym(z)dz.

Proof. We compute

d

S [ e smi) w.s)dl,

and comparing the PDEs (17) and (22) we obtain, like in Lemma 5.1

i[e_r(s_t)/ uv()(x s)m, ()(:): s)dz]

ds mt

(24) = —¢ () mvm(i) (x.s)f(x,v(z,s))dz.
RTL

Also, from (21) we state, thanks to Lemma 5.1

/n ol )(x T)m ()(x T)dx = /n h(x)ngi)(x.T)dw + F(pvm(i))

x,
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s)

(25) = / nh(a;)m;ﬁ)(a;.:r)dHF( / am®) (z, T))dx.

n

Integrating (24) for s between ¢ and T, and comparing with (18) we

obtain immediately (23). This completes the proof of the Proposition.

O
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5.3. System

We consider for p given, like in (4), (5), the PDEs

0
(26) “agle T U = H(x, Du,, D*u,),

up(@,T) = h(z) + F(p) + DF(p).(x — p),

and
0 2 2 2
(27) —g\llm = DV, ;.G(x, Du,y, D*u,) + tr (P(a:, Du,, D*u,)D ‘llp,i) ,
\pr,i(x, T) = T;.

We define p,,+ by the fixed point equation

(28) anj’wwx@wm@Ma

and we assume that we can solve (26), (27) and the fixed point equation
(28). We set

(29) Uit (T, 8) = Up,,, (T,5), Yme(x,5) =¥, (x,5).
We next define the feedback control

(30) Ot (,8) = (2, Dtgne (2, 8), D>ty (2, 5)).
From (19), (20), (22) it is clear that

(31) Umt (T, 8) = uﬁm‘(')(az, s),

mt

and thus, from (23), we can assert that

(32) Jm,t(@mt(-))Z/ Ut (z, t)m(z)dz.

Rn

We define
(33) Vim,t) = /n Ut (x, t)m(z)dz.

We have used intentionally the notation V(m,t) for the right hand side,
which has been used in (16) to define the value function. We want to prove
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that the right hand side is indeed the value function and that 0,,(.) is the
optimal feedback. However, for the time being, V(m,t) denotes only the
right hand side of (33).

5.4. First order condition

We want to prove the following first-order condition.

Proposition 5.2. For any feedback v(x,s) such that Opy(z,s) + ev(x,s) is
admissible, we have

It (Ot (1) + €v(.)) = Tt (D ()

€

(34)

— 0, ase = 0.
Proof. From formula (23), it is sufficient to check that

S umt(')ﬁv(')(aﬁ, tym(z)de — [4, WP (2 ym(z)da

mt

(35  lim - =0.
We denote
Uc(z,8) = it (@) — i (w, 5)
bl € b
B, ) = L ) - i, s)
7 6 )
e ()Fe() D)
ﬁe — mt mt

€

After some technical steps, we can see that Ue(z, s) — u(x,s), Ue(z,s) —

U(z,s), pe — p with the relations (writing v for Oy, (z, s))

—% + 7% — Du.g(x, ) — tr(a(z, 0) D7)

(36) = Ly(x, Dy, D2umt,ﬁ)v($.s),
ﬁ(:c,T) = DzF(pmt)ﬁ(x - pmt);

where L,(z,q,M,v) denotes the gradient in the argument v of the La-
grangian L(z,q, M,v). Also
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_‘Z—‘f ~ DW.g(,5) — tr(a(x, ) D2T)
= (DWpnt.gv(x,0) + tr(ap(z, 0) D*Wpny)) v(z, ),

U(z,T) =0,
p= /n\fl(x,t)m(x)dx.

From the definition of 0y,(x, s) the right hand side of (36) vanishes. There-

fore

%G_T(S_t) /n u(z, s)m* (z.s)dz = 0.

Moreover, from (21),

/ u(x, T)Ym®) (z.T)dx = D2F(pmt)ﬁ(/ am®) (2. T)dz — ppt) = 0
Rn Rr
therefore [, w(x,t)m(x)dz = 0, which is the assertion (35) and thus also
(34). O

5.5. Derivatives of V(m,t)

We want to get a PDE for V(m,t). This requires to define the derivative
oV

I where the argument m is a probability measure. This is more complex
m

than in the case of the usual gradient in R™ because the space of probabil-
ity measures is infinite dimensional. Several concepts are possible. To keep
things as simple as possible, we shall take the case of densities m = m(x)
which are in the space L?(R"™). If ®(m) is a functional on R", its Gateaux

d®(m)
dm

derivative is also an element of L?(R"™), denoted (x), such that

(37) (x)m/ (z)dx

<I>(m—|—em’)—<1>(m)_>/ d®(m)
€ ndm

ase — 0, Yvm' € L*(R").

We start with the

Proposition 5.3. V(m,t) has a Gateaux derivative in m given by

oV (m,t)

(38) om

() = U (2, t).
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Proof. We recall that

(39) Vint) = [ ume(pm(€)de

is a composed functional of m. To prove (38) we have to prove that

(0) 2 (€, 0) () = 0.
Rn
We set
0
(41) Umt(fal”t) = a—m(umt(§7t))(x)

We recall that u,,.(&,t) satisfies, see (26)

(42) _%umt + rumt = H(€7 Dy, D2umt)a
umt(gaT) = h(ﬁ) + F(Pmt) + DF(pmt)(g - Pmt)'

Differentiating the equation (42) in m and using the envelope theorem
we obtain

0

_%Umt(ga x, 5) + TUmt(&, Z, 8) - DfUmt(£7 Z, S)g(é'a ﬁmt(&a S))
(43) _tr(a(é-a@mt(é-as))Dg mt(&axas)) = 07
Unel,T) = DFlp) 2280 ¢ 1)
Using (43) together with (17), we obtain
d
(44) ST | Ul m™ O e, 5)d = 0

and we have also

/ Upt (€, 2, TYym®C) (&, T) de
apmt

Rn
(45) = D*F(pmt) 5 Pt (ET) = ) = 0.



264 Alain Bensoussan et al.

Integrating (44) for s between ¢ and 7" and using (45), we obtain

(16) [ Uitz @) =0,
which is (40) and thus completes the proof of (38). O
We turn now to the derivative in ¢ of V(m,t) denoted 8—‘;(m,t). We

have the

Proposition 5.4. The derivative in time is given

(47) %—‘:(m,t) _ / n agg” (2, t)ym(z)dz.

Proof. We denote by u/ . (z,s) the derivative in ¢ of u,(x, s). To prove (47)
amounts to proving that

(48) / (Y} = 0.

We proceed as in Proposition 5.3. We can differentiate (42) in ¢ and obtain

) 4 Pl () = Dt (2.6, (6, 5)

(49) —tr(a(&, Ome (€, 8)) Dy (2, 5)) = 0,
Ipm
umt(va)) = DzF(pmt) 875 t(x - pmt)a
and (48) follows like in Proposition 5.3. O

5.6. Bellman equation

We can now write the Bellman equation satisfied by V(m,t). We want to
prove the

Theorem 5.1. The functional V(m,t) satisfies the equation
_ OV (m,t)
ot
t
oo = [ e p® ), 22D i ayas,

+7rV(m,t)

am
Vm,T) = /nh( ym(z )dx—i—F(/nxm(a:)dx).
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Proof. We recall (42), written at s = t. We obtain, by multiplying by m and
integration

—/ 2umt(:c,75)771(:6)61&-|—7‘/ Ut (z, t)m(z)dz
R» Js R»

= H(z, Dty (z,t), D?up (2, t))m(z)d.
R’n.

But, using (47), (39), (38) we can interpret this equation, as equation (50).
On the other hand, we have, from (28),

N
hence

Vim, T) = / i, Tym(a) e = / h(@)m(z)dz + F(pmr),

n

and thus the final condition (50) is also satisfied. This completes the proof.
O

5.7. Verification theorem

We now claim

Theorem 5.2. The functional V(m,t) defined by (33) is the value function
(16) and Vme(z, s) is the optimal feedback.

Proof. Let v(z, s) be an admissible feedback and let m%i) (x, s) be the solu-
tion of (17), which we denote also, to save notation m*\)(z, s), or m¥()(s)
for the function z — m*()(z,s). We can compute

%(V(m”(‘)(S), S)efr(sft)) _ (%V(m”(')(S), s) — T’V(mv(')(s), 8))677«(34))
+eriet) . %(m”(‘)(s), 5)(z)

n 2
Z %(aij(x,v(m,s))m”(')(aﬁ, s)) — div (g(z,v(z, s))m*D(z,s)) | dx.

After integration by part in the last integral, we get
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%Wm“')(s), s)e ") = <%V<m”<'><s>, s) = 1V (m"O(s),5))e ")
v [ (ot ol ) D2 (10 (5, )
+ DE (n"0(5),9)(0) gl el s>>) m'O(z, 5)de,

and from Bellman equation applied at the arguments m”(')(s) and s, we
obtain immediately

(51) %(V(m”(')(s), s)e_r(s_t)) < —e ") f(x,v(m,s))m”(')(a:, s)dz.
RTI,

Integrating between t and 7', and using the final condition (50) we get im-
mediately

T
Vi) = [0 [ fa o, )pmf) o 5)dods
t R®
+e (T (/ h(aj)mvm(,;) (x,T)dx + F(/ xmfn(i) (:c,T)dm))
= Jmt(v(.)),
and, since this inequality holds for any v(.), we get also

(52) V(m,t) > sup Tt (v(.))-

So V(m,t) is larger than the value function. On the other hand, from (32),
(33), V(m,t) = Jpmt(Ome(.)). Therefore, V(m, t) is equal to the value function
and Oy (.) is optimal. This concludes the proof. O

References

[1] A. Bensoussan, J. Frehse, P. Yam, Mean Field Games and Mean Field
Ttpe Control Theory, Springer Brief (2013). MR3134900

[2] R. Carmona, F. Delarue, Probabilistic Theory of Mean Field Games with
Applications, Springer (2017). MR3753660

[3] M. F. Djete, D. Possamai, X. Tan, McKean—Vlasov Optimal Control:
The Dynamic Programming Principle, arXiv:1907.08860 (2019).


http://www.ams.org/mathscinet-getitem?mr=3134900
http://www.ams.org/mathscinet-getitem?mr=3753660
https://arxiv.org/abs/arXiv:1907.08860

Mean field verification theorem 267

[4] H. Pham, X. Wei, Dynamic programming for optimal control of stochas-
tic McKean—Vlasov dynamics, SIAM Journal on Control and Optimiza-
tion, 15 (2017), 1069-1101. MR3631380

ALAIN BENSOUSSAN

INTERNATIONAL CENTER FOR DECISION AND RISK ANALYSIS
UNIVERSITY OF TEXAS AT DALLAS

DArLLASs, TEXAS

USA

City UNIVERSITY OF HONG KONG

Honce Konag

CHINA

E-mail address: axb046100@utdallas.edu

SINGRU (CELINE) HOE

TeExAS A&M UNIVERSITY-COMMERCE
COMMERCE, TEXAS

USA

E-mail address: hoceline02@yahoo.com

JooHnvyuN KM

INTERNATIONAL CENTER FOR DECISION AND RISK ANALYSIS
UNIVERSITY OF TEXAS AT DALLAS

DaLLAas, TEXAS

USA

E-mail address: jxk161630Qutdallas.edu

ZHONGFENG YAN

DEPARTMENT OF MATHEMATICS

JINAN UNIVERSITY

GUANGZHOU

CHINA

E-mail address: tzfyan0310Q@jnu.edu.cn

RECEIVED SEPTEMBER 14, 2020


http://www.ams.org/mathscinet-getitem?mr=3631380
mailto:axb046100@utdallas.edu
mailto:hoceline02@yahoo.com
mailto:jxk161630@utdallas.edu
mailto:tzfyan0310@jnu.edu.cn

	Introduction
	Mean field type control
	Sufficient condition of optimality
	Notation
	System of optimality

	More general theory
	General comments
	Invariant embedding in stochastic control
	Invariant embedding in mean field type control
	Reformulation of the mean field type control problem

	Bellman equation for the mean field type control problem
	Prelimininaries
	Formula for Jm,t(v(.))
	System
	First order condition
	Derivatives of V(m,t)
	Bellman equation
	Verification theorem

	References

