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Effect of random pinning on nonlinear dynamics and dissipation of a vortex driven by

a strong microwave current.
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We report numerical simulations of a trapped elastic vortex driven by a strong ac magnetic field
H(t) = Hsinwt parallel to the surface of a superconducting film. The surface resistance and
the power dissipated by an oscillating vortex perpendicular to the film surface were calculated as
functions of H and w for different spatial distributions, densities and strengths of pinning centers,
including bulk pinning, surface pinning and cluster pinning. Our simulations were performed for
both the Bardeen-Stephen viscous vortex drag and the Larkin-Ovchinnikov (LO) drag coefficient
n(v) decreasing with the vortex velocity v. The local residual surface resistance R;(H) calculated
for different statistical realizations of the pinning potential exhibits strong mesoscopic fluctuations
caused by local depinning jumps of a vortex segment as H increases, but the global surface resistance
R;(H) obtained by averaging R;(H) over different pin configurations increases smoothly with the
field amplitude at small H and levels off at higher fields. For strong pinning, the LO decrease of n(v)
with v can result in a nonmonotonic field dependence of R;(H) which decreases with H at higher
fields, but cause a runaway instability of the vortex in a thick film for weak pinning. It is shown
that overheating of a single moving vortex can produce the LO-like velocity dependence of n(v), but
can mask the decrease of the surface resistance with H at a higher density of trapped vortices.

I. INTRODUCTION

the Lorentz force is only applied to a tip of a vortex, as

Dynamics of vortices driven by electric currents and
pinning of vortices by materials defects determine elec-
tromagnetic properties of superconductors in a magnetic
field. The ability of type-II superconductors to carry
weakly-dissipative current densities J up to a critical
current density J. is crucial for many applications 4.
Mechanisms by which the vortex matter is pinned by ma-
terials defects have attracted renewed attention since the
discovery of high-T, cuprates for which J. is controlled
by complex interplay of pinning, interaction of elastic
vortices, and thermal fluctuations 6. Advances in op-
timization of pinning nanostructures in superconductors
have pushed J. up to 10 — 30% of the depairing current
density J; at which current breaks Cooper pairs 27 11,

The physics of depinning of long vortices by a uniform
dc current has been well established both for weak col-
lective pinning %12 and strong pinning %1378, Usually
pinning potential is assumed random, although possibili-
ties of enhancing J. by quasi-periodic, conformal, graded
or hyper uniform pinning have been considered 9723, In
the case of collective pinning of a long vortex J. is a
self-averaging quantity which remains the same for any
position of a vortex in a statistically-uniform pinning po-
tential. This property is also characteristic of vortices
parallel to the surface subject to an ac magnetic field
424227 for which a low-field surface impedance #6228 and
a hysteretic electromagnetic response at strong ac field
26,27 have been thoroughly investigated in the literature.
Here J. remains a self-averaging characteristic because
long vortices parallel to the surface are pinned by multi-
ple defects and are driven by a uniform ac current.

A different situation occurs for sparse vortices perpen-
dicular to the surface. Here vortices are driven by the
Meissner current flowing in a thin layer at the surface so

shown in Fig. 1. The resulting bending distortions of an
elastic vortex extends over the Campbell length 424727, so
that a vibrating vortex segment interacts only with a few
pins, while the rest of a long vortex does not move. In this
case the response of the vortex becomes dependent on its
position in a particular configuration of pinning centers.
Shown in Fig. 1 are representative cases of bulk pinning,
pins segregated randomly at the surface and clusters of
pins. The global electromagnetic response is a sum of
responses of individual vortices moving in their respec-
tive pinning potentials which can fluctuate strongly along
the surface. Similar pinning fluctuations cause local vari-
ation of J, of perpendicular vortices in thin films 62930
and can also play a role in bulk pinning 3'.

Power dissipated by sparse vortices driven by radio-
frequency (rf) magnetic field H(¢t) = H sinwt is an im-
portant characteristic of superconducting structures with
extremely high quality factors @, particularly resonator
cavities for particle accelerators 3233, micro cavities and
thin film resonators 3*. For Nb resonant cavities, the
quality factor @ can reach 10 — 10! at 1-2 K and 1
GHz in the Meissner state. The rf power per unit area
P(H) = Ry(H)H?/2 is determined by the surface resis-
tance Ry = Rpcs + R; which contains the quasiparticle
BCS resistance Rpos o w? exp(—A/T) 3% and a weakly-
temperature dependent residual resistance R;. The main
contribution to R;, which can significantly exceed Rpcg,
comes from trapped vortices generated during slow cool
down through T, 3642, As a result, stray fields of a
few % of the Earth’s magnetic field can produce vortices
Egapped by material defects and give rise to rf hotspots

Low-field rf losses of pinned vortices have been cal-
culated by many authors 637414344 " Nonlinear quasi-
static electromagnetic response of perpendicular vortices



FIG. 1. A trapped vortex driven by the rf surface current
for different distributions of pinning centers shown by black
dots: (a) bulk pinning (b) surface pinning (c) cluster pinning.
Green arrows show vortex tip displacement on the YZ plane.

has been addressed for both weak collective pinning 45
and strong pinning 2627, A variety of field dependencies
of Rs(H) have been observed, including a quasi-linear
increase of Ry(H) with H at low field and saturation at
higher field 4145 or descending R,(H) 5. Yet the be-
havior of Rs(H) controlled by the nonlinear dynamics
of a flexible vortex driven by a strong surface rf current
through pinning centers is poorly understood.

For fast vortices driven by Meissner current with J >
Je, the velocity of the vortex v is mainly determined by
a balance of the Lorentz force F, = ¢¢J and the viscous
drag force, Fy = n(v)v, where the vortex drag coefficient
1 can essentially depend on v. Here v ~ ¢oJ/n(v) can
exceed the pairbreaking superfluid velocity of the con-
densate vq = A/pp at J < Jg, where ¢ is the flux
quantum, A is the superconducting gap and pg is the
Fermi momentum (vgy ~ 1 km/s for Nb). Vortices mov-
ing faster than the superflow which drives them have
been observed by scanning SQUID on tip microscopy
on Pb films in which v can exceed vy by two orders
of magnitude 47. Such high velocities may result from
the Larkin-Ovchinnikov (LO) mechanism in which 7(v)

decreases with v as the moving vortex core becomes de-
pleted of nonequilibrium quasiparticles lagging behind 8.
The LO theory predicts a nonmonotonic velocity depen-
dence of the drag force Fyy = n(v)v which cannot balance
the Lorentz force if v exceeds a critical value vy. The
LO instability has been observed by dc transport mea-
surements on many superconductors *°°9 with typical
values of vg ~ 0.1 — 1 km/s near T, the LO instability
at low T being masked by heating effects. Heating is
weaker if the vortex is driven by Meissner rf current, in
which case the LO velocity dependence of n(v) can pro-
duce R;(H) decreasing with H 9. Other mechanisms of
the velocity-dependent n(v) and instability of flux flow
can result from overheating of moving vortices 44:61.62
or elongation of the vortex core along the direction of
motion at v > vy revealed by simulations of the time-
dependent Ginzburg-Landau (TDGL) equations 47:63:64,

Addressing the mechanisms of dissipation of vortices in
the case of mesoscopic pinning and a velocity-dependent
n(v) requires computer simulations of nonlinear dynam-
ics of an elastic vortex driven by a strong Meissner cur-
rent. Such simulations are reported in this paper in
which we calculated the field and frequency dependen-
cies of R;(H,w) for realistic pinning structures shown in
Fig. 1. In particular, we calculated the effect of the LO
velocity dependence of n(v) on R;(H,w) in a film with
many pinning centers, extending our previous results for
a vortex pinned by a single material defect 0. We also
addressed the overheating of a single moving vortex and
its effect on the nonlinear vortex drag, as well as the
effect of overheating of sparse vortices on the field and
frequency dependencies of the global surface resistance.

The paper is organized as follows. Section IT introduces
the main nonlinear dynamic equations for a trapped
curvilinear vortex and defines key control parameters. In
Sec. III we present numerical simulations of a vortex at
low fields and calculate the field and frequency depen-
dencies of R;(H,w) averaged over statistical realizations
of random pinning potential. Section IV contains the
numerical results for a vortex driven by strong fields, in-
cluding the issue of a depinning rf field and the effect
of the LO velocity-dependent vortex drag on R;(H,w)
in the presence of pinning. Section V addresses the over-
heating effects caused by driven vortices, particularly the
LO-like n(v) produced by overheating of a single vortex.
Section VI contains a discussion of our results.

II. DYNAMIC EQUATIONS.

For the geometry shown in Fig. 1, the dynamic equa-
tion for the coordinates u = [uy(x,t), u.(z,t)] of the vor-
tex moving in the yz plane is given by:

0%u ou 0%u .
Il +77§ =2 VU (z,u) +9fr(z,t), (1)

fr(z,t) = (doH/N)e */* sinwt, (2)
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where H is the amplitude of the applied magnetic field
H sinwt with the frequency f = w/2m, A is the London
penetration depth, M is the vortex mass per unit length,
€ = ¢2(Ink + 0.5) /4w ppA? is the vortex line energy, r =
A/ is the GL parameter, ¢ is the coherence length, and
n(v) is a vortex drag coefficient.

Equations (1) and (2) represent a balance of local
forces acting on a curvilinear vortex: the inertial and
drag forces in the left hand side are balanced by the elas-
tic, pinning and Lorentz forces in the right hand side.
It is assumed that: 1. H is well below the superheat-
ing field %% 5o that the London model is applicable.
2. The Magnus force causing a small Hall angle 597! is
negligible. 3. The low frequency rf field (hAw < A) does
not produce quasiparticles, and the quasi-static London
equations are applicable 3. 4. Bending distortions of the
vortex are small and the linear elasticity theory®® can be
used. The effect of nonlinear elasticity was addressed re-
cently 0. 5. The elastic nonlocality >% is neglected. The
effect of nonlocality of € on the low-field vortex losses was
addressed previously 3.

We consider here the core pinning of vortices 46 rep-
resented by a sum of pinning centers modeled by the
Lorentzian functions 72

N U,
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Here, 1, = (Yn, 2n) are the coordinates of the n-th
pinning center and U, is determined by the gain in the
condensation energy in the vortex core at the pin 4.

At high vortex velocities 7(v) can depend on v. For
instance, in the LO model n(v) is given by 48:
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Here 1o = ¢2/2m€2p,, is the Bardeen-Stephen drag coef-
ficient 3°, D is the electron diffusivity, 7. is the energy
relaxation time of quasiparticles, and ((3) ~ 1.202. A
similar n(v) can also result from overheating of moving
vortices #461:62  If the energy relaxation is limited by
electron-phonon collisions, then
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(3 Aep(kpT)?’

T~T, (6)
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where c¢g; is the speed of longitudinal sound, pp =
i(372n)1/3, n is the carrier density, and Aep is a dimen-
sionless electron-phonon coupling constant .

The LO model predicts a nonmonotonic velocity de-
pendence of the drag force F; = n(v)v which can bal-
ance the Lorentz force F, = ¢oJ only if v < vy and
Fr, < nmovp/2. Jumps on voltage-current characteristics
caused by the LO instability have been observed on many
superconductors 4% with vg ~ 0.1 — 1 km/s near T,.

These experiments have shown that as T decreases, v (T')
first increases near T, and then decreases at lower tem-
peratures °1:57 consistent with Eqs. (5)-(6).

Combining Eqgs. (1)-(4), we obtain the following non-
linear equations for the dimensionless coordinates of the
vortex uy(z,t) = u, /X and u,(z,t) = uy /A

. U
il T ol )
N
Uy — Z Ap(z,u)(uy —yn) + Bre™ 7, (7)
. . N
iy + #Im = —nz_:l Az, 0) (s — 20), (8)

u, (0,1) = u,(0,t) = uy (I,t) = ul(I,t) =0.  (9)

Here the prime and the overdot imply differentiation over
the dimensionless coordinate x = z/\ and time t = ¢ f,
respectively, and:

v = f/fo, fo = Heipn/Hea N o, (10)

By = Bsin(2mt), B8 =H/H., (11)

o= a072, Qg = ()\fo/vo)27 (12)

=yt =N fEM/¢oHe, (13)

A, = Cn 29 (14)
[14 K2(x — x,)2 + K2 |lu—1,|?]

Cn = 2K2Un/€a (15)

where H. = (¢o/dmpor?)(Ink + 0.5) and Hep =
bo/2mpo&? are the lower and upper critical fields, re-
spectively. The vortex mass M, ~ 2pp/hm3 results from
quasiparticles in the vortex core ", but other mecha-
nisms can produce M much larger than M, 7 8. For
instance, M ~ 10%2M, was observed in Nb near T, 7°.

The amplitude U,, in Eq. (3) determines the elemen-
tary pinning energy u, = w{U, and the pinning parame-
ter ¢, = 2/12up /me€. For a dielectric precipitate of radius
ro < &, we have u, ~ B?r3 /o and ¢, ~ (r0/€)3k?, where
B. = ¢0/2%/?m€N is the GL thermodynamic critical field
4. For a single impurity with a scattering cross-section
oi, we have u, ~ B20,&/uo 80 and ¢, ~ o;x?/€2. In
both cases (,, can be larger than 1 if x > 1. Equations
(7)-(8) describe an elastic vortex interacting with pinning
centers. The case in which Eq. (8) is disregarded 42 is
more relevant to a vortex interacting with perpendicular
columnar defects.

For Nb with p, =~ 3 nQlm, A\ = 80 nm, ¢ = 20 nm
k=4,v9=0.1km/s, kp = 1.2x10° m~! (see, Ref. 81),
and M = 80M, = 5.6 x 10720 kg/m, we have fy ~ 22
GHz, ag ~ 309, and p; ~ 0.0022, so that v ~ 0.045,
p~45-107°% and a ~ 0.64 at f = 1 GHz. For Nb3Sn
with p, ~ 1 pQm, A = 111 nm, £ = 4.2 nm, k = 26.4 4%,
vo = 0.1 km/s, krp = 6.6 x 10° m~!, and M = 80M, =
3.1-10720 kg/m, we have fy ~ 175 GHz, o ~ 3.7 x 104,
and p; ~ 0.14 so that v ~ 0.006, u ~ 4.6 - 1076, and
a~12at f =1 GHz.



Another key parameter is a complex penetration length
L, of bending distortions induced by the surface rf Meiss-
ner current along the vortex 43:

/ €
L,=,/———, 1
kr +inw (16)

where ki, ~ ¢oJ./€ is the Labusch pinning spring con-
stant®. At wn < ki Eq. (16) reduces to the Camp-
bell penetration depth? 27 or the Larkin pinning length
L. ~ &\/Ja/J. in the collective pinning theory >6:12, At
high frequencies, wn > kr, Eq. (16) yields the elas-
tic skin depth L, — [e/nw]'/?. For NbsSn, we have
L, ~5.15A =572 nm at 1 GHz, and L, ~ 52\ = 5.7 um
at 10 MHz, so the rf distortions along the vortex extend
well beyond the field penetration depth.

To compare L, with the quasiparticle diffusion length
Ly ~ «/Dt., we present Ly and vg in the form:

A()T€ AO T 1/4
=1. 1—— 1
A ; Vo 650 hTe < Tc) ) ( 7)

Lg~ &

where £ = \/hAD/2/ is a coherence length in the dirty
limit and Ay is a superconducting gap at T' = 0. For an
alloyed Nb with &, = 10 nm, n = 7 x 10?® m~3 extracted
from the Hall measurements 32, ¢, = 3.48 km /s 8!, Aep
1, T. = 9K, Ay = 1.8kpT., we obtain 7. = 7(T.)
9 x 107 !s. Then Eq. (17) gives 7. ~ 8.8 x 10710,
Lg ~ 43¢y, vo ~ 0.68 km/s at 4.2 K, and 7. ~ 8.2 x
107%, Ly ~ 132, vo =~ 0.24 km/s at 2 K. For Nb3Sn
with & = 3nm, Ag = 1.9kgT,, T, = 18K 33, ¢, = 4.7
km/s 84, n = 1.77 x 10 m~3 85 )., = 1.7, we obtain
Te ~ 4.8 x 10725, Hence, 7. ~ 3.8 x 10719, Ly ~ 42&,
vo >~ 0.48 km/s at 4.2 K.

The above rough estimates indicate that, there is a
broad range of T' and w, where wt. < 1 and Ly < L. In
this case the diffusive cloud of nonequilibrium quasipar-
ticles follows adiabatically behind the vortex core curved
weakly over the length ~ Ly and Eq. (4) may be applica-
ble for a curvilinear oscillating vortex as well. This was
assumed in the simulations described in Sec. IV, where
we also show that L, increases significantly as the vortex
velocity increases and 7n(v) decreases.

Equation (4) was obtained for a single vortex 48, but in
dc transport measurements on film bridges in a perpen-
dicular field By, the LO velocity is extracted by fitting

the data with vg = v; —|—ABO_1/2, where v; and A are con-
stants ®1. This form of vg(By) phenomenologically takes
into account a reduction of vy due to overlapping clouds
of nonequilibrium quasiparticle from neighboring vortices
at By 2 Br ~ (;SO/LZ. Extracting vg at By < Br from
magneto-transport measurements is ambiguous because
both the dc transport current density J(y) and the vor-
tex density can be highly inhomogeneous across the film,
causing a vortex dome in the middle of the bridge, peaks
in J(z) at the film edge and a geometrical barrier for
the vortex entry 7. The LO single-vortex limit could be
probed in the geometry shown in Fig.1 where the Meiss-
ner current is uniform over the surface. We assume that

Pl

vo(Bop) could depend on the local density of trapped vor-
tices in hotspots if By > Bpr but the vortex spacing is
larger than A so vortices do not interact and the clouds of
nonequilibrium quasiparticles affect weakly the line ten-
sion and pinning energies in the force balance Eqgs. (1)
and (2).

Overheating and the vortex core stretching at
high velocities can also produce the LO-like n(v)
at T ~ T,.. However, no microscopic theory of n(v) at
low temperatures has been developed, and the TDGL
equations are not applicable at T < T,.. Yet the physi-
cal mechanisms behind the LO form of n(v) such as the
depletion of nonequilibrium quasiparticles in the moving
vortex core and overheating described in Sec. V would
operate at T < T, as well. We use the representative
Eq. (4) in our numerical simulations to reveal distinc-
tive qualitative features of the surface resistance resulting
from the interplay of pinning and the descending velocity
dependence of n(v).

The surface resistance R; defines the power of rf losses
P = RiH?/2 = ¢o Y, [(J(x,1)0ul(x,t)dz) per unit
area from all vortices, where u’if(:):7 t) describes the k—th
vortex and (...) means time averaging (see Appendix A).
For small density of vortices, it is convenient to define
a mean dimensionless power p = P/P, and the surface
resistance r; per vortex:

Ny 1 l
=L e Tk (o T
pvaz_;/O it [ il iz, (9
ri(B) = 2p(8)/ 5%, (19)

where Py = Afpe, N, is the number of vortices and R; =
Pyring/H?. Here no = By/¢o is a vortex areal density
proportional to a small induction By < B.;. Using here
fo from Eq. (10) and € = ¢gH.1, we obtain:

44,61,62
47,63,64

_ pnBO

R;, = e
/\Bc2 "

(20)

III. NUMERICAL RESULTS

We solved Egs. (7)-(9) numerically using COMSOL®S.
In our simulations a straight vortex was initially put in
a particular pinning potential and after u(x,t) relaxes
to a stable shape, the rf field was turned on. Then we
run the program until u(z,t) reaches steady-state oscil-
lations after a transient period 6t < 90/f and use this
solution to calculate R;. This section presents the re-
sults for R;(H,w) at H < H.; and v < vg for which ng
is independent of v, and the vortex mass is neglected.

A. Bulk pinning

For bulk pinning shown in Fig. la, N identical pins
were distributed randomly in a [, x I, x [ box, where



the length [ along the vortex was varied from 5\ to
50A. Equations (7)-(9) were solved for different N =
10,50, 100, making sure that I, and [, are adjusted in
such a way that the vortex always remains within the
box during the rf period. The results are expressed in
terms of a mean pin density n, = N/, 1.
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FIG. 2.
n; = 0.16A73,0.8307%,1.67A73, and: (a) k = 2, (n
(b) k =10, ¢, = 1.

Field dependence of r;(8) at I/X\ = 10, v = 0.04,

0.04;

Shown in Fig. 2 are the dependencies of the surface
resistance r; () on the field amplitude 8 = H/H; calcu-
lated for different pin densities n; at k = 2 and x = 10.
Here r; is nearly independent of H for smaller pin den-
sities but develops a field dependence at n; = 1.67A73.
Curiously, r;(8) at n; = 0.16A~2 is slightly smaller than
ri(B) at n; = 0.83\~3, which reflects the effect of pinning
fluctuations on ;. At 5 2 0.2—0.4 all 7;(3) curves calcu-
lated for different n; approach a field-independent limit
r; &~ 0.28 controlled by the vortex drag in which the ef-
fect of pinning on r; is weak as J > J.. At n; = 1.67\73
pinning mitigates vortex oscillations and reduces r;(3) at
low fields 5 < 0.2 —0.4.

The global surface resistance is calculated by solving
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FIG. 3. The surface resistance r;(8) at I/\ = 10, v = 0.04,
n; = 1.67A™3, k = 10 and ¢, = 1: (a) ten different random
distribution of pins with the same density; (b) averaged 7;(3).

for u*(z,t) for each vortex moving in a particular pin
configuration and averaging over all vortices according
to Eqgs. (18)-(20). Each k-th vortex moves in a different
pinning landscape and produces a unique 7;(8, k) which
can vary significantly from vortex to vortex. Figure 3
shows the result of such averaging for ten different ran-
dom pin distribution with the same n; = 1.67A~3. Here
the low-field r;(3, k) fluctuate strongly but converge to
the same value at high fields. This shows that r;(5, k) at
low fields is strongly affected by pinning, whereas r;(5, k)
at higher fields is mostly limited by the vortex drag and
the effect of pinning fluctuations weakens. The averaged
7;(8) shown in Fig. 3b first increases with S and lev-
els off at B > 0.2 as the low-field 7;(/3), which mostly
results from pinning hysteretic losses, crosses over to a
drag-dominated 7;(5). A similar low-field dependence of
R;(H) has been observed on Nb cavities 4245,

Now we turn to the effect of pinning on the frequency
dependence on 7;(5,v) shown in Fig. 4. At a high fre-
quency v = 0.4 the surface resistance r;(3) is nearly inde-



pendent of the field amplitude 8 because the rf losses are
dominated by the linear vortex drag. As the frequency
decreases, a linear dependence of r;(8) develops at small
fields for which pinning reduces r;(5). This result is con-
sistent with the calculations of r;(8) in a quasi-static
limit 4°. The frequency dependence 7;(¥) is affected by
both the rf field and the pinning strength. For stronger
pinning (¢, = 20) represented by Fig. 5b, the surface
resistance is affected by pinning at low frequencies and
by viscous flux flow at high frequencies. Here r;(7) has
a linear frequency dependence at small ~, which is in-
dicative of hysteretic losses of an elastic vortex driven
through a strong random pinning potential +:26:274% yn-
like r; oc 42 characteristic of reversible small vibrations
of a vortex around the equilibrium position 3643, The
linear frequency dependence of r;(7) is not described by
the Gittleman-Rosenbluth model 87 in which a vortex in
a thin film is modeled by an overdamped particle in a
parabolic pinning potential.
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FIG. 4. Surface resistance r;(3) calculated for different di-
mensionless frequencies v = 0.004,0.04,0.4. Other parame-
ters are: [/A =10, n; =0.22A73, k =10 and ¢, = 1.

The frequency dependence of r;(-y) changes as pinning
becomes weaker. Shown in Fig. 5 is r;(y) calculated for
two values of the pinning parameter, {, = 1 and (, =
20. At high frequencies r;(7) tends to the same value ~
0.25 dominated by the vortex drag for both (,, = 20 and
¢n = 1. However, r;(y) for ¢, = 1 decreases sharply at
small v, rather different from the linear r;(v) at ¢, = 20.
Moreover, 7;(7y) for ¢, = 1 does not vanish at v — 0 if the
field amplitude H exceeds a critical value H,. At H >
H,, the Lorentz force H ¢, exceeds the maximum pinning
force of the vortex segment of length [ and the vortex
starts moving along the film under a parallel magnetic
field exceeding the depinning field H,(l,w).
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FIG. 5. Frequency dependencies of 7;(v) calculated at I/\ =
20, n; = 0.0625)172, k = 10, field amplitudes 8 = 0.01 and
B = 0.1, and the pinning parameters (a) ¢, =1, (b) ¢, = 20.

B. RF depinning field

The depinning field 8,(I) = H,/H1 of a single vortex
can be evaluated using the collective pinning theory®:.
If the film thickness [ is small enough (see below), pin-
ning mostly causes displacements of a rigid vortex which
remains nearly straight and perpendicular to the film sur-
face. Such a vortex interacts with N, ~ 7’12)1/1;3 > 1 pins,
adjusting its position in such a way that the net pinning
force vanishes, where r, ~ ¢ is the pin interaction radius
and [; is the pin spacing (rp,;) < I. The vortex gets de-
pinned if the Lorentz force ¢gH exceeds the net pinning
force fy+/Np from uncorrelated pins in the volume r2i.

The condition ¢oH, =~ f,+/Np yields

H, ~ %\/ﬂ (21)

Here n; = I;® is a volume pin density, and u, =
fprp = m€U,, is the elementary pinning energy for U(x, u)
given by Eq. (3). The dimensionless depinning field



Bp = Hpoo /e expressed in terms of the pinning parameter
Cn = 2K%uy,/me is given by:

Bp = (CnA/H2)\/7TZZ (22)

This £,((n, 1) of the collective pinning theory is in good
agreement with the calculated 3,(¢,,!) shown in Fig. 6.
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FIG. 6. Depinning field 3, as a function of: (a) the pinning
parameter (, at {/A = 20; (b) the vortex length [ at ¢, =
20. Here (), was calculated by averaging over 10 random pin
distributions with n; = 0.0625A72 at v = 0.001 and « = 10.
The red lines show 8, given by Eq. (22).

As the film thickness increases, a gradual transition
from the 2d pinning of a rigid vortex to the 3d pinning
of a deformable vortex is expected to occur if [ exceeds
the Larkin pinning length L.. Here L. can be evaluated
using the collective pinning theory °:

u €
Hp ~ d)izv niLc, L£ ~ QZ)OHp- (23)

The first relation is similar to Eq. (21) for a vortex
segment of length L., and the second one reflects the

balance of the total Lorentz and bending elastic forces
acting on the vortex segment displaced by ~ £ from its
equilibrium position. From Eq. (23), it follows that

L.~ (e{/up)z/?’ni_l/?’ and:
Le ~ (26% /G Pn 7 (24)

For k = 10, ¢, = 20 and n; = 0.0625\73, we get L. ~ 5.
This estimate of | > L. above which 3,(l) is expected
to level off is inconsistent with the numerical results
shown in Fig. 6b, where the square root dependence
Bp x V1 persists all the way to | ~ 50\, even though
Cn = 2K%up,/me€ = 20 at £ = 10 corresponds to strong
core pinning with u, =~ 0.3¢£. Such pin in a sparse flux
line lattice (FLL) would cause strong bending distortions
of the vortex and its hysteretic pinning response since the
Labusch criterion of weak pinning is not satisfied 3717,
However, as shown in Appendix B, the distinction be-
tween strong (hysteretic) and weak (non hysteretic) pin-
ning based on the Labusch criterion for a bulk FLL3'7
is not applicable to a single vortex in a film.

The 2d collective pinning theory in a film with [ > L,
remains applicable because the vortex can adjust its po-
sition to reduce bending distortions. As result, pinning
response of the vortex interacting with a single pin in a
film is non-hysteretic, no matter how strong f, is (see Ap-
pendix B). This behavior is different from the hysteretic
pinning response of a vortex in an infinite FLL, where the
ends of a long vortex are fixed by its equilibrium position
in the FLL 13717, Pinning response of the vortex in a film
may become hysteretic only if several pins are involved.
Because the vortex can adjust is positions in a film and
remain nearly straight, the 2d collective pinning may per-
sist even at [ ~ 10L., as our results show. The transition
to the 3d pinning will eventually occur at larger | which
is outside the limited range of I < 50\ in our simulations.
In addition, the transition from 2d to 3d collective pin-
ning is a gradual change in J.(I) which can also depend
on a correlation function of pin distribution??3°.

C. Surface pinning

In the case of surface pinning caused by segregation
of materials defects at the surface ®® the Lorentz and
pinning forces are only applied to the tip of the vortex
the rest of which can move freely (see Fig. 1b). The
surface pinning is modeled here by a random distribution
of pins in a layer of thickness .

Shown in Fig. 7 are r;(3) calculated for different val-
ues of the GL and pinning parameters s and (,, and
sheet pin densities ny, = 0.83A72,4.16A72,8.33A72. At
x =10 and (, = 1 the surface resistance r;(3) fluctuates
strongly, depending on a pin configuration. At x = 2 the
pinning parameter (, is smaller and the effect of fluc-
tuations diminishes because the elementary pinning po-
tentials overlap. As § increases the amplitude of vortex
swings increases, so the vortex probes different regions of
the pinning potential.
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FIG. 7. ri(B) for surface pinning calculated at I/A = 10,
v = 0.04, ns = 0.83X72,4.16A72,8.330"%: (a) k = 10 and
¢n=1, (b) k=2 and {, = 0.08.

The mean 7;(f) obtained by averaging r;(5) over ten
different pin configurations with the same sheet density
is shown Fig. 8. The field dependence of 7;(8) for sur-
face pinning is similar to 7;(8) for bulk pinning shown in
Fig. 3b. In both cases the low-field behavior of 7;(5) is
affected by pinning. As f increases, 7;(3) levels off at a
constant value dominated by the vortex drag.

The effect of frequency v = f/fo on the field-
dependence of r;(3) is shown in Fig. 9. At v = 04
the surface resistance is dominated by the vortex drag
and is nearly independent of 3. As  decreases a dip in
r;(B) develops at low fields, where the surface resistance
is affected by pinning. At the lowest frequency v = 0.004
the elastic skin length L, ~ A\/y/27y ~ 6.3) is compara-
ble to the vortex length [ = 10\ so the vortex oscillates
as a nearly rigid rod. The overall effect of frequency on
r;(B) for surface pinning is similar to that of r;(3) for
bulk pinning shown in Fig. 4.
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FIG. 8. 7;(B) for surface pinning averaged over ten differ-
ent random distribution with ns, = 8.33A"2. Here 7:(B) was
calculated at [/X = 10, v = 0.04, x = 10, and ¢, = 1.
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FIG. 9. r;(B) for surface pinning calculated at different fre-
quencies: (a) v = 0.004,0.04,0.4, /X = 10, ns = 2.5072,
k=10 and (, = 1.

D. Cluster pinning

Pinning by clusters of materials defects such as impu-
rities of nanoprecipitates 3 depicted in Fig. 1lc has the
following distinctive features as compared to the bulk and
surface pinning: 1. At H = 0, a tilted trapped vortex can
be pinned by misaligned clusters; 2. The vortex tip at
the surface exposed to the rf field can get de-pinned as H
increases and the vortex straightened out. We consider
pins distributed randomly in two A x 0.5\ x 0.5\ clusters
on both surfaces of the film of thickness [ = 10A. The
clusters with n; = 60A~3 each were shifted with respect
to each other by A/2 along y and z as shown in Fig. lc.

Figure 10 shows the field dependencies of r;(3) for
cluster pinning calculated at two values of the pinning
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FIG. 10. r;(B) for cluster pinning calculated at two pinning
parameters ¢, = 1 and (, = 10, I/A = 10, v = 0.04, and
k= 10.

parameter (,. The surface resistance r;(5) for stronger
pinning with (,, = 10, increases sharply above g ~ 0.35
due to the temporal escape of the vortex tip from the pin
cluster, while the other end of the vortex remains pinned.
The temporal depinning of the vortex tip occurs during
a portion of the rf period at which H(t) = H sinwt ex-
ceeds the depinning field H,, resulting in large-amplitude
swings of the vortex and a sharp increase in r;(8). For
weaker pinning ((, = 1), the vortex tip escapes the clus-
ter at a lower field 8 2 0.04, consistent with 8, o ¢,
shown in Fig. 6. The change in the trajectory of the
vortex tip as (8 exceeds 3, ~ 0.35 is shown in Fig. 11.
Temporal depinning and straightening of the vortex at
B(t) > Bp can produce a hysteretic field dependence of
r;(8) upon increase and decrease of the field amplitude.
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FIG. 11. Trajectories of the vortex tip at 8 = 0.3,0.4 for
I/A=10,v=0.04, x = 10 and ¢, = 10.

Shown in Fig. 12 is the effect of frequency on r;(3).
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FIG. 12. r;(B3) vs B calculated at v = 0.004,0.04,0.4, /X = 10
for the case of Kk = 10 and ¢, = 1.

At high frequencies (v > 0.4), the surface resistance is
controlled by the vortex drag and is practically indepen-
dent of 8. The low-field dip in r;(3) caused by pinning
becomes more pronounced at lower frequency v = 0.004
for which a cusp at 8 = 0.08 results from the temporal
escape of the vortex tip from the pin cluster. Except for
this cusp feature, the effect of frequency on r;(8) is qual-
itatively similar to the results shown in Figs. 4 and 9 for
bulk and surface pinning.

IV. LARKIN-OVCHINNIKOV INSTABILITY

At strong rf fields the decrease of n(v) with v should
be taken into account. Addressing this effect for a vortex
driven by a surface Meissner current raises the following
issues: 1. What happens if a tip of the vortex moves
faster than vy while the rest of the vortex does not? 2.
How is the LO instability affected by pinning for the ge-
ometry shown in Fig 1?7 3. How could the decrease of (v)
with v manifest itself in the dependencies of R;(H,w) on
H, w and pinning strength? For a vortex segment pinned
by a single strong pin in the bulk, some of these issues
were addressed previously ®°, and the effect of artificial
pinning centers on the LO instability in films under a dc
magnetic field and transport current was investigated in
Refs. 89 and 90. Here we calculate R;(H,w), taking into
account the LO velocity dependence of n(v) and solving
Egs. (7)-(9) by Matlab ?! and the method of lines 2. Be-
low we show a few representative examples of R;(H,w),
relegating to Ref. 93 for more details.

Given the lack of experimental data on vo(T) at low
temperatures, we solved Egs. (7)-(9) for different fre-
quencies v and the LO parameters o = agy? = 1 and
a = 10. For these values of «, the critical velocity
vo = foA/\/ao may cover vg ~ 1 km/s near T, and take
into account the observed decrease of vy(T)) at low T' 51:57



(see also Egs. (5)-(6)). Here R; was calculated for bulk
=0.08 and (, = 0.8 at Kk = 2.
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FIG. 13. 7;(B) calculated at [/ = 10, k = 2, for bulk pinning
with ¢, = 0.8, n; = 0.25A"% and: (a) v = 0.01, ap = 10*, 105,
(b) v = 0.4, ag = 6.25,62.5, (c¢) v = 1, ap = 1,10. The
end points of the curves r;(3) in (a) correspond to the LO
instability.
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Shown in Fig. 13 is r;(8) calculated at I = 10,
¢n = 0.8, n; = 0.25073, and different values of v and
ag. At the lowest frequency v = 0.01 and oy = 10* the
elastic skin depth L,, = A/y/27y & 4\ is about half of the
vortex length and the surface resistance decreases with
field due to the decrease of the vortex viscosity with v.
This mechanism is similar to that for a vortex pinned by
a strong single defect %°.

The behavior of 7;(/3) changes at higher w, as shown in
Figs. 13b and c. Here r;(8) becomes nonmonotonic, the
peaks in r; () shifting to lower fields as the LO parameter
ao = (Mfo/vo)? increases. At the peak of 7;(3) at 8 =
Bm, the maximum velocity of the vortex tip v,, becomes
of the order of vy, but no LO jumps occur because of the
restoring effect of the vortex line tension. The increase
of r;(8) with 8 at 8 < By, is mostly due to the increase
of Ly, ~ [e/n(v)w]"/? caused by the decreasing n(v). At
B 2 Bm the elastic skin depth L, becomes of the order of
the vortex length and r;(8) decreases with 5 due to the
decrease of n(v) with v . The field dependence of the
peak velocity vy, of the vortex tip is shown in Fig. 14.

0 ‘
0

FIG. 14. The peak velocity of the vortex tip v, =
vov/a (uz + uﬁ)l/Q calculated at ap =y = 1.

As B exceeds (,,, the dynamics of the vortex tip
changes from a nearly harmonic oscillations at 8 < B,
to highly anharmonic oscillations at § 2 f,,, the am-
plitude of oscillations increasing greatly at 3 > B,, .
Bending distortions along the vortex are mostly confined
within the elastic skin depth L, which increases with
v due to LO reduction of n(v) and eventually becomes
larger than [ at v, 2 vo. Our simulations also show that
the nonlinear dynamics of the vortex at 5 > 3, becomes
dependent on the vortex mass. Here the peaks in r;(5)
shift to higher 8 as the frequency increases and a larger
Lorentz force is required to accelerate the vortex above
Vo-

It turns out that neither the vortex line tension nor
pinning can always suppress the LO instability if «q is
large enough. For instance, Fig. 15 shows r;(8) calcu-
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FIG. 15. 7;(B) calculated for bulk pinning at [/ = 10, k = 2,
Cn = 0.8, n; = 0.25073, v = 0.1, and ag = 100. The arrow
shows the onset of the LO instability.

lated at v = 0.1, & = agy? = 1, and the same pinning
and materials parameters as in Fig. 13c. The dynam-
ics of the vortex was simulated by slowly ramping up
B(t) = 0.01¢t. At 8 = B, = 0.16, the velocity of the
vortex tip v, becomes of the order of vy and a hump
in 7;(8) develops. As f further increases, the bending
oscillations along the vortex extend all the way through
the film thickness, giving rise to the LO instability of the
entire vortex at 5 > 0.23 marked by the arrow in Fig.
15. Details of the vortex dynamics and movies of the LO
instability of a vortex in a film in the presence of bulk
pinning are given Ref. 93.

The surface resistance calculated for weaker pinning
(¢ = 0.08) at different values of v and « is shown in Fig,.
16. The behavior of r;(/3) at higher frequencies (y 2 0.1)
is qualitatively similar to that is shown in Fig. 13b and
¢ for ¢, = 0.8, as r;(3) is mostly controlled by the vor-
tex drag and elasticity. Yet at low frequencies r;(3) for
weaker pinning increases with 8 while r;(3) for stronger
pinning decreases with 3. These different behaviors of
ri(8) at v < 1 could be understood as follows.

At v =0.01, we have L, ~[/2 so the vortex oscillates
as a nearly straight stick. For stronger pinning, the ve-
locity of the vortex is mostly determined by the balance
of the Lorentz and pinning forces. As a result, the LO
instability is mitigated by pinning and 7;(8) decreases
with 8 due to the decrease of n(v) with v all the way to
v > vo. For weaker pinning, v(t) is mostly controlled
by the balance of the Lorentz and drag forces, so v(f)
can only increase up to ~ wvg. In this case R; can be
calculated from the force balance for a straight vortex in
a pinning-free film of thickness [ > A:

Inov

T+ (v/00)2 = ¢oH(t). (25)

Hence, v(t) = voB/[1+(1—F2)/2], where B(t) = B sinwt
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FIG. 16. r;(B) calculated at /X = 10, k = 2 for bulk pinning
with the pin density n; = 0.25A7% and: (a) v = 0.01, ap =
10*, ¢, = 0.08 (1), ¢n = 0.04 (2) and the dashed line given by
Egs. (26) and (27) with 81 = 28ay/°A/l = 208, (b) v = 0.4,
ap = 6.25, ¢, =008 (¢) y =1, ap = 1, (,» = 0.08. The
end points of the curves 7;(8) in (a) correspond to the LO
instability.



and 1 = 2H¢g/novgl. From the mean power p =
Hol{v(t) sinwt), we obtain R; = 2png/H? in the form:

Riy(H) é/” sin? tdt (26)
Ri(0)  mJo 14 (1—p2sin?¢)1/2’
_2H¢y 172
pr = — = 2Bay R (27)

where R;(0) = ¢Znn/nol and np is the mean density of
trapped vortices. According to Eq. (26), r;(8) increases
with 5 as shown by the dashed line in Fig. 16a. The
model captures the behavior of 7;(/3) calculated from Eqgs.
(7) and (8), the agreement between the model and the
numerical results improves as (,, decreases. Here g =
is the onset of the LO instability of the vortex in a film.

V. RF OVERHEATING

In the this section we address the effects caused by
overheating of fast vortices. We first show that overheat-
ing of a single vortex can produce the LO-like velocity
dependence of 7(v) at low frequencies and a field depen-
dence of n(H) at high frequencies. Then we consider how
the global rf overheating of arrays of trapped vortices can
affect the field dependence of the surface resistance.

A. Overheating of a single vortex.

Consider a straight perpendicular vortex moving with
a velocity v(t) in a film of thickness [ < L, at high fields
H > H, for which pinning is negligible. The temper-
ature T'(r,t) around a vortex is described by a thermal
diffusion equation °%:

I/atT = V . (kVT) — W(T) +7']0(Tm)v2f[y_u(t)’ Z] (28)

Here V is a 2d gradient in the yz plane parallel to the
film surface, v(T') is the specific heat, k(T') is the ther-
mal conductivity, W (T') describes the heat exchange be-
tween the film and the substrate, and the last term in
Eq. (28) accounts for the power produced by the vor-
tex core moving with the velocity v(t) = du/dt. To
separate the effect of overheating from the LO mecha-
nism, we disregard here the LO velocity dependence of
the isothermal n(v) and consider the Bardeen-Stephen
1o(Ty,) taken at the core temperature T, [v(t)], where a
bell-shaped function f(r) with [ f(r)d*r = 1 accounts
for a finite core size. For qualitative estimates, we take
f(r) = (7€) Lexp(—r?/£2) but the details of f(r) affect
weakly the results presented below.

We consider the case of wr. < 1 in which quasiparti-
cles and phonons have the same temperature 7" and both
contribute to v(T') and k(T') in Eq. (28). Then W(T) =
(T — To)ax /1, where ag (T) is the Kapitza thermal con-
ductance caused by acoustic mismatch of phonons scat-
tered at the interface between the film and a He bath or
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a substrate, and Ty is the bath temperature®?. This
approximation of W(T') is valid if the film is thin enough
lk < ak so that T is nearly constant across the film thick-
ness %4, For weak overheating T},, — Ty < Tp, the param-
eters v(T), k(T) and ax (T) can be taken at T = Tj and
Eq. (28) brings the following length, time and velocity
scales of heat diffusion in a film:

ki vl
LO = — ty = —, Vg
aK €37

Lo ()

to
Here Ly is a lateral decay length of T'(r) and ty is a
cool down time of the film. The condition (k < ay of a
nearly constant 7" along the film thickness implies Ly > .
For a 0.5 ym thick Nb3Sn film with k¥ = 1072 W/mK,
v =10% J/m?K, and ax = 2.5 kW/m?K at 2K %% we
get Ly ~ 1.4 um, t9 = 20 ns and vy = 70 m/s.

Solution of the linearized Eq. (28) gives an integral
equation for T, (t) obtained in Appendix C. This integral
equations can be solved analytically in two limiting cases
of wty < 1 and wty > 1. For a slowly-varying v(t)
at wty < 1, the normalized temperature of the vortex
core 0,,(t) = (T (t) — To)/(Te. — Tp) is determined by its
instantaneous velocity:

v3(t)
em(t) — 1}3+U2(t)7 (30)
o _ 2mkpaTe . Lo 1 v
vO_qZ)OBCQ(O)E’ E—lng 21n 1+4v§ , (31)

where £ = €72/ /2 ~ 0.67¢ and yp = 0.577. Substitut-
ing 6,, from Eq. (30) into n(T;,) = (1 — 6,,)n0 yields the
LO velocity dependence (Eq. 4) of the non-isothermal
10(0). The weak logarithmic dependence of vy on v in
Eq. (31) does not prevent the vortex runaway at v 2 vy
as the drag force cannot balance the Lorentz force. For a
0.5 pm thick NbsSn film with {; ~ 2.8 nm, Lg/¢ ~ 750,
T. =16 K, p, = 0.36 uQm, and B.(0) ~ 30 T 33 Eq.
(31) gives vp ~ 1.15 km/s at v = vy.

The temperature 6(y, z,t) = (T —Tp)/(T. —Tp) around
a moving vortex at wty < 1 is given by:

R=[((y—u(®))®+ 2+ &)1+ 07 /4})]"*,  (33)

where u(t) = [v(t)dt is the core position along y, Ko(x)
is a modified Bessel function, and & ~ 3¢/4. At v < vy
Eq. (32) describes a moving hotspot in which 6(y, z, t)
decreases exponentially over the thermal length Ly. At
v > vg the decay length of §(y, z) along z shrinks to L; =
Lo(1 4 v?/4v3)~1/? ~ 2Dy /v < Lg, while the shape of
0(y, z) along the direction of motion y becomes a saw-
tooth like, with a sharp front of width Ly = Ly /(v/2ve +

V1+0v2/4v3) ~ Dy /v < Lg and a trailing tail of length
Ly = Lo(v/2vg + /1 + v?/40v}) ~ vty > Ly.

At high frequencies wty > 1, the temperature field
cannot follow the oscillating vortex which produces a



nearly stationary hotspot in which v(t) is controlled by
a field-dependent non-isothermal viscosity 19 (6,,). Here
0., in the center of the hotspot is determined by the mean
power p = (v2(t)n(Tyn)f(y — u(t))) to be calculated self-
consistently from Eq. (28). As shown in Appendix C,
0.,(B) is determined by the equation:

gm(l - om) = b2 In [E(l - gm)/b] ) (34)
B Lo (2kTC>1/2( T0>
b= —, By =22 1-=2), (35
BG 0 §0 Pn Tc ( )
_ 3.7Lg - Ik
== L2=— "
(%) ’ 0 aA — HQRT/Q (36)

Here B = poH, up = pnBy/Be2(0)polw, and By is a
thermal field scale. The term RTH2/2 in l~/9, which
takes into account quasiparticle heating, is essential
for a global thermal runaway considered below, where
Ry = ORpcs/0T, and Rpegs is the BCS surface resis-
tance®S. Equation (34) is a power balance of the lateral
heat and the power from the vortex, 47 (T, — To)k ~
no(Ton V2, In(Lg/um), where v, ~ Beg/pono(0m)l and
U = U, /w are the amplitudes of vortex velocity and dis-
placement, respectively. The factor ln(ﬂg /um) accounts
for a reduction of 0, due to spreading the power over a
larger area as u,, increases.

From the mean sheet power P = np¢2H?/21no(0,,)!
generated by vortices of areal density ng = By/¢o, we
obtain the surface resistance R; = By /Ino(0m):

pnBo _ R;(0)
(1 —=6,,)IB:(0) 1-46,,’

R; = (37)

For a Nb3Sn film with k = 1072 W/mK, p,, = 0.36 um,
T. =16 K, Beo(0) ~ 30 T 8,1 = 0.5um, Ly = 1.4 um,
we obtain By ~ 185 mT and = ~ 11 at 1.2 GHz.

Shown in Fig. (17) are 6y(B) and R;(B) calculated
from Egs. (34)-(37). Both 6,,(B) and R;(B) are mul-
tivalued functions with lower and upper branches corre-
sponding to stable and unstable states, respectively. As
B increases, 0,,(B) increases until B = B; ~ 0.3By at
point ¢, where 0,,(Bt) = 0. ~ 0.6. Here B; is a field
threshold of instability of an oscillating vortex.

The critical velocity of the vortex vy at B = B; can
be evaluated from the force balance Bi¢g/po = no(l —
Ome)lvg, which yields vo = pnBi/pol(l — Ome)Bea(Th).
Using By from Eq. (35), we present vy in the form:

1/2
vy = CpnBy o (47rkpnTc> 7 (39)

 molBea(To) — \ poBea(0)

where C' = B;/(1 — 0,,,.)Byg. For the case shown in Fig.
17, C ~ 3/4 and vg ~ 2.6 km/s.

The above results show that at wty < 1, the over-
heating of a single vortex produces the LO-like depen-
dence of the non-isothermal Bardeen-Stephen 7o (0,,). At
wty > 1, the vortex oscillates in a self-induced hotspot
and ng(6,) is controlled by the field amplitude. In both
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FIG. 17. (a) The overheating 6,,(B) and (b) the surface re-
sistance r;(B) calculated from Eqgs. (34)-(37) for the parame-
ters of NbsSn given in the text and RrH? < ak. The point
¢ marks the onset of a runaway vortex instability. Upper
branches of 6,,(B) and r;(B) correspond to unstable states.

cases vg is determined by the same combination of the
materials parameters except for the different logarithmic
factors (In(v/vg) in Eq. (31) and In(Lg/u.y,) in (38)):

vg o< & V kpnT (39)

For NbsSn at 4K, Eq. (31) and (38) give vg ~ 1 —3
km /s which depends logarithmically on the film thickness
and w. These values of vy are about 2-6 times larger
than vy for the LO mechanism estimated above from Eq.
(17). Overheating could facilitate the LO instability by
reducing the effective critical velocity vy determined by
both heat and quasiparticle diffusion. At the same time,
overheating would decrease the energy relaxation time
Te(T') in Egs. (4)-(6) and thus reduce the contribution of
the LO mechanism to n(v) at T < T.

In the models presented here the overheating of the
vortex core can reach 6,, ~ 0.5 — 0.6 at v = vy, which
would reduce the vortex line tension and pinning en-
ergies in Eq. (1). At wty > 1, this effect can be
taken into account by field-dependent superconducting
parameters in Egs. (1) and (2) at the core tempera-
ture T,,(H) to be calculated self-consistently from Eq.
(28). The linearized Eq. (28) which neglects the tem-
perature dependencies of the parameters is applicable
qualitatively at T, — Ty < Tp. If Tp < T, the tem-

~

perature dependencies of the quasiparticle thermal con-



ductivity k ~ k,(A/kT)? exp(—A/kpT) %9, the lattice
specific heat v o« T° and the heat flux from the film,
W(T) o T* — Tj should be taken into account. At
T < T, the phonon thermal conductivity can exceed the
quasiparticle contribution °¢, but cooling a hot vortex by
diffusion of phonons is ineffective if the phonon thermal
wavelength Ap ~ 27hics /kpT exceeds the core size £. For
instance, Ar ~ 55 nm at 4.2 K is well above £y ~ 3nm in
NbsSn. If vy is mostly limited by the quasiparticle k(T),
Eq. (39) gives vy o< (T./T)D? exp(—A¢/2kpT), where
we used the Wiedemann-Frantz law p,k, ~ (kg/e)?T..
In this case the dependencies of vy on 7" and the mean
free path are similar to those of the LO critical velocity
(5). Moreover, vg(T) can decrease exponentially with T
both in the LO and in the overheating model, if 7. in
Eq. (5) is determined by recombination of quasiparticles
57, Because of slow electron-phonon energy relaxation
rate I' oc TP exp(—A/kpT.) due to quasiparticle recom-
bination °7, the temperature of quasiparticles T, around
moving vortices can be higher than the lattice tempera-
ture 61

The inhomogeneities of T'(r,t) around moving vortices
diminish strongly if trapped vortices are spaced by dis-
tances shorter than Ly and the vortex hotspots overlap.
In this case the thermal runaway instability of fast vor-
tices is controlled by the strong temperature dependence
of the quasiparticle surface resistance Rpcs(T), as it is
shown in the next subsection. This instability occurs at
a rather weak global overheating T — Ty ~ kpTg/Ao.

B. Global RF overheating

We now turn to the global overheating produced by
trapped vortices with the flux density By < B.;. If vor-
tices are spaced by distances < Ly, the hotspots around
vortices overlap and T(H) at the surface exposed to the
rf field is nearly uniform. Then T'(H) is determined by
the following equation of a thermal feedback model 33:

H72 N (T - To)kaK

[Ri(T, H) + Rios(T)] = =~ Clon

(40)

This equation represents a balance of the rf power gen-
erated at the surface of a slab of thickness [ and the heat
flux going across the slab to the coolant (or a substrate)
at the ambient temperature Ty. The total surface re-
sistance in Eq. (40) is a sum of the BCS quasiparticle
contribution Rpcs and the vortex residual resistance R;
averaged over the surface. At T < T, and hw < A the
low-field Rpcs(T) in the dirty limit is given by 4398:

2 243
HEWIACA 9T\ _Askpr
R T) ~ | B 41
ses(T) pnkBT n( 4hw € (41)

For weak overheating, Rpcs(T) =~ Rpcs(To)exp[(T —
To)Ao/kpTE], and dependencies of R;, ax and k on T
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can be neglected. Then Eq. (40) reduces to:

Ti (6) a90 2
[hm(m + e 52 = sy, (42)
Ri(o) 2Tougka;<
h= , s = , 43
Rgcs (k+lag)Rees B2 (43)

where 0y = (T — T.)/Ty, a = A¢/kpTy, h is propor-
tional to the mean density of trapped vortices, and all
parameters in h and s are taken at T' = Ty. For Nb cav-
ities screened to a few % of the Earth’s magnetic field, h
is typically around 0.1 — 0.5 and raises to 2 10 for un-
screened cavities at 2K and 1-2 GHz 3246 The solution of
Eq. (42) determines a non-isothermal surface resistance
R () including both the BCS and the vortex contribu-
tions:

i(5)
r:(0)

For Nb with I = 3 mm, & = 7 W/mK, ax = 2.5
kW /m?K, Rpcs = 20 nQ, k = 2, B,y ~ 84 mT, \ = 60
nm, Ag = 1.8kpT,, and fo = 37 GHz at 1.5 K, we obtain
s=43,a =11, and v = 0.04 at f =~ 1.5 GHz. For NbsSn
with Rpcs(Tp) =~ 20 nQ2 at 4.2 K, A = 111 nm, B, ~
49 mT, k ~ 1072 W/mK, A = 1.9k5T,, we have a ~ 8,
fo =175 GHz and s ~ 395 at [ = 3 yum.

Ry() = [h ' 9} Rncs. (44)

1.35 ‘ ‘ ‘ ‘ ‘ y
1.3}

1.25¢

h=10’;"~’

12+

/Rs(0)

2115+
11+

1.05}

FIG. 18. Non-isothermal R, (/3) calculated from Egs. (42) and
(44) at different flux density parameters h, v = 0.04, s = 43,
a = 11 and the isothermal R;(8) taken from Fig. 3b.

A non-isothermal Rs(H) calculated from Eqs. (42)
and (44) at low fields for which the velocity depen-
dence of n(v) is negligible, is shown in Fig. 18, where
the isothermal vortex contribution R;(5) at v = 0.04
is taken from Fig. 3b. Heating causes an upturn of
Rs(H) at higher fields, masking the saturation of R;(H)
shown in Fig. 3b. This can be understood by expand-
ing Eq. (42) in afy < 1 at low fields, which yields
0o = [1 + hri(B)/r:(0)]8%/(s — aB?), where af3? in the



denominator is retained because a > 1. Then,

Rpcs + Ri(B)
Rs(ﬁ)_ 170’62/8 . (45)
The upturn in R4(8) comes from the decrease of the de-
nominator in Eq. (45) with 8, which describes the effect
of thermal feedback on Rpcs(T) at low fields 3744, The
thermal balance cannot be sustained above the break-
down field By, obtained from the condition 95/00y = 0,
where [B(6p) is defined by Eq. (42). For instance,
By = By/Be1 = (s/ae)'/? at h = 0 is reached at a critical
weak overheating 0, = kpTy/Ao < 1 33.

®((a)

R.(B)/ R,

04l N h=10 {

0.2 ‘ ‘ . l
0 01 02 03 04 05

B

FIG. 19. Non-isothermal R(8) calculated from Egs. (42)
and (44) for: (a) v = 0.4, ap = 6.25; (b) v = 0.04, ap = 100.
In both cases, ¢, = 0.8, s = 43 and a = 11. The end points
of the curves R,(/3) correspond to the thermal breakdown in
(a) and to the LO instability in (b).

Now we turn to the effect of heating on R,(H) for the
LO velocity-dependent vortex drag. Figure 19a shows
R () for different trapped flux densities  h calculated
at ap = 6.25, v = 0.4 and other parameters specified
in the caption, assuming that vy is independent of By.
Here heating masks the descending field dependence of
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the isothermal R;(8) and results in R4(3) raising with
B. The end points of Rs(8) correspond to the thermal
breakdown field By which in this case is smaller than the
field onset of the LO instability.

If the parameter ag = (\fo/vo)? is large enough, the
LO instability can occur at a field smaller than Bj and
heating may not fully mask the descending R;(H). For
instance, Fig. 19b shows R, calculated at ag = 100
and v = 0.04. Here the descending field dependencies
of Rs(H) persist at all h up to the end points of the
curves R (8). In this case the end points correspond to
the LO instability at a field 8 ~ 0.5 smaller than the
thermal breakdown field .

VI. DISCUSSION

Sparse trapped vortices moving through a random pin-
ning landscape can produce nonsystematic field depen-
dencies of the local surface resistance R;(H) controlled
by different pin configurations with the same density n;
in a volume ~ A2L,. Yet the global R;(H) obtained
by averaging the local R;(H) over different pin config-
urations, increases smoothly with H at small fields and
levels off at higher fields. In addition, R;(H) increases
linearly with the frequency at small w, indicating that
the rf losses mostly come from hysteretic depinning of
the vortex from multiple pins, unlike R;(w) o< w? for
small-amplitude vortex oscillations &7.

As H increases, the velocity dependence of the vortex
drag can result in a nonmonotonic field dependence of
R;(H) if the tip of a trapped vortex moves faster than the
LO critical velocity. Bending rigidity of the vortex and
pinning suppress the LO instability up to a certain field,
yet we observed vortex jumps in thick films at higher
fields, even in the case of strong pinning. Understand-
ing rf losses of trapped vortices in films is important for
increasing the quality factors and rf breakdown field by
multilayer coating %°7%2 or deposition of thick (I > \)
NbsSn films onto the inner surface of Nb cavities 103104,
We did not observe a dynamic shape instability of the
vortex due to the LO decrease of n(v), which requires
taking into account nonlinear elasticity of the vortex 6°.

Measurements of Ry(H,T) at low T may offer an op-
portunity to extract the LO critical velocity vo(T) at
T <« T, because global heating effects for sparse vortices
driven by Meissner currents are weaker than in magneto-
transport measurements 4%, Yet the overheating of a
single vortex can also contribute to the LO-like decrease
of n(v) with v but mask the decrease of Rs(H) with H
for higher densities of trapped vortices By/¢g. The effect
of density of trapped vortices on R;(H) is complex. On
the one hand, the LO velocity vy decreases with By at
By 2 ¢o/L?% and local peaks of T'(r, t) around vortices di-
minish at By 2 ¢o/L2, which shifts the descending part
of R;(H) to lower fields. On the other hand, the global
overheating increases with By, resulting in smaller break-
down fields, as shown in Fig. 19a. This problem can be



mitigated by measuring R;(H) at lower frequencies.
The microwave reduction of R;(H) resulting from 7(v)
decreasing with v can contribute to the decrease of Rs(H)
with H observed on Nb resonators 97119 Other con-
tributions to this effect could come from a nonlinear
quasiparticle conductivity!'! which can be tuned by mag-
netic impurities and proximity-coupled oxide layer at the
surface’® 12, The vortex contribution can be separated
from other contributions by measuring R at different
frequencies and densities of trapped flux. Given the ex-
treme sensitivity of high-Q resonant cavities, the relevant
densities of trapped vortices may be achieved by varying
the degree of screening of the Earth’s magnetic field.
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Appendix A: Dissipated power

At M = 0 the dynamics of a vortex in a pinning po-
tential U(r) is determined by the relaxation equation:

ou oG
a_ o Al
5 a0 (A1)

where G{u} = fol odx is a free energy functional, and

_ ¢ (9u 2+E Ouy 2+U( ) — yF (A2)
=5\ oz 2\ Oz U =YL

Hereafter we use u, x and [ in natural length units, unless
noted otherwise. Egs. (A1) and (A2) give:

N0y = €0zptty — OyU + F1,
NOU, = €0y, — O, U.

Multiplying Egs. (A3) and (A4) by v, = Oyu, and v, =
Ozu,, adding them and integrating over x and ¢, yields:

1
/(nv27v~Fp7v~FL>da::
0

!
e/ (OpatyOrtty + Ogau,Opu,)de, (A5)

0
where F,, = —VU is the pinning force. Next, we expand

uy(x,t) and u,(z,t) in the Fourier series:
Uy = Z[Ay (x,n) cosnwt + By(xz,n)sinnwt],  (A6)
n

u, = Z[AZ(QE7 n) cosnwt + B, (z,n)sinnwt]. (A7)

n
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Substituting Eqs. (A6) and (A7) in the r.h.s. of Eq.
(A5), we observe that all terms proportional to A% and
B? vanish after time averaging giving:

l
w
5/0 zn:n[ByamAy — AyByrBy+

B.0ys A, — A,0,,B.)dx (A8)

After integration by parts Eq. (A8) becomes:

% > n[B,0, Ay~ A0, By +B.0, A, — A.0,B.],. (A9)

Because of the boundary condition 9,u, = dyu, = 0 at
the surface or u, = u, = 0 at a strong pin, the expression
in the brackets of Eq. (A9) vanishes. Thus,

l l
= 'U2 — V- = Vo X.
P [t v B)ix = [(v-Fide (aw)

The power results from the work against the viscous and
pinning forces, including hysteretic F,, for strong pinning.

Appendix B: Labusch criterion for a single vortex.

Consider the vortex driven toward the pin by the
Meissner current in a film, as shown in Fig. 20. The
vortex gets depinned if the Lorentz force ¢gH exceeds
the pinning force. This force balance for a single vortex
in a film does not involve the interplay of vortex pin-
ning and bending distortion which can cause a hysteretic
pinning response of the vortex in an infinite FLL which
remains undisturbed far away from the pin!*17. The
latter implies that the ends of a long vortex are fixed in
their equilibrium positions in the ideal FLL, unlike the
free ends of a vortex in the film shown in Fig. 20a.

Al

(@)

(b)

FIG. 20. (a) A vortex driven toward the pin (blue circle).
Dashed and solid lines show the initial and final shapes of the
free and pinned vortex, respectively; (b) a vortex with fixed
ends interacting with a pinning center

The situation changes if the ends of the vortex interact-
ing with a pin inside the film are fixed by surface defects,



as depicted in Fig. 20b. For the short-range core pin-
ning, the balance of elastic and pinning forces yields the
following equation for the displacement wu:

(W TE \/u2+d%> ¢=fpll—u) (B

where f,(y) = — [*_0,U(z,y,0)dz and U(z,y,0) is de-

fined by Eq. (3). For weak bending distortions v <
(d1,d2), Eq. (B1) can be recast to:
guy
= tu, (B2)
[1+ (w1 /)27
WUndldQ WCndldQ

= = B3

97 (d +dy)  26A(dy +da)’ (B3)

where u; = L — u is the minimum distance between the

pin and the distorted vortex (see Fig. 20b). Here g

is proportional to the dimensionless pinning parameter
» = 2k2U, /e and depends on the pin position.

4

357

(L-u)/g

FIG. 21. Dependencies of the minimum pin-vortex spacing
u; = L —uw on L. The labels at the curves denote the values
of g, where g. = (5/2)%/%/2 ~ 4.94.

Shown in Fig. 21 is uy(L) calculated from Eq. (B2).
For weak pining (¢ < 1), the vortex remains nearly
straight so ui(L) ~ L. As g increases, the vortex bows
out toward the pin and w;(L) becomes a multivalued
function at g > g. = (5/2)%2/2 ~ 4.94, where g. is
obtained from dL/du; = d*L/du? = 0. At g > g. the
pinning response of the vortex is hysteretic.

The change in the behavior of u;(L) upon increasing
the pinning force shown in Fig. 21, appears similar to
that of a vortex in an infinite FLL 1377, the condi-
tion g > g. being analogous to the Labusch criterion'?.
Yet, unlike the Labusch parameter which quantifies the
strength of a single pin and depends on the vortex spac-
ing in the FLL, the parameter g depends on the film
thickness and the pin position, so it is not a characteris-
tic of the pin strength only. For instance, the vortex with
fixed ends can have a non-hysteretic pinning response if
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the pin is near the surface, where g < g. and d; < da,
but exhibit a hysteretic pinning response if the same pin
is inside the film, where ¢ > g, at di ~ dy. Pinning re-
sponse of a single vortex in a film could become hysteretic
only if several pins are involved. For identical, randomly-
distributed pins assumed in our simulations, the vortex
can adjust its position and straighten up to mitigate the
hysteretic pinning response. This may extend the appli-
cability of the 2D collective pinning theory to [ > L.,
as it is evident from Fig. 6. Thus, the classification of
weak and strong pinning centers based on the Labusch
criterion for a vortex in an infinite FLL is not applicable
to a single vortex in a film.

Appendix C: Temperature of a moving vortex

Eq. (28) can be written in the dimensionless form:

0=V20—0+q(0n(t). 1) fly — ult), 2], (C1)
where q(0,,t) = 1n0(0m)v?(t)/(T. — To)k, 0 = (T —
To)/(T. = To), Om(t) = (Ton — To)/(Te — To) and time
and coordinates are normalized by the respective ther-
mal scales (29). For the Bardeen-Stephen tempera-
ture dependence of 1y(T) = n9(0)(1 — T/T.), we have
10(0m) = (1 — O )10, where 1o implies 7o(Tp).

Solving Eq. (C1) by the Fourier transform #* results in
a differential equation for 0 (t) = [ 0(r,t) exp(—ipr)d>r:

ép + (1 + pQ)ep = qu(t)e_ipyu(t)v (C2)

If the vortex starts moving at ¢ = —oo, the solution of
Eq. (C2) is:

6o () = fo / e~ (P =ipyult=) 0y gy (C3)
0

For f(r) = (w?) ! exp(—r?/§?) and fp = exp(—p¢?/4),
the inverse Fourier transform of Eq. (C3) yields (in orig-
inal units):

1 [ dt’q(t —t) — _lu=uG=t/2+:2
Q(I‘,t) _ 7/ Q( )6 tg (to+4at’) Dy , (04)

)y A+t
where tg = £2/Dy < tg, and Dy = k/v. Setting y = u(t),
z =0 in Eq. (C4) gives an integral equation for 6,,(t) at
the moving vortex core:

B n X 02(t —t)[1 = O, (t — 1))
Om () = (T, —OTO)k/O 4t + to %
¢ u(t) —u )]
exp [_te = (4 1 t0)Dy } dt’, (Ch)

This equation is supplemented by an equation for the
velocity of a straight vortex of length I:

no(1 — 0p)v = o H sinwt (C6)



At witg <

< (1 + v?/v2)/? the integrand in Eq. (C5)
decreases exponentially over ¢/ ~ tg(1 + v?/4v2)~1/2. In
this case the slowly varying v(¢ — ') and 0,,(t — t’) can
be replaced with v(t), 0,,(¢), and u(t) —u(t —t') =~ v(¢)t'.
Then integration in Eq. (C4) at ¢ty — 0 yields:

2 —u
21k(T. — Tp)

R=[((y—w?+2)1+v*/4)]?,  (C8)
where u = [ v(t)dt, and Ko(z) is a modified Bessel func-
tion. A logarithmic singularity in 6(y, z,t) in Eq. (C7)
at R — 0 is cut off by taking into account tog = £2/Dy in
Egs. (C4) and (C5)*. For slowly-varying v(t) and 6,,(t),
integration in Eq. (C5) produces an integral exponential
function 13, giving at tg < tg:

nov?(1 — 6,) 2L v?
™= T, = Ty)k 2In ¢ YE ln<1+ 41}5)].
(C9)
This equation leads to Eqgs. (30)-(31).

At wty > 1 the vortex oscillating with the amplitude
Um =~ ¢oH/lnow < Ly produces a nearly stationary
hotspot, in which 6(y, z,t) is close to 0(z,z) averaged
over the rf period. Here f(x,z) satisfies the stationary
thermal diffusion equation:

_ 9 10(0rm) _
w2 7 T = VO — u(®)o) = o,
(C10)
Lj = lk/lax — H*Ry/2). (C11)
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Here f(y, z) is replaced with d(y—u(t))d(z) at £ < uy, <
Ly, and RrH?/2 in Eq. (C11) accounts for quasiparti-
cle heating, where Ry = ORpcs/0T 3°. Using v(t) =
U sinwt and u(t) = —uy, coswt with v, = ¢oH/Ing(0,,)
and U, = v, /w, we obtain the solution of Eq. (C10):

_ 2 1)2 2
g 2 <KO{\/(y+“mf°S“) s ]sin2wt>, (C12)
1 _9m Lg
B luo QkTCk ( To)
b=—, By=-2 1-29),  (Cc13
By T\ T, (C13)

where ng = ¢2/27€2p, was used. The self-consistency
equation for 6,, in the center of the hotspot is obtained
by setting 6(z,y) = 0,, at y = z = 0 in Eq. (C13):

O (1 — 0,) = 26%(Ko[| cos wt|um /Lo] sin wt).  (C14)

Using Ko(z) = In(2/z) — v 3 at u,, < Ly, we cal-

culate the average I = (...) = (w/2m) O%/W ...dt in Eq.
(C14):
2 [T/ 2L
I= f/ dt [In [ —=2— ) — yg | sin®t. (C15)
T Jo Uy, COS T
Using here foﬂ/Q In(cost)sin® tdt = —(1421n 2)7 /8 yields:

1 4L, 1 1. (3.7Lg

Combining Egs. (C14)-(C15) gives Egs. (34)-(36).

1 D. Larbalestier, A. Gurevich, M. Feldmann, and A.
Polyanskii, Nature 414, 368 (2001).

2 R. M. Scanlan, A. P. Malozemoff, and D. C. Larbalestier,
Proc. IEEE 92, 1639 (2004).

3 A. Gurevich, Annu. Rev. Cond. Mat. Phys. 5, 35 (2014).

4 AM. Campbell and J.E. Evetts, Adv. Phys. 21, 199
(1972).

5 G. Blatter, M.V. Feigel’'man, V.B. Geshkenbein, A.IL
Larkin, and V.M. Vinokur, Rev. Mod. Phys. 66, 1125
(1994).

6 E.H. Brandt, Rep. Prog. Phys. 58, 1465 (1995).

T. Haugan, P.N. Barnes, R. Wheeler, F. Meisenkothen,

and M. Sumption, Nature 430, 867 (2004).

8 P. Mele, K. Matsumoto, T. Horide, O. Miura, A. Ichinose,
M. Mukaida, Y. Yoshida, and S. Horii, Supercond. Sci.
Technol. 19, 44 (2006).

9 S. Kang, A. Goyal, J. Li, A.A. Gapud, P.M. Martin, L.
Heatherly, J.R. Thompson, D. K. Christen, F. A. List, M.
Paranthaman, and D. F. Lee, Science 311, 1911 (2006).

10 3. Gutiérrez, A. Llordés, J.Gazquez, M. Gibert, N. Rom4,
S. Ricart, A. Pomar, F. Sandiumenge, N. Mestres, T.
Puig, and X. Obradors, Nature Mater. 6, 367 (2007).

1 B. Maiorov, S.A. Baily, H. Zhou, O. Ugurlu, J.A. Kenni-
son, P.C. Dowden, T.G. Holesinger, S.R. Foltyn, and L.

Y

Civale, Nature Mater. 8, 398 (2009).

12 AL Larkin and Yu.N. Ovchinnikov, J. Low Temp. Phys.
34, 409 (1979).

13 R. Labusch, Cryst. Lattice Defects 1, 1 (1969).

 Yu.N. Ovchinnikov and B. I. Ivlev, Phys. Rev. B 43, 8024
(1991).

5 (. Blatter, V.B. Geshkenbein, and J.A.G. Koopmann,
Phys. Rev. Lett. 92, 067009 (2004).

16 A.E. Koshelev and A.B. Kolton, Phys. Rev. B 84, 104528
(2011).

17 A.U. Thomann, V.B. Geshkenbein, and G. Blatter, Phys.
Rev. Lett. 108, 217001 (2012).

18 W.K. Kwok, U. Welp, A. Glatz, A.E. Koshelev, K.J.
Kihlstrom, and G.W. Crabtree, Rep. Prog. Phys. 79,
116501 (2016).

19 M. Kemmler, D. Bothner, K. Tlin, M. Siegel, R. Kleiner,
and D. Koelle, Phys. Rev. B 79, 184509 (2009).

20 y. Misko, S. Savel’ev, and F. Nori, Phys. Rev. Lett. 95,
177007 (2005).

21 Y. L. Wang, M.L. Latimer, Z.L. Xiao, R. Divan, L.E.
Ocola, G.W. Crabtree, and W.K. Kwok, Phys. Rev. B 87,
220501(R) (2013).

22 g, Guénon, Y.J. Rosen, A.C. Basaran, and LK. Schuller,
Appl. Phys. Lett. 102, 252602 (2013).



23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43
44

45

46
47

48

49

50

51

52

53

Q. Le Thien, D. McDermott, C.J.O. Reichhardt, and C.
Reichhardt, Phys. Rev. B 96, 094516 (2017).

AM. Campbell, J. Phys. C 2, 1492 (1969).

R. Prozorov, R.W. Giannetta, N. Kameda, T. Tamegai,
J.A. Schlueter, and P. Fournier, Phys. Rev. B 67, 184501
(2003).

R. Willa, V. B. Geshkenbein, and G. Blatter, Phys. Rev.
B 92, 134501 (2015).

R. Willa, V.B. Geshkenbein, and G. Blatter, Phys. Rev.
B 93, 064515 (2016).

M.W. Coffey and J.R. Clem, Phys. Rev. Lett. 67, 386
(1991).

E.H. Brandt, J. Low Temp. Phys. 46, 375 (1986).

A. Gurevich, Supercond. Sci. Technol. 20, S128 (2007).
M. Buchacek, V.B. Geshkenbein, and G. Blatter, Phys.
Rev. Research 2, 043266 (2020).

H. Padamsee, J. Knobloch, and T. Hays, RF supercon-
ductivity for accelerators. Second Ed. Wiley ISBN: 978-3-
527-40842-9 (2008).

A. Gurevich, Rev. Accel. Sci. Technol. 5, 119 (2012).

J. Zmuidzinas, Annu. Rev. Cond. Mat. Phys. 3, 169
(2012).

M. Tinkham. Introduction to superconductivity. (Dover
Publ., Mineola, New York, 2004).

A. Gurevich and G. Ciovati, Phys. Rev. B 87, 054502
(2013).

A. Romanenko, A. Grassellino, O. Melnychuk, and D.A.
Sergatskov, J. Appl. Phys. 115, 184903 (2014).

H. Huang, T. Kubo, and R.L. Geng, Phys. Rev. Accel.
Beams 19, 082001 (2016).

D. Gonnella, J. Kaufman, and M. Liepe, J. Appl. Phys.
119, 073904 (2016).

S. Posen, G. Wu, A. Grassellino, E. Harms, O.S. Mel-
nychuk, D.A. Sergatskov, N. Solyak, A. Romanenko, A.
Palczewski, D. Gonnella, and T. Peterson, Phys. Rev. Ac-
cel. Beams 22, 032001 (2019).

P. Dhakal, G. Ciovati, and A. Gurevich, Phys. Rev. Accel.
Beams 23, 023102 (2020).

M. Checchin and A. Grassellino, Phys. Rev. Applied 14,
044018 (2020).

A. Gurevich, Supercond. Sci. Technol. 30, 034004 (2017).
A. Gurevich and G. Ciovati, Phys. Rev. B 77, 104501
(2008).

D.B. Liarte, D. Hall, P. N. Koufalis, A. Miyazaki, A. Sena-
nian, M. Liepe, and J.P. Sethna, Phys. Rev. Applied 10,
054057 (2018).

G. Ciovati, J. Appl. Phys. 96, 1591 (2004).

L. Embon, Y. Anahory, Z.L. Jelic, E.O. Lachman, Y.
Myasoedov, M.E. Huber, G.P. Mikitik, A.V. Silhanek,
M.V. Milosevié, A. Gurevich, and E. Zeldov, Nature Com-
mun. 8, 85 (2017).

AL Larkin and Yu.N. Ovchinnikov, Zh. Exp. Teor. Fiz.
68, 1915 (1975) [Sov. Phys. JETP 41, 960 (1975)].

L.E. Musienko, .M. Dmitrienko, and V.G. Volotskaya,
Pis’'ma v Zh. Eksp. Teor. Fiz. 31, 603 (1980) [Sov. Phys.
JETP Lett. 31, 567 (1980)].

W. Klein, R.P. Huebener, S. Gauss, and J. Parisi, J. Low
Temp. Phys. 61, 413 (1985).

S.G. Doettinger, R.P. Huebener, R. Gerdemann, A.
Kiihle, S. Anders, T.G. Traube, and J.C. Villeger, Phys.
Rev. Lett. 73, 1691 (1994).

S.G. Doettinger, R.P. Huebener, and A. Kiihle, Physica
C 251, 285 (1995).

A.V. Samoilov, M. Konczykowski, N-C. Yeh, S. Berry,

54

55

56

57

58

59

60

62
63

64

65

66

67

68
69

70

71

72

73

74
75

76

7

78

79

80

81

82

19

and C.C. Tsuei, Phys. Rev. Lett. 75, 4118 (1995).

C. Villard, C. Peroz, C, and A. Sulpice, J. Low Temp.
Phys. 131, 957 (2003).

A.A. Armenio, C. Bell, J. Aarts, and C. Attanasio, Phys.
Rev. B 76, 054502 (2007).

G. Grimaldi, A. Leo, A. Nigro, S. Pace, A.A. Angrisani,
and C. Attanasio, J. Phys: Conf. Series. 97, 012111
(2008).

A. Leo, G. Grimaldi, R. Citro, A. Nigro, S. Pace, and R.
P. Huebener, Phys. Rev. B 84, 014536 (2011).

A L. Bezuglyj, V.A. Shklovskij, R.V. Vovk, V.M. Bevz, M.
Huth, and O.V. Dobrovolskiy, Phys. Rev. B 99, 174518
(2019).

O.V. Dobrovolskiy, D.Yu. Vodolazov, F. Porrati, R.
Sachser, V.M. Bevz, M.Yu. Mikhailov, A.V. Chumak, and
M. Huth, Nature Commun. 11, 3291 (2020).

W.P.M.R. Pathirana and A. Gurevich, Phys. Rev. B 101,
064504 (2020).

A.L. Bezuglyj and V.A. Shklovskij, Physica C 202, 234
(1992).

M.N. Kunchur, Phys. Rev. Lett. 89, 137005 (2002).
D.Yu. Vodolazov and F.M. Peeters, Phys. Rev. B 76,
014521 (2007).

G. Grimaldi, A. Leo, P. Sabatino, G. Carapella, A. Ni-
gro, S. Pace, V.V. Moshchalkov, and A.V. Silhanek, Phys.
Rev. B 92, 024513 (2015).

G. Catelani and J.P. Sethna, Phys. Rev. B 78, 224509
(2008).

F. Pei-Jen Lin and A. Gurevich, Phys. Rev. B 85, 054513
(2012).

A. Sheikhzada and A. Gurevich, Phys. Rev. B 102,
104507 (2020).

T. Kubo, Phys. Rev. Research 2, 033203 (2020).

P.G. De Gennes and J. Matricon, Rev. Mod. Phys. 36,
45 (1964).

N. Liitke-Entrup, B. Placais, P. Mathieu, and Y. Simon,
Physica B 255, 75 (1998).

S. Vasiliev, V.V. Chabanenko, N. Kuzovoi, V.F. Rusakov,
A. Nabialek, and H. Szymczak, J. Supercond. Nov. Magn.
26, 2033 (2013).

L. Embon, Y. Anahory, A. Suhov, D. Halbertal, J. Cup-
pens, A. Yakovenko, A. Uri, Y. Myasoedov, M.L. Rappa-
port, M.E. Huber, A. Gurevich, and E. Zeldov, Sci. Rep.
5, 7598 (2015).

N.B. Kopnin. Theory of nonequilibrium superconductivity,
(Oxford University Press, New York, 2001).

H. Suhl, Phys. Rev. Lett. 14, 226 (1965).

G. Baym and E. Chandler, J. Low. Temp. Phys. 50, 57
(1982).

N.B. Kopnin and V.M. Vinokur, Phys. Rev. Lett. 81, 3952
(1998).

E.B. Sonin, V.B. Geshkenbein, A. van Otterlo, and G.
Blatter, Phys. Rev. B 57, 575 (1998).

E.M. Chudnovsky and A.B. Kuklov, Phys. Rev. Lett. 91,
067004 (2003).

D. Golubchik, E. Polturak, and G. Koren, Phys. Rev.
B 85, 060504 (2012).

E.V. Thuneberg, J. Kurkijrvi, and D. Rainer, Phys. Rev.
B 29, 3913 (1984).

N.W. Ashcroft and N.D. Mermin, Solid state physics
(Harcourt, Inc. New York, Toronto, London, 1976).

C. Hurd, The Hall Effect in Metals and Alloys (Plenum
Press, New York, 1972).

T.P. Orlando, E.J. McNiff, Jr., S. Foner, and M.R.



84
85

86

87

88

89

90

92

93

94

95

96

97

98

99

100

Beasley, Phys. Rev. B 19, 4545 (1979).

K.R. Keller and J.J. Hanak, Phys. Rev. 154, 628 (1967).
D.W. Woodard and G.D. Cody, Phys. Rev. 136, A166
(1964).

COMSOL Multiphysics
https://www.comsol.com.
J.I. Gittleman and B. Rosenblum, Phys. Rev. Lett.
734 (1966).

C.Z. Antoine, Materials and surface aspects in the devel-
opment of SRF Niobium cavities. (Institute of Electronic
Systems, Warsaw University of Technology, 2012).

G. Grimaldi, A. Leo, A. Nigro, A.V. Silhanek, N. Verellen,
V.V. Moshchalkov, M.V. Milogevi¢, A. Casaburi, R. Cris-
tiano, and S. Pace, Appl. Phys. Lett. 100, 202601 (2012).
A.V. Silhanek, A. Leo, G. Grimaldi, G.R. Berdiyorov,
M.V. Milosevié¢, A. Nigro, S. Pace, N. Verellen, W. Gilli-
jns, V. Metlushko, B. Ili¢, X. Zhu, and V.V. Moshchalkov,
New J. Phys. 14, 053006 (2012).
https://www.mathworks.com/products/matlab.html
W.E. Schiesser and G.W. Griffiths, A Compendium of
Partial Differential Equation Models: Method of Lines
Analysis with Matlab (Cambridge University Press, 2009).
Supplemental Information is available at:

A.V. Gurevich and R.G. Mints, Rev. Mod. Phys. 59, 941
(1987).

E.T. Swartz and R.O. Pohl, Rev. Mod. Phys. 61, 605
(1989).

G.D. Cody and R.W. Cohen, Rev. Mod. Phys. 36, 121
(1964).

A.V. Timofeev, C.P. Garcia, N.B. Kopnin, A.M. Savin,
M. Meschke, F. Giazotto, and J.P. Pekola, Phys. Rev.
Lett. 102, 017003 (2009).

A. Gurevich and T. Kubo, Phys. Rev. B 96, 184515
(2017).

A. Gurevich, Appl. Phys. Lett. 88, 012511 (2006); AIP
Adv. 5, 017112 (2015).

T. Kubo, Supercond. Sci. Technol. 30, 023001 (2017).

Modeling Software,

16,

101

102

103

104

105

106

107

108

109

110

111
112

113

20

T. Tan, M.A. Wolak, X.X. Xi, T. Tajima, and L. Civale,
Sci. Rep. 6, 35879 (2016).

C.Z. Antoine, M. Aburas, A. Four, F. Weiss, Y. Iwashita,
H. Hayano, S. Kato, T. Kubo, and T Saeki, Supercond.
Sci. Technol. 32, 085005 (2019).

S. Posen and D.L. Hall, Supercond. Sci. Technol. 30,
033004 (2017).

J. Lee, S. Posen, Z. Mao, Y. Trenikhina, K. He, D.L. Hall,
M. Liepe, ands D.N. Seidman, Supercond. Sci. Technol.
32, 024001 (2018).

P. Dhakal, G. Ciovati, G.R. Myneni, K.E. Gray, N. Groll,
P. Maheshwari, D.M. McRae, R. Pike, T. Proslier, F. Ste-
vie, R.P. Walsh, Q. Yang, and J. Zasadzinzki, Phys. Rev.
ST Accel. Beams 16, 042001 (2013).

A. Grassellino, A. Romanenko, D. Sergatskov, O. Melny-
chuk, Y. Trenikhina, A. Crawford, A. Rowe, M. Wong, T.
Khabiboulline, and F. Barkov, Supercond. Sci. Technol.
26, 102001 (2013).

G. Ciovati, P. Dhakal, and A. Gurevich, Appl. Phys.
Lett. 104, 092601 (2014).

G. Ciovati, P. Dhakal, and G.R. Myneni, Supercond. Sci.
Technol. 29, 064002 (2016).

A. Grassellino, A. Romanenko, Y. Trenikhina, M.
Checchin, M. Martinello, O.S. Melnychuk, S. Chan-
drasekaran, D.A. Sergatskov, S. Posen, A.C. Crawford,
S. Aderhold, and D. Bice, Supercond. Sci. Technol. 30,
094004 (2017).

M. Martinello, M. Checchin, A. Romanenko, A. Gras-
sellino, S. Aderhold, S.K. Chandrasekeran, O. Melnychuk,
S. Posen, and D.A. Sergatskov, Phys. Rev. Lett. 121,
224801 (2018).

A. Gurevich, Phys. Rev. Lett. 113, 087001 (2014).

T. Kubo and A. Gurevich, Phys. Rev. B 100, 064522
(2019).

Handbook of Mathematical Functions, Applied Mathemat-
ics Series Vol. 55, edited by M. Abramowitz and I.R. Ste-
gun (National Bureau of Standards, Washington, D.C.,
1964).



	Effect of random pinning on nonlinear dynamics and dissipation of a vortex driven by a strong microwave current.
	Abstract
	I Introduction
	II Dynamic equations.
	III Numerical Results
	A Bulk pinning
	B RF depinning field
	C Surface pinning
	D Cluster pinning

	IV Larkin-Ovchinnikov Instability
	V RF overheating
	A Overheating of a single vortex. 
	B Global RF overheating

	VI Discussion
	VII ACKNOWLEDGMENTS
	A Dissipated power
	B Labusch criterion for a single vortex.
	C Temperature of a moving vortex
	 References


