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Abstract

Complex numerical weather prediction models incorporate a variety of physical
processes, each described by multiple alternative physical schemes with spe-
cific parameters. The selection of the physical schemes and the choice of the
corresponding physical parameters during model configuration can significantly
impact the accuracy of model forecasts. There is no combination of physical
schemes that works best for all times, at all locations, and under all conditions.
It is therefore of considerable interest to understand the interplay between the
choice of physics and the accuracy of the resulting forecasts under different
conditions.

This paper demonstrates the use of machine learning techniques to study
the uncertainty in numerical weather prediction models due to the interaction
of multiple physical processes. The first problem addressed herein is the es-
timation of systematic model errors in output quantities of interest at future
times, and the use of this information to improve the model forecasts. The sec-
ond problem considered is the identification of those specific physical processes
that contribute most to the forecast uncertainty in the quantity of interest un-
der specified meteorological conditions. In order to address these questions we
employ two machine learning approaches, random forests and artificial neural
networks. The discrepancies between model results and observations at past
times are used to learn the relationships between the choice of physical pro-
cesses and the resulting forecast errors.

Numerical experiments are carried out with the Weather Research and Fore-
casting (WRF) model. The output quantity of interest is the model precip-
itation, a variable that is both extremely important and very challenging to
forecast. The physical processes under consideration include various micro-
physics schemes, cumulus parameterizations, short wave, and long wave radi-
ation schemes. The experiments demonstrate the strong potential of machine
learning approaches to aid the study of model errors.
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physical processes, machine learning

1. Introduction

Computer simulation models of the physical world, such as numerical weather
prediction (NWP) models, are imperfect and can only approximate the complex
evolution of physical reality. Some of the errors are due to the uncertainty in the
initial and boundary conditions, forcings, and model parameter values. Other
errors, called structural model errors, are due to our incomplete knowledge about
the true physical processes, and manifest themselves as missing dynamics in the
model [38]. Examples of structural errors include the misrepresentation of sea-
ice in the spring and fall, errors affecting the stratosphere above polar regions
in winter [58], as well as errors due to the interactions among (approximately-
represented) physical processes.

Data assimilation improves model forecasts by fusing information from both
model outputs and observations of the physical world in a coherent statisti-
cal estimation framework [1, 30, 43, 58]. While traditional data assimilation
reduces the uncertainty in the model state and model parameter values, no
methodologies to reduce the structural model uncertainty are available to date.

In this study we consider the Weather Research and Forecasting (WRF)
model [61], a mesoscale atmospheric modeling system. The WRF model includes
multiple physical processes and parametrization schemes, and choosing different
model options can lead to significant variability in the model predictions [12, 42].

Among different atmospheric phenomena, the prediction of precipitation is
extremely challenging and is obtained by solving the atmospheric dynamic and
thermodynamic equations [42]. Model forecasts of precipitation are very sensi-
tive to physics options such as the micro-physics, cumulus, long wave, and short
wave radiation [13, 42, 34]. Other physics settings that can affect the WRF pre-
cipitation predictions include surface physics, planetary boundary layer (PEL),
land-surface (LS) parameterizations, and lateral boundary condition. Selecting
the right physical process representations and parameterizations is a challenge.
In practice the values of physical parameters are empirically determined such
as to minimize the difference between the measurements and model predictions
[61, 34].

Considerable effort has been dedicated to determining the best physical con-
figurations of the weather forecast models such as to improve their predictions
of precipitation. No single choice of physical parameters works perfectly for all
times, geographical locations, or meteorological conditions [16, 60]. Lowrey and
Yang [34] investigated the errors in precipitation predictions caused by differ-
ent parameters including micro-physics and cumulus physics, the buffer zone,
the initialization interval, the domain size, and the initial and boundary condi-
tions. Jankov et al. [26] examined different combinations of cumulus convection
schemes, micro-physical options, and boundary conditions. They concluded that
no configuration was the clear winner at all times, and the variability of pre-
cipitation predictions was more sensitive to the choice of the cumulus options



rather than micro-physical schemes. Another study conducted by Nasrollahi
[42] showed that the best model ability to predict hurricanes was achieved us-
ing a particular cumulus parameterization scheme combined with a particular
micro-physics scheme. Therefore, the interactions of different physical pararne-
terizations have a considerable impact on model errors, and can be considered
as one of the main sources of uncertainty that affect the forecast accuracy.

This paper demonstrates the potential of machine learning techniques to help
solve two important problems related to the structural/physical uncertainty in
numerical weather prediction models. The first problem addressed herein is
the estimation of systematic model errors in output quantities of interest at
future times, and the use of this information to improve the model forecasts.
The second problem considered is the identification of those specific physical
processes that contribute most to the forecast uncertainty in the quantity of
interest under specified meteorological conditions.

The application of machine learning techniques to problems in environmental
science has grown considerably in recent years. In [18] a kernel based regression
method is developed as a forecasting approach with performance close to En-
semble Kalman Filter (EnKF) and less computational resources. Kra.snopol et
ah [29] employ an Artificial Neural Network technique for developing an ensem-
ble stochastic convection parameterization for climate models. Attia et al. [3]
develop a new filtering algorithm called Cluster Hybrid Monte Carlo sampling
filter (C-LHMC-) non-Gaussian data assimilation which relaxes the Gaussian as-
sumptions by employing a clustering step. Moosavi et ah [36] use regression
machine learning techniques for adaptive localization in ensemble based data
assimilation.

This study is an extension of our work [37] and this focuses on the uncer-
tainty in forecasts of cumulative precipitation caused by imperfect representa-
tions of physics and their interaction in the WRF model. The total accumulated
precipitation includes all phases of convective and non-convective precipitation.
Specifically, we seek to use the discrepancies between WRF forecasts and mea-
sured precipitation levels in the past in order to estimate in advance the WRF
prediction uncertainty. The model-observation differences contain valuable in-
formation about the error dynamics and the missing physics of the model. We
use this information to construct two probabilistic functions. The first one maps
the discrepancy data and the physical parameters onto the expected forecast er-
rors. The second maps the forecast error levels onto the set of physical parame-
ters that are consistent with them. Both maps are constructed using supervised
machine learning techniques, specifically, using Artificial Neural Networks and
Random Forests [41]. The two probabilistic maps are used to address the prob-
lems posed above, namely the estimation of model errors in output quantities
of interest at future times, and the identification of physical processes that con-
tribute most to the forecast uncertainty.

The remainder of this study is organized as follows. Section 2 covers the
definition of the model errors. Section 3 describes the proposed approach of error
modeling using machine learning. Section 4 reports numerical experiments with
the WRF model that illustrate the capability of the new approach to answer two



important questions regarding model errors. Conclusions are drawn in Section
5.

2. Model errors

First-principles computer models capture our knowledge about the physical
laws that govern the evolution of a real physical system. The model evolves an
initial state at the initial time to states at future times. All models are imper-
fect, e.g., atmospheric model uncertainties are associated with sub-grid mod-
eling, boundary conditions, and forcings. All these modeling uncertainties are
aggregated into a component that is genetically called model error [19, 45, 46].
In the past decade there has been a considerable scientific effort to incorporate
model errors and estimate their impact on the best estimate in both variational
and statistical approaches [1, 6, 21, 50, 57, 58, 63].

In what follows, we describe our mathematical formulation of the model
error associated with NWP models. A similar formulation has been used in
[38] where the model structural uncertainty is studied based on the information
provided by the discrepancy between the model solution and the true state of
the physical system, as measured by the available observations.

Consider the following NWP computer model A7, that describes the time-
evolution of the state of the atmosphere:

xt=M(xt_i,0), f=1,7T (la)

The state vector xt E Kn contains the dynamic variables of the atmosphere
such as temperature, pressure, tracer concentrations etc. at all spatial locations
covered by the model, and at «. All the physical parameters of the model are
lumped into O 61f

Formally, the true state of the atmosphere can be described by a physical
process V with internal states vz which are unknown. The atmosphere, as an
abstract physical process, evolves in time as follows:

vt = V{vt—1), 1=1, T (Ib)
The model state seeks to approximates the physical state:
Xt-V'W, f= M _ « T~—"TNW

where the operator ~ maps the physical space onto the model space, e.g., by
sampling the continuous meteorological fields onto a finite dimensional compu-
tational grid [38].

Assume that the model state at # — | has the ideal value obtained from the
true state via (Ic). The model prediction at ¢ will differ from the reality:

%6(ut) = Ad(%6(ft_i),0)+HIt(ft), = 1,-—iT, 2)



where the discrepancy 5t E K;n between the model prediction and reality is the
structural model error. This vector lives in the model space.

Although the global physical state vt is unknown, we obtain information
about it by measuring of a finite number of observables yt E Rm, as follows:

Yt=hfve) +et, et ~A"O,RY), ¢=1-—T, 3)

Here 4 is the observation operator that maps the true state of atmosphere to
the observation space, and the observation error et is assumed to be normally
distributed.

In order to relate the model state to observations we also consider the ob-
servation operator 7L that maps the model state onto the observation space; the
model-predicted values o E Rm of the observations (3) are:

ot = %(xt), t=1, T 4)

We note that the measurements yt and the predictions of live in the same space
and therefore can be directly compared. The difference between the observa-
tions of the real system and the model predicted values of these observables (4)
represent the model error in observation space:

At=ot—YtERm, =1, T o)

For clarity, in what follows we make the following simplifying assumptions
[38]:

e the physical system is finite dimensional vt E ITI,

e the model state lives in the same space as reality, i.e., xt % vt and f(-) = id
is the identity operator in (Ic), and

e TL(-) = I{*) in (3) and (4).

These assumptions imply that the discretization errors and representativeness
errors are negligbile, and that the main source of error are the parameterized
physical processes represented by O and the interaction among these processes.
Uncertainties from, other sources, such as boundary conditions, are also assumed
to be small.

With these assumptions, the evolution equations for the physical system (Ib)
and the physical observations equation (3) become, respectively:

vt = +8¢ve), t=1-n,T, (6a)

Yt = + (6b)

The model errors 8¢ (2) are not fully known at any time ¢, as having the exact
errors is akin to having a perfect model. However, the discrepancies between

the modeled and measured observable quantities (5) at past times have been
computed and are available at the current time ¢



Our goal is to use the errors in observable quantities at past times, Ar for
r=1¢-1t-2° in order to estimate the model error 4T at future times
r =1¢1¢+ 1, This is achieved by unravelling the hidden information in the
past AT values. Good estimates of the discrepancy dz, when available, could
improve model predictions by applying the correction (6a) to model results:

+ (7

Our proposed error modeling approach constructs input-output mappings
to estimate given aspects of model errors dz. The inputs to these mappings are
the physical parameters O of the model. The outputs to these mappings are
different aspects of the error in a quantity of interest, such as the model errors
over a specific geographical location, or the error norm of model error integrated
over the entire domain.

Specifically, the aspect of interest (quantity of interest) in this study is the
error in precipitation levels forecasted by the model. The parameters O describe
the set of physical processes that are essential to be included in the WRF model
in order to produce accurate precipitation forecasts. The WRF model is mod-
ular and different combinations of the physical packages can be selected, each
corresponding to a different value of O.

We use the error mappings learned from past model runs to estimate the
model errors dz. We also consider estimating what combination of physical
processes O leads to lower model errors, or reversely, what interactions of which
physics cause larger errors in the prediction of the quantity of interest.

3. Approximating model errors using machine learning

We propose a multivariate input-output learning model to predict the model
errors d, defined in (2), stemming from the uncertainty in parameters 0. To this
end, we define a probabilistic function ¢ that maps every set of input features
F € Rr to output target variables A E K°:

¢S]

and approximate the function ¢ using machine learning.
Different particular definitions of $> in (8) will be used to address two different
problems related to model errors, as follows:

1. The first problem is to estimate the systematic model error in certain
quantities of interest at future times, and to use this information in order
to improve the WRF forecast. To achieve this one quantifies the model
error aspects that correspond to running WRF with different physical
configurations (different parameters 0).

2. The second problem is to identify the specific physical processes that con-
tribute most to the forecast uncertainty in the quantity of interest under
specified meteorological conditions. To achieve this one finds the model



configurations (physical parameters ©) that lead to forecast errors smaller
that a given threshold under specified meteorological conditions.

In what follows we explain in detail the function ¢ specification, the input
features, and the target variables for each of these problems.

3.1. Problem one: estimating in advance aspects of interest of the model error

Forecasts produced by NWP models are contaminated by model errors.
These model errors are highly correlated in time; hence historical information
about the model errors can be used as an input to the learning model to gain
insight about model errors that affect the forecast. We are interested in the
uncertainty caused due to the interaction between the various components in
the physics based model; these interactions are lumped into the parameter ©
that is supplied as an input to the learning model. The learning model aims
to predict the error of NWP model of next forecast window using the historical
values of model error and the physical parameters used in the model. We define
the following mapping:

PO, A, 0,,0,) A, T <UL (9)

We use a machine learning algorithm to approximate the function ¢™°*. The
learning model is trained using a dataset that consists of the following inputs:

WRF physical packages that affect the physical quantity of interest (@),

¢ historical WRF forecasts (o, for 7 <t — 1),

historical model discrepancies (A, for 7 <t —1),
¢ WRF forecast at the current time (o),

¢ the available model discrepancy at the current time (A,) since we have
access to the observations from reality y; at the current time step.

In supervised learning process, the learning model identifies the effect of physical
packages, the historical WRE forecast, the historical model discrepancy, and
the WREF forecast at the current time on the available model discrepancy at the
current time. After the model get trained on the historical data, it yields an
approximation to the mapping ¢™". We denote this approximate mapping by
(beI'I‘OI‘.

During the test phase the approximate mapping $err0r is used to estimate the
model discrepancy At+1 in advance. We emphasize that the model prediction
(WREF forecast) at the time of interest ¢ + 1 (0,11) is available, where as the
model discrepancy 3t+1 is an unknown quantity. In fact the run time of WRF
is much smaller than the time interval between ¢ and ¢ + 1, or in other way, the
time interval is large enough to run the WRF model and obtain the forecast for
next time window, estimate the model errors for next time window and finally
improve the model forecast by combining the model forecast and model errors.



At the test time we predict the future model error as follows:
At+i « <frror(@, AT,oT,ot+i) , 7 <z+ 1.

As explained in [38], the predicted error At+l in the observation space can
be used to estimate the error 5t+1 in the model space. In order to achieve
this one needs to use additional information about the structure of the model
and the observation operator. For example, if the error At+i represents the
projection of the full model error onto the observation space, we have:

AtH ~ Ht ' 5tH, St+i ~ Ht (HfHj) Hj1 AtH, (10a)

where we use the linearized observation operator at the current time, Ht =
h'(xt). A more complex approach is to use a Kalman update formula:

% cov(Xf,0f) (cov(Of,0f) + Atti, (10b)

where Rt is the covariance of observation errors. The Kalman update approach
requires estimates of the covariance matrices between model variables; such
covariances are already available in an ensemble based data assimilation system.
Once we estimate the future model error 5t+i, we can improve the NWP output
using equation (7).

3.2. Problem, two: identifying the physical packages that contribute most, to the
/oreaW.

Typical NWP models incorporate an array of different physical packages to
represent multiple physical phenomena that act simultaneously. Each physical
package contains several alternative configurations (e.g., parameterizations or
numerical solvers) that affect the accuracy of the forecasts produced by the
NWP model. A particular scheme in a certain physical package best captures
the reality under some specific conditions (e.g., time of the year, representation
of sea-ice, etc.). The primary focus ofthis study is the accuracy of precipitation
forecasts, therefore we seek to learn the impacts of all the physical packages
that affect precipitation. To this end, we define the following mapping:

“physics (AJ_ (@, (n)

that estimates the configuration O of the physical packages such that the WRF
run generates a forecast with an error consistent with the prescribed level At
(where At defined in equation (5) is the forecast error in observation space at
time ¢.)

We train the model to learn the effect of the physical schemes on the mis-
match between WRF forecasts and reality. The input data required for the
training process is obtained by running the model with various physical pack-
age configurations O[,ram, and comparing the model forecast against the obser-
vations at all past times r to obtain the corresponding errors A)™m for r < ¢



and i E {training data set}. The output data is the corresponding physical
combinations O that leads to the input error threshold.

In order to estimate the combinations of physical process configuration that
contribute most to the uncertainty in predicting precipitation we take the fol-
lowing approach. The dataset consisting of the observable discrepancies during
the current time window At is split into a training part and a testing part. In
the test phase we use the machine learned approximation of $physlcs (denoted by
“physics " to estimate the physical process settings Oj that are consistent with

the observable errors AJ-V. Note that Oj is a prediction that is obtained by
using “physics | |rrr we select 4}~ = A for eachj E {test data set).
Next, we reduce the desired forecast error level to 4 22f = AJ-V/2, and use

the approximated function $physlcs to estimate the physical process setting @,}2f
that corresponds to this more accurate forecast. To identify the package setting
that has the largest impact on the observable error we monitor the variability
in the predicted parameters Oyly — Oyly. Specifically, the number of times
the setting of a physical process in O is different from its setting in Oj is an
indicator of the variability in model prediction when that package is changed.
A higher variability in predicted physical packages implies a larger contribution
towards the model errors - as estimated by the ML model.

We want to emphasize that the goal of this approach is not to improve the
immediate forecast. The idea is to use the data over long periods and draw
conclusions to which packages is the precipitation most sensitive to. These
packages may vary over different seasons and regions. Having this data, will
guide us to improve the “right” physical package according to the regions and
the time of the year. For best practical use, this approach has to be used in
conjunction with large datasets across seasons and regions to determine the
packages that need to be improved.

3.3. Machine learning algorithms

In order to approximate the functions (9) and (11) discussed earlier we use
regression machine learning methods. Choosing a right learning algorithm to
use is challenging as it largely depends on the problem and the data available [3,
2, 39, 36]. Here, we use Random Forests (RF) and Artificial Neural Networks
(ANN) as our learning algorithms [41]. Both RF and ANN algorithms tan
handle non-linearity in regression and classification. Given that the physical
phenomena governing precipitation are highly nonlinear, and and atmospheric
dynamics is chaotic, we believe that RF and ANN approaches are well suited to
capture the associated features. We briefly review these techniques next.

~j?. 1. EuWom, /oreata

A random forest [5] is an ensemble based method that constructs multiple
decision trees. The principle idea behind ensemble methods is that a group of
weak learners can come together to form a strong learner [4, 5], The decision
tree is built top-down from observations of target variables. The observation



dataset is partitioned, smaller subsets are represented in branches, and decisions
about the target variables are represented in the leaves.

There are many specific decision-tree algorithms available, including IDS (It-
erative Dichotomiser 3) [48], C-4.5 (successor of IDS) [49], CART (Classification
And Regression Tree), CHAID (CHi-squared Automatic Interaction Detector),
and conditional inference trees [54]. If the dataset has multiple attributes, one
can decide which attribute to place at the root or at different levels of the tree
by considering different criteria such as information gain or the gini index [7],

Trees can be non-robust, with small changes in the tree leading to large
changes in regression results. Moreover, trees tend to over-fit the data [52]. The
random forest algorithm uses the bagging technique for building an ensemble of
decision trees which are accurate and powerful at handling large, high dimen-
sional datasets. Moreover, the bagging technique greatly reduces the variance
[10]. For each tree in the forest, a bootstrap sample [4, 10] is selected from the
dataset and instead of examining all possible feature-splits, some subset of the
features is selected [32]. The node then splits on the best feature in the sub-
set. By using a random sample of features the correlation between trees in the
ensemble decreases, and the learning for each tree is much faster by restricting
the features considered for each node.

Gradient boosting is yet another popular algorithm based on decision trees.
The gradient boosting algorithm differs from random forests in the way it builds
the ensemble of trees and combines the results from them. Instead of building
the decision trees independently, as in the case of random forests, gradient
boosting algorithm builds one tree at a time in an additive, forward stage-wise
manner. Also, instead of combining the results at the end of the process, the
gradient boosting combines the results along the way [17]. Gradient boosting
may not be a good choice when there is a lot of noise in the data and additionally
they tend to be harder to tune than random forests.

3.3.2. Artificial neural networks

ANN is a computational model inspired by human brain’s biological struc-
ture. ANN consist of neurons and connections between the neurons (weights)
which are organized in layers. At least three layers of neurons (an input layer,
a hidden layer, and an output layer.) are required for construction of most
neural networks (A single layered perception with no hidden layer is a notable
exception). The input layer distributes the input signals to the first hidden
layer. The feed-forward operation in a network passes information to neurons
in a subsequent hidden layer. The neurons combine this information, and the
output of each layer is obtained by passing the combined information through
a differentiable transfer function that can be log-sigmoid, hyperbolic tangent
sigmoid, or linear transfer function.

In supervised learning the network is provided with samples from which it
discovers the relations of inputs and outputs. The learning problem consists
of finding the optimal parameters of network such that the error between the
desired output and the output signal of the network is minimized. The network
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first is initialized with randomly chosen weights and then the error is back-
propagated through the network using a gradient descent method. The gradient
of the error function is computed and used to modify weights and biases such
that the error between the desired output and the output signal of the network
is minimized [15, 51] . This process is repeated iteratively until the network
output is close to the desired output [22]

4. Numerical experiments

We apply the proposed learning models to the Weather Research and Fore-
casting model [61] in order to:

» predict the bias in precipitation forecast caused by structural model errors,
» predict the statistics associated with the precipitation errors, and

» identify the specific physics packages that contribute most to precipitation
forecast errors for given meteorological conditions.

4-1- The WRF model

In this study we use the non-hydrostatic WRF model version 3.3. The simu-
lation domain covers the continental United States and has dimensions of 60 x 73
horizontal grid points in the west-east and south-north directions respectively,
with a horizontal grid spacing of 60km [59] The grid has 60 vertical levels to
cover the troposphere and lower part of the stratosphere between the surface to
approximately 20km. In all simulations, the six-hourly analysis from the Na-
tional Centers for Environmental Prediction (NC-EP) are used as the initial and
boundary conditions of the model [44]. By NC-EP six-hourly analysis we mean
the analysis provided by North American Mesoscale model. We use WRF pro-
cessing system to convert this six-hourly NC-EP analysis to process initial and
lateral boundary conditions. The NC-EP stage IV analysis estimates are avail-
able at an hourly temporal resolution over continental United States. NC-EP
stage IV product is a near-real-time product that is generated at NC-EP sep-
arately based on the NEXRAD Precipitation Processing System [14] and the
NWS River Forecast Center (RFC) precipitation processing [53]. For experi-
mental purposes, we use the stage IV NC-EP analysis as a proxy for the true
state of the atmosphere and the WRF forecasts will be evaluated against the
stage IV NC-EP analysis. The simulation window begins at 6AM UTC- (Univer-
sal Time Coordinated) on May 1st 2017, and the simulation time is a six hour
window time the same day. The “true” states of the atmosphere are available
in the form of hourly stage IV NC-EP data. All the numerical experiments use
the NC-EP analysis data to run WRF model on May 1st 2017.

The model configuration parameters O represent various combinations of
micro-physics schemes, cumulus parameterizations, short wave, and long wave
radiation schemes. We use the numerical values detailed in WRF model physics
options and references [62] to represent the physics parametrizations. The
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micro-physics option provides atmospheric heat and moisture tendencies in at-
mosphere which also accounts for the vertical flux of precipitation and the sed-
imentation process. The cumulus parameterization is used to vertically redis-
tribute heat and moisture independent of latent heating due to precipitation.
The long wave radiation considers clear-sky and cloud upward and downward
radiation fluxes and the short wave radiation considers clear-sky and cloudy
solar fluxes.

A total number of 252 combinations of the four physical modules are used
in the simulations. The micro-physics schemes include: Kessler [28], Lin [33],
WSM3 Hong [23], WSMS5 Hong [23], Eta (Perrier), WSM6 [24], Goddard [55],
Thompson [56], Morrison [40]. The cumulus physics schemes applied are: Kain-
Fritsch [27], Betts-Miller-Janjic [25], Grell Freitas[20], The long wave radiation
physics include: RRTM [35], CAM [9], Short wave radiation physics include:
Dudhia [11], Goddard [8], CAM [9],

For each of the 252 different physics combinations, the effect of each physics
combination on precipitation is investigated. The stage IV NC-EP analysis grid
points are 428 x 614, while the WRF computational model have 60 x 73 grid
points. For obtaining the discrepancy between the WRF forecast and stage
IV NC-EP analysis we linearly interpolate the analysis to transfer the physical
variables onto the model grid. To project the stage [V onto WRF computational
grid we use the following interpolation scheme:

» For every grid point on the computational grid, find six nearest neighbours
using great-circle distance as the metric.

» Use the weighted average to approximate the accumulated precipitation
at the grid point of interest.

Given that stage IV NC-EP grid is substantially finer than the WRF computa-
tional grid used by us, the above scheme is a reasonable means to project from
stage IV grid to WRF computational grid. Figure | and 2 shows the WRF
forecast and NC-EP stage IV analysis at 12PM, 5/1/2017. The NC-EP stage IV
analysis is used as a proxy for truth and the WRF forecast is compared against
the NC-EP stage IV analysis to assess the errors in forecast. The forecast in
Figure | corresponds to the following physics settings: micro-physics: Kessler,
cu-physics: Kain-Fritsch, ra-Iw-physics: C-AM , ra-sw-physics: Dudhia. Figures
3 and 4 show contours of discrepancy in accumulated precipitation between the
truth and forecast. The cumulative precipitation is calculated from 6AM to
12PM (At=i2PM) discussed in equation (5) for two different physical combina-
tions, which illustrates the effect that changing the physical schemes has on the
forecast.

We demonstrate our learning algorithms to forecast precipitation in the state
of Virginia on May Ist 2017 at 6PM. Our goal is to use the learning algorithms
to correct the bias created due to model errors and hence improve the forecast
for precipitation. As described in section 3.1, we learn the function <error of
equation (9) using the training data from the previous forecast window (6AM to

12
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Figure 1: NCEP stage IV analysis at 12PM
provides a proxy for the true state of the at-
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Figure 2: WRF forecast at 12PM correspond-
ing to the physics micro-physics: Kessler, cu-

mosphere mulus physics: Kain-Fritsch, long wave ra-

diation physics: Cam, short wave radiation
physics: Dudhia

12PM):

Aerror ™ Of=12PM) — A;=12PM, 6AM < T < 12PM.

We use two learning algorithms to approximate the function Oerror, namely, the
RF with ten trees and CART learning tree algorithm in the forest and an ANN
with four hidden layers and hyperbolic tangent sigmoid activation function in
each layer are employed using Scikit-learn, machine learning library in Python
[47]. For training purposes, we use the NCEP analysis of the May 1st 2017 at
6aM as initial conditions for the WRF model. The forecast window is 6 hours
and the WRF model forecast final simulation time is 12PM. The input features

are:
» The physics combinations (0).

* The hourly WRF forecasts projected onto observation space oT, 6am <
7 < 12PM. The WREF state (xt) includes all model variables such as tem-
perature, zonal winds (meridional, zonal, and vertical velocities), geopo-
tential, and surface pressure. The observation operator computes the pre-
cipitation portion of the WRF output vector, of = xprecipitation. Accord-
ingly, At is the discrepancy between WRF precipitation forecast ot and
the observed precipitation yz

» The observed discrepancies at past times (AT, 6aM <7< 12PM).

The output variable is the discrepancy between the NCEP stage IV analysis
and the WRF forecast at 12PM, i.e., the observable discrepancies for the cur-
rent forecast window (At=12PM)- In fact, for each of the 252 different physical
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Figure 3: Discrepancy between the forecasted
accumulated precipitation from 6 AM to 12 PM
and the “truth” (that is NCEP stage IV anal-
ysis). The parameterizations used are micro-
physics scheme: Kessler, cumulus physics:
Kain-Fritsch, short wave radiation: CAM,
long wave radiation: Dudhia
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Figure 4: Discrepancy between the forecasted
accumulated precipitation from 6 AM to 12 PM
and the “truth” (that is NCEP stage IV anal-
ysis). The parameterizations used are micro-
physics scheme: Lin, cumulus physics: Kain-
Fritsch, short wave radiation: RRTM Mlawer,
long wave radiation: CAM

configurations, the WRF model forecast as well as the difference between the
WREF forecast and the analysis are provided as input-output combinations for
learning the function (jf170f. The number of grid points over the state of Virginia
is 14 x 12. Therefore for each physical combination we have 168 grid points, and
the total number of samples in the training data set is 252 x 168 = 42, 336 with
15 features. Some example features are physics combinations, WRF output,
discrepancy between precipitation forecast and observed precipitation etc.
Both ANN and RF are trained with the above input-output combinations
described above and during the training phase, the learning model learns the
effect of interaction between different physical configurations on the WRF fore-
cast and modeicerror and obtains the approximation to the function “error which
we denote by “error. The goal is to have more accurate forecast in the future
time windows. We don’t have the analysis data of future time windows but we
can run WRF for future time windows and also predict the future model error
using the approximated function (jfI10!. Once we obtain the predicted model er-
ror we can use that information in order tojraise the accuracy of WRF forecast.
In the testing phase we use the function <jfI10} to predict the future forecast
error At=6PM given the combination of physical parameters as well as the WRF

forecast at time erm as input features.
Af=6PM — 2O . Ar,Or,0f=6PM) , ~PM < ~ < 6PM.

To quantify the accuracy of the predicted error we calculate the Root Mean
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Squared Error (RMSE) between the true and predicted discrepancies at 6PM:

1o/, , 2
EME - (AL — AL ) 7 12
U n ; t=6PM t=6PM [

where n = 168 is the number of grid points over Virginia, A(=6pM is the pre-
dicted discrepancy in the ith grid point, and A(=6PM is the ith actual discrepancy
in the ith grid point. The actual discrepancy is obtained as the difference be-
tween the NC-EP stage IV analysis and WRF forecast at time # = 6PM. This
error metric is computed for each of the 252 different configurations of the
physics. The minimum, maximum and average RMSE over the 252 runs is
reported in Table 1.

minimum) EMSE) average) RMSE) maximum(RMSE)
ANN  1.264 x KT3 1.343 x KT3 5.212 x KT3
RF 1.841 x 1IQ-3 1.931 x 1IQ-3 7.9 x 1Q-3

Table 1: The minimum, average, and maximum RMSE between the predicted At=gPM and
the true At=6 over 252 physics combinations.

The predicted discrepancy in the observation sgace At=6PM can be used to
approximate the discrepancy in the model space dr=6pM using equation (10).
Here all the grid points are observed and therefore the error in the model space
equal to the error in the observation space. Next, the estimate forecast error
can be used to correct the forecast bias caused by model errors using (7), and
hence to improve the forecast at 6PM: xt=6pM = xt=6pM + 5t=6FM. Figure 5(a)
shows the WRF forecast for 6PM for the state of Virginia using the following
physics packages [42] (the physics options are given in parentheses):

* Micro-physics (Kessler),

» Cumulus-physics (Kain),

» Short-wave radiation physics (Dudhia),
» Long-wave radiation physics (RRTM).

Figure 5(b) shows the NC-EP stage IV analysis at time 6PM, which is our proxy
for the true state of the atmosphere. The discrepancy between the NC-EP stage
IV analysis and the raw WRF forecast is shown in the Figure 6(a). Using the
model error prediction we can improve the WRF result by adding the predicted
bias to the WRF forecast. The discrepancy between the corrected WRF forecast
and the NC-EP stage [V analysis is shown in the Figure 6(b). The results show a
considerable reduction of model errors as compared to the uncorrected forecast
of Figure 6(a). Table 2 shows the minimum and average of original model error
vs the improved model errors.
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minimum(At=6pM) average (At=67M)
Original forecast 6.751 x 10-2 5.025 x 1trl
Improved forecast 2.134 x 1(T4 6.352 x 10-2

Table 2: The minimum and average of At=6PM for the original WRF forecast vs the improved
forecast

Accumulated Preciptation () Accumulated Precipitaton (1)

(a) Original WRF prediction (b) NCEP Stage IV analysis

Figure 5: WREF prediction and NCEP Stage IV analysis at 6PM on 5/1/2017. Zoom-in panels
show the predictions over Virginia.

(a) Discrepancy between original WRF (b) Discrepancy between the corrected
forecast and NCEP stage IV analysis WRF forecast and the NCEP stage IV
analysis

Figure 6: Discrepancy between WRF forecasts and the NCEP stage IV analysis over Virginia
at 6PM on 5/1/2017. The forecast correction clearly improves the model results.
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4-2. Experiments for problem, one: predicting the norm, of precipitation forecast,
error over the entire domain

We now seek to estimate the two-norm of precipitation model error over the
entire continental U.S., which gives a global metric for the accuracy of the WRF
forecast, and helps provide insight about the physics configurations that result
in more accurate forecasts. To this end the following mapping is constructed:

derror (©, [|0t]]2, ||At][2, |[ot=i2pM||2,0t=i2PM) ~ ||At=i2pM|[2, 6AM < T < 12PM.

To build the training dataset, we run WRF with each of the 252 different
physical configurations. The forecast window is 6 hours and the WRF model
forecast final simulation time is at 12pm. The hourly WRF forecast and dis-
crepancy between the stage IV analysis and WRF forecast is used as training
features.

The input features are:

« different physics schemes (©),

e the norms of the WRF model predictions at previous time windows, as
well as at the current time (||ot=12pMII2, lI°r||2, 6AM < r < 12PM), and

* the norms of past observed discrepancies (||AT|]2, 6AM < r < 12pPM).

The output variable is the norm of the discrepancy between WRF precipi-
tation prediction and the accumulated precipitation in NC-EP stage [V analysis
for the current time window (| Af=i2pMll2)e

We use two different learning algorithms, namely, RF with ten trees in the
forest and ANN with four hidden layers and hyperbolic tangent sigmoid activa-
tion function in each layer. The total number of samples in the training set is
252 with 15 of features. During the training phase the model learns the effect of
interaction of different physical configurations on model error and obtains the
approximated function <error.

In the test phase we feed the approximated function the model information
from 1PM to the endpoint of the next forecast window 6PM to predict the norm
of the model error | At=6pM||2-

Perror (O, IKb, ||At]]2, IK=6pM||2,6t=6pM) « | At=6pM||2, 12PM < T < 6PM.

Validation of the learned error mapping. Table 3 shows the RMSE between
the actual and predicted norms of discrepancies for ANN and RF. The RMSE
is taken over the 252 runs with different physics combinations. Both learning
models perform well, with the ANN giving slightly better results than the RF.
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RMSE(\\AI=6PM]2, ||A(=6PM|]2)
ANN  2.6109 x KT3
RE 29188 x 103

Table 3: Difference between predicted discrepancy norm ||[At=gpm|2 and the reference dis-
crepancy norm |[At=gPM||2. The RAISE is taken over all test cases.

Analysis of the best combination of physical packayes. Based on our prediction
of the norm of model error, the best physics combination that leads to low-
est norm of precipitation error over the entire continental U.S. for the given
meteorological conditions is:

» the BMJ cumulus parameterization, combined with
* the WSMS5 micro-physics,

* Cam long wave, and

* Dudhia short wave radiation physics.

According to the true model errors, the best physics combination leading to the
lowest norm of model error is achieved using the BMJ cumulus parameterization,
combined with the WSMS5 micro-physics, Cam long wave, and Cam short wave
radiation physics. We have tabulated the norms of the model errors in 4

I At=gPM||2
Best physics combination 1.512 x HU)
Predicted physics combination 1.625 x HU-

Table 4: Norms of the model error for best physics combination and predicted physics com-
bination.

~j?. Azyerim.eMAt /or proWem, two/ tke proceaaea t/W cootritote
most to the forecast uncertainty

The interaction of different physical processes greatly affects precipitation
forecast, and we are interested in identifying the major sources of model errors
in WRF. To this end we construct the physics mapping (11) using the norm
and the statistical characteristics of the model-data discrepancy (over the entire
U.S.) as input features:

physics (A,=13PM, ||A,=13PM|]3) — O-

Statistical characteristics include the mean, minimum, maximum, and variance
of the filed across all grid points over the continental U.S. Note that this is
slightly different than (11) where the inputs are the raw values of these discrep-
ancies for each grid point. The output variable is the combination of physical
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processes O that leads to model errors consistent with the input pattern At=i2M
and ||At=12pM|2-

To build the dataset, the WRF model is simulated for each of the 252 dif-
ferent physical configurations, and the mismatches between the WRF forecasts
and the NC-EP stage IV analysis at the end of the current forecast window are
obtained. Similar to the previous experiment, the initial conditions used in the
WRF model is the NC-EP analysis for the May Ist 2017 at eamM. The forecast
window is 6 hours and the WRF model forecast is obtained for time 12pm. The
discrepancy between the NC-EP stage IV analysis at 12PM and WREF forecast at
12pm forms the observable discrepancy for the current forecast window At=izpM:
For each of the 252 different physical configurations, this process is repeated
and statistical characteristics of the WRF forecast model error At=12pM, and
the norm of model error | At=12PMI are used as feature values of the function

Validation of the learned physics 'mapping. From all the collected data points,
80% (202 samples) are used for training the learning model, and the remain-
ing 20% (50 samples) are used for testing purposes. The learning model uses
the training dataset to learn the approximate mapping <physics. This function is
applied to the each of the 50 test samples A”S)2PM to obtain the predicted phys-
ical combinations ©i. In order to evaluate these predictions, we run the WRF
model again with the ©i physical setting and obtain the new forecast 6t=12pM,
and the corresponding observable discrepancy A “~2pm. The RMSE between
the norm of actual observable discrepancies and the norm of predicted discrep-
ancies are shown in Table 5. The small values of the difference demonstrates
the performance of the learning algorithm.

AMA(|AN|2,[|A4:7]2)
ANN  4.1376 x KT3
RF 58214 x (T3

Table 5: The RMSE between estimated discrepancy using predicted physical combinations
~4=12PM and the reference discrepancy A”™?J2pm.

Analysis of variability in physical settings. We repeat the test phase for each of
the 50 test samples with the scaled values of observable discrepancies A4%)2pm/2
as inputs, and obtain the predicted"physical combinations O2. Large variability
in the predicted physical settings O indicate that the respective physical pack-
ages variability have a strong influence on the WRF forecast error. We count
the number of times the predicted physics oz is different from ©i when the
input data spans the entire test data set.

The results shown in Figure 7 indicate that micro-physics and cumulus
physics are not too sensitive to the change of input data, whereas short-wave
and long-wave radiation physics are quite sensitive to changes in the input data.
Therefore our learning model indicates that having an accurate short-wave and
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long-wave radiation physics package will aid in greatly reducing the uncertainty
in precipitation forecasts due to missing/incorrect physics. These results rein-
force the conclusions by Li and Navon in [31], where they introduced an adjoint
technique to study sensitivity of the Earth’s radiation budget (ERB) to cloud
cover, water vapor, atmospheric temperature, and the Earth’s surface temper-
ature. They used this adjoint-based technique to calculate the sensitivities the
ERB to cloud cover, water vapor etc. They also found that the outgoing long-
wave radiation (OLR) was one order of magnitude more sensitive to water vapor
mixing ratios in the upper troposphere than to those in the middle and lower
troposphere. Both uncertainty quantification and sensitivity analysis indicate a
strong relation between water variables and radiation physics.

commey&hs 07& CPE co-s&s /or Z/m mePwé&s

Bulk of the computational time is spent in running the WRF models and
training the data. For running the WRF models we used a workstation with 40
threads (two cores, ten processor per core with hyperthreading) and 128 GB of
RAM. A single model run required about five minutes on the aforementioned
workstation. The dataset was trained on a laptop. The training times for
RE was higher than that for ANN. For the bias correction problem, it took
about three hours to train the RE and about two hours to train the ANN.
For the prediction of statistics associated with the precipitation errors, both
RE and ANN algorithms required less than an hour of training. Note that all
the ML algorithms were run on a laptop and these timings can be improved
dramatically with optimized code running on larger machines. The testing
phase consuemed negligible time for all experiments when compared to times
consumed by training and WRF model runs.

Figure 7: Frequency of change in the physics with respect to change in the input data from
~t=12PM t° Jj2PM/2- Each data set contains 50 data points, and we report here the number
of changes of each package.
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5. Conclusions

This study proposes a novel use of machine learning techniques to under-
stand, predict, and reduce the uncertainty in the WRF model precipitation
forecasts due to the interaction of several physical processes included in the
model.

We construct probabilistic approaches to learn the relationships between the
configuration of the physical processes used in the simulation and the observed
model forecast errors. These relationships are then used to solve two important
problems related to model errors, as follows: estimating the systematic model
error in a quantity of interest at future times, and identifying the physical
processes that contribute most to the forecast uncertainty in a given quantity
of interest under specified conditions.

Numerical experiments are carried out with the WRF model using the NCEP
analyses as a proxy for the real state of the atmosphere. Ensembles of model
runs with different parameter configurations are used to generate the training
data. Random forests and Artificial neural network models are used to learn the
relationships between physical processes and forecast errors. The experiments
validate the new approach, and illustrates how it is able to estimate model errors,
indicate best model configurations, and pinpoint to those physical packages that
influence most the WRF prediction accuracy.

While the numerical experiments are done with WRF, and are focused on
forecasting precipitation, the methodology developed herein is general and can
be applied to the study of errors in other models, for other quantities of inter-
est, and for learning additional relationships between model physics and model
erTors.

In this study we used the model error data from 6 AM to 12PM to predict
and understand the model errors from 12 PM to 6PM. This experimental design
may suffer from diurnal effects. It is perhaps better to use data from both
previous window and previous day to mitigate diurnal effects; we intend to
explore this aspect in our future studies. Additionally, as part of our future
work, we will explore other advanced machine learning algorithms that fall under
the broad category of recurrent neural nets (such as LSTM, GRU, and CNN)
and are known to capture the spatial and temporal correlations well to reduce
the uncertainty in medium and long-term forecasts.
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