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135-GHz D-Band 60-Gbps PAM-8 Wireless
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Abstract—In this article, a novel scheme to effectively mitigate
the nonlinear impairments in a PAM-8 radio-over-fiber (ROF)
delivery is proposed by a joint deep neuron network (J-DNN)
equalizer, which has more superiority in terms of good training
accuracy, satisfactory tracking speed, and over-fitting suppression
compared with a typical deep neuron network (DNN) equalizer.
Our proposed J-DNN equalization scheme is mainly based
upon back-propagation (BP) algorithm and blind cascaded
multi-modulus algorithm (CMMA), which can be trained via two
steps including DNN initialization and DNN optimization. By using
the proposed J-DNN equalizer, 60-Gbps PAM-8 signal generation
and transmission over 10-km SMF and 3-m wireless link at
135-GHz can be achieved. For the digital signal processing (DSP)
at receiver, comparisons between CMMA equalizer, DNN equalizer,
and J-DNN equalizer are demonstrated. The results indicate that
J-DNN equalizer has a much better BER performance in receiver
sensitivity than the traditional CMMA, and an improvement of
receiver sensitivity can be achieved as much as 1 dB compared
with a DNN equalizer at the BER of 3.8 × 10−3. To the best of
our knowledge, this is the first time to propose a novel joint DNN
equalizer, which is promising for the development in integrated
microwave photonics and microwave/millimeter-wave photonics
for 5G applications and beyond.

Index Terms—D-band, J-DNN equalizer, nonlinear effect,
PAM-8.
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I. INTRODUCTION

W ITH the advent of data explosion, the growth of global
mobile traffic will be over 40 thousand times from 2010

to 2030 [1]. In order to cope with the future mobile data traffic,
the upcoming 5G opens up avenues to new industrial applica-
tions, including 3D video, UHD screen, cloud office, virtual
reality (VR)/ augmented reality (AR), smart factory, internet of
vehicles and 5G is also a critical element to build up a widely
connected “smart city”. Enhanced mobile broadband (eMBB) is
a main challenge for 5G radio network to increase the capacity to
1 Gbit/s, and the peak data rate up to 10 Gbit/s. Millimeter wave
(Mm-wave) technology is a promising candidate for providing
large capacity [2]–[8], since it occupies wide bandwidth from
30 GHz to 300 GHz. Instead of expensive electronics operating
at these high carrier frequencies with a bandwidth limitation,
photonics-aided mm-wave technology has been widely applied
for the generation and processing of mm-wave [9]–[11]. The
millimeter ROF delivery based on more spectrum-efficient mod-
ulation will be a promising direction in the development of larger
capacity links. However, as for the spectrum-efficient modula-
tion, such as QPSK, 8QAM, 16QAM and 64QAM, it is not a
low cost solution because an expensive IQ modulator should
be employed. Instead, a more cost-effective MZM is employed
to carry PAM-8 data. Moreover, PAM has a better phase noise
tolerance than QAM, thus, it can reduce the system complexity
effectively. Finally, compared to QAM signals with both I and
Q components, PAM modulation format carries only amplitude
information, so only the amplitude information needs to be
equalized, making it superior in the requirement of equalizer
simplicity. Pulse amplitude modulation with 8 levels (PAM-8)
format has been extensively investigated due to its high spectral
efficiency, lower power consumption and simple configuration
[12], [13], and thus it is an effective solution to address the
receiver sensitivity problem in radio-over-fiber (ROF) links.

Photonics enabled high frequency transmission work has
been massively researched, like [14]–[19], and several nonlin-
ear equalization methods, like Volterra [20], [21], MLSE [22],
Kernel [23] has been also employed. References [12], [13]
are research work in VLC and DCI. Recently, some reported
achievements demonstrated that the D-band (110–170 GHz)
transmission has great potentialities for large-capacity line of
sight (LOS) indoor applications [24], [25]. However, D-band
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is often underutilized due to a larger wireless transmission loss
caused by atmospheric absorption [26], [27], and the lack of
D-band amplifiers aggravates this problem. Therefore, how to
amplify D-band signals and improve the receiver sensitivity over
a wireless delivery lead to an interesting issue. At present, inten-
sity modulation coherent detection for m-PAM signal transmis-
sion offers cost-effective modulation, high receiver sensitivity
and linear detection enabling channel impairment compensation
in the digital domain [28]–[30]. At receiver side, PAM-8 signals
can be received via coherent detection and processed by the
carrier recovery technologies in order to improve the capability
of noise resistance such as phase and frequency noises.

In general, nonlinearity in the wireless system is originated
in the nonlinear devices including mixers, power amplifiers in
the wireless transmitter, and low-noise amplifiers in the receiver
[31]. But beyond that, a photonics-aided mm-wave ROF system
also suffers from the nonlinear impairment caused by the electro-
optical component, photoelectric conversion, as well as the laser
and fiber nonlinearity. To address the nonlinearity issue, lots of
efforts have been made, i.e., look-up-table pre-distortion [32]
has been employed to mitigate the amplitude distortion in the
transmitter. But it increases the computation burden at Tx-side
and has to collaborate with the other equalization algorithms at
Rx-side [33], [34]. In addition, blind equalization is a technology
that realizes adaptive channel equalization without the aid of
training sequence. In particular, constant modulus algorithm
(CMA) has become a favorite of practitioners [35]. However,
CMA has a large residual error after convergence and it is not
suitable for the nonlinear channel balance.

At present, the most effective approaches to modeling the
nonlinear wireless behavior are those based on neuron network
equalizers including artificial neuron network (ANN) [36], [37]
and deep neuron network (DNN) [38], [39]. In order to obtain
the optimum effect of neural network training, a large quantity of
training data is required. In Ref. [40], the result has validated that
the stable safety neuron network can be implemented when the
10% of data is used for testing while the 90% is for training.
However, in a real wireless communication system, a lot of
training data means that an effective channel capacity is reduced,
and a long training period is undesirable especially for the time
varying channel tracking. To reduce the training time period,
Liu et al. [41] experimentally proposed a 5-Gbps BPSK signal
ROF link at 60-GHz based on an adaptive ANN equalizer. The
proposed ANN equalizer with an adjustable parameter α can
be optimized to achieve a faster learning rate. Besides, he also
demonstrated that the equalization performance is improved
with the increasing neuron numbers in the hidden layer [42], but
the improvement is limited since over-fitting effect is introduced.
Besides, although the implementation of DNN involves a larger
number of matrix and vector calculations compared with ANN,
a more improvement of BER decision accuracy can be achieved,
which is more helpful to handle the receiver sensitivity issue in
D-band wireless links.

In this paper, we proposed a novel joint DNN (J-DNN)
equalizer for the combination of two error functions, which is
based upon back-propagation (BP) algorithm and blind cascaded
multi-modulus algorithm (CMMA). In our proposed scheme,

Fig. 1. Schematic diagrams of NN equalizers (a) the adaptive NN equalization,
(b) CMA blind equalization based on NN, and (c) our proposed J-DNN equalizer.

DNN network can be established via two steps. Firstly, it can
be initialized with the aid of the training sequence, and then the
weight value of which can be further optimized by employing
the error function of CMMA. Adopting our proposed J-DNN
equalizer, both of the length of the training data and the training
time can be effectively reduced, as well as the over-fitting effect.
Based on our proposed scheme, we experimentally demon-
strated a 60 Gbit/s PAM-8 signal generation and 3-m wireless
transmission at 135 GHz with BER below 3.8 × 10−3. The
results show that J-DNN equalizer can improve the performance
of receiver sensitivity greatly with the comparison of the tradi-
tional CMMA, and an improvement of receiver sensitivity can
be achieved as much as 1 dB compared with a DNN equalizer
at the BER of 3.8 × 10−3.

II. OPERATION PRINCIPLE FOR A J-DNN EQUALIZER

Conventionally, NN consists of one input layer, multi hidden
layers and one output layer, and the connection of which can be
held through the nodes of each layer. There are two main classifi-
cation methods for NN equalization algorithm such as blind NN
equalization and adaptive NN equalization, as shown in Fig. 1.
Fig. 1(a) corresponds to the adaptive NN equalization [37], [41],
[42], the cost function of which is Jn = 1

2

∑S
n=1(Tn −On)

2,
where Tn is the expected value and On is the obtained value
after NN adaptive equalizer. But it also has severe drawbacks
such as a large size of training sequence, long training period,
over-fitting effect and slow convergence. Fig. 1(b) gives the
schematic diagram of blind equalization in neural network,
which is a self-recovering equalization method without the aid
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Fig. 2. Framework of the proposed J-DNN equalizer.

of training sequence and enhances the bandwidth effectively.
For example, CMA blind equalization can be combined with
NN algorithm [43], the cost function of which is defined as
Jn_CMA = 1

2

∑Q
n=1(R1 − |On|)2, where R1 is the constant

module of signals (i.e., OOK and QPSK). However, its higher
residual mean square error (MSE) is a major challenge for
equalizing nonlinear channels. So, we propose a new joint DNN
(J-DNN) equalizer to conquer the defects of both blind NN
equalization and adaptive NN equalization methods, as shown
in Fig. 1(c).

Fig. 2 shows the flow chart of our proposed J-DNN equalizer.
Each link between one input layer, L hidden layers and one
output layer in J-DNN is associated with the weight value wk

ij ,
where k denotes the k-th layer (i.e., 0-th for the input layer, (L
+ 1)-th for the output layer), i and j represent the i-th node in
the former hidden layer and the j-th node in the current layer,
respectively. From the first step, J-DNN can be initialized via the
weight value randomization (wk

ij ∈ [−1, 1]), learning rate and
iterative learning epoch setting. Then the input samples X(n) are
randomly selected, and the corresponding target output data Tn

is decided. Here, X(n) = [x(n), x(n − 1) …, x(n − M + 1)]T

is defined as the input vector with M memory length, which is
multiplied by w1

ij(i = 1 …M) in the first hidden layer and after
which, the output of different nonlinear neurons are summed as

h1
j = f

(
M∑

i=1

w1
ijxi

)

(1)

Where f (.) denotes the nonlinear active function between
multiple hidden layers. Selection of a good nonlinear activation
function is an important part of DNN network construction.
Some typical active functions have been extensively deployed
such as tanh and sigmoid. Since sigmoid nonlinear function
has non zero-centered output with a value ranging from 0 to
1, a slower learning would be caused from “Zigzag” reverse

updating of the weights [44]. So, we use tanh function with a
zero-centered output of [−1, 1] to avoid this issue, which can be
depicted as

f(x) = tanh(x) (2)

The derivate function of Eq. (2) is

f ′(x) = 1− tanh2(x) (3)

In the training feed-forward process, the output of the l-th
neuron in the other (k + 1)-th layer can be calculated as

hk+1
l = f

⎛

⎝
N∑

j=1

wk+1
jl hk

j

⎞

⎠ (4)

where hk
j is the output of the j-th neuron cell in the previous

k-th hidden layer, and the total number of cells in this layer is
N. When k is increased as L, we define hL+1

l as the final output
signal calculated from the output layer. It is worth noting that the
transformation from input layer to hidden layer is nonlinear but
that from hidden layer to output layer is linear. Thus, in Step 4,
the function g (.) denotes linear function “purelin” employed in
output layer.

Different from steps 1–4 illustrated as forward propagation,
the steps 5–8 are used to update the weight value based on BP
algorithm. According to the regular minimum mean square error
(MMSE) algorithm, the cost function can be defined as

Jn =
1

2

S∑

n=1

(Tn −On)
2 (5)

where S is the length of the training data X(n). Compared the
obtained value On with corresponding expected value Tn, the
error en = Tn −On is sent to network with reverse learning
algorithm. So that the connected weight vector wk+

ij can be
iteratively updated until the desired epoch or error value is
reached, which can be represented as

wk+
ij = wk

ij −Δwk
ij = wk

ij − η
∂Jn
∂wk

ij

(6)

where

∂Jn
∂wk

ij

= en · ∂On

∂wk
ij

= en · ∂On

∂hL
j

· ∂hL
j

∂hL−1
j

· · · ∂hk
j

∂wk
ij

(7)

Here, η is the learning rate and Δ symbol represents the
gradient operation. In order to update the weight value of every
nonlinear node accurately, we have to calculate the gradient of
the whole training sequence. That is the reason a very slow
convergence is induced in DNN network, especially dealing
with a large dataset. If the error function of blind equalization is
introduced into DNN, we will decrease the size of the training
set and improve the computation speed effectively.

As we know, CMA is a typical blind adaptive equalizer for
OOK or QPSK modulation format with a single reference radius,
but it is less effective for higher order modulation format like
PAM-8 with four symmetrical levels of amplitude. Therefore,
CMMA has been proposed to address this issue since its error
function employs multilevel decision, as shown in Fig. 3.
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Fig. 3. CMMA equalization algorithm for PAM-8 signal.

For received PAM-8 signalSx(n) equalization,μ is defined as
the CMMA convergence parameter, so the corresponding filter
tap weight hnn updates as follows

hnn → hnn + μen_CMMASx(n). (8)

Where the error function en_CMMAcan be defined as

en_CMMA = (R4 − |R3 − |R2 − |R1 − |O2n||||)
· sign (R3 − |R2 − |R1 − |O2n|||) . . .
· sign (R2 − |R1 − |O2n||)
· sign (R1 − |O2n|) · sign(O2n). (9)

Here, R1 = r1+r2
2 , R2 = r3−r1

2 , R3 = r4−r2
2 and R4 =

r4−r3
2 . r1, r2, r3 and r4 represent the absolute value of four

reference levels respectively, as shown in Fig. 2. O2n is the
output of CMMA equalizer. In practical, we can fix the optimum
μ and tap number to ensure better channel equalization effect.

Unlike CMMA, our proposed J-DNN just utilizes the error
function in Eq. (9), and then substitutes it into the cost function
based on blind equalization algorithm, which is depicted as

Jn_CMMA=
1

2

Q∑

n=1

(R4 − |R3 − |R2 − |R1 − |O2n||||)2 (10)

whereO2nis the output from J-DNN network, and the input data
into J-DNN optimization network is the test signal Sxn with a
size of Q. So the weight value can be further optimized with the
aid of blind equalization and BP methods in Step 8, which can
be given as

wk+
ij = wk

ij −Δwk
ij = wk

ij − η
∂Jn_CMMA

∂wk
ij

(11)

where

∂Jn_CMMA

∂wk
ij

= en_CMMA · ∂O2n
∂wk

ij

= en_CMMA · ∂O2n
∂hL

j

· ∂hL
j

∂hL−1
j

· · · ∂hk
j

∂wk
ij

(12)

Thus, our proposed J-DNN is composed of two parts in-
cluding DNN equalization and DNN blind equalization. The

Fig. 4. Architecture of the proposed delay-tap joint DNN equalizer.

former updating of the weight value is based on traditional BP
algorithm in Steps 5 and 6, while the latter one deploys the
blind CMMA equalization algorithm to further optimize the
network in Steps 7 and 8. The total number of multiplications
in a traditional 3-layer (input, hidden and output layer) NN is
4
∑1

i=0 nini+1 + 3
∑2

i=1 ni − n0n1 + 2n2 [45], where n0 is
the number of neurons in input layer, n1 represents the number of
neurons in input layer, and n2 is the number of neurons in output
layer. When the number of neurons in output layer is fixed as
1(n2 = 1), the total multiplications is 3n0n1 + 7n1 + 5 in one
iteration. Since our proposed J-DNN can be processed via two
steps including DNN equalization and DNN blind equalization,
the total number of multiplications is the sum of the two steps.
Assumed the number iterations in step 1 and step 2 is i1 and
i2, respectively, so the number of multiplications in J-DNN
algorithm equals to (i1 + i2)(3n0n1 + 7n1 + 5).

Fig. 4 shows the architecture of the proposed delay-tap joint
DNN equalizer. Our proposed J-DNN is a focused time delay
neural network (FTDNN), the output of which depends not only
on the current input to the network, but also on the current or
previous inputs of the network. So ‘delay-tap’ means that the
input weight has a tap delay line associated with it. This allows
the network to have a finite dynamic response to time series input
data, e.g., X(n) = [x(n), x(n− 1) …, x(n − M + 1)]T is defined as
the input vector with M memory length in our paper. In summary,
the proposed J-DNN is processed via two steps. The first training
procedure shown as the dotted red block is used for the network
initialization, where X(n) is the training set and On presents
the approximated output after DNN equalization. Here, the
difference between the target output Tn and the training output
On is utilized as the error function. Then with the initialized
DNN, we can send the testing set Sx(n) into the network, and
take an action according to the blind CMMA approach to achieve
a better equalization effect. Actually, the network shown in blue
block is our finally trained DNN network. There is only one
DNN in our proposed J-DNN. In DNN blind equalization, the
weight value of the same DNN in DNN equalization process
can be optimized according to the cost function based on blind
equalization algorithm. Our proposed J-DNN can enhance the
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Fig. 5. The ROF experimental setup for 20 Gbaud PAM-8 wireless trans-
mission at D-band with detailed DSP blocks such as DNN equalizer, J-DNN
equalizer and CMMA equalizer, respectively. ECL: external cavity laser, EA:
electrical amplifier, MZM: Mach–Zehnder modulator, PM-EDFA: polarization-
maintaining Erbium-doped fiber amplifier, OC: optical coupler, ATT: attenuator,
PD: photodiode, HA: horn antenna, AWG: arbitrary wave generator, OSC:
oscilloscope. Insets (i) Transmitted PAM-8 amplitude distribution, (ii) the optical
spectrum of 20 Gbaud PAM-8 signal after the optical coupler, (iii) the detailed
DSP block at the receiver end.

adaptive ability to the channel variance of the wireless system
without the aid of training samples.

III. EXPERIMENTAL SETUP

Fig. 5 depicts the experimental setup of our demonstrated
D-band PAM-8 delivery over 10 km single mode fiber (SMF)
and 3 m wireless distance, where the transmitted PAM-8 signal
distribution X(k)�[±7, ±5, ±3, ±1] with red dotted envelope is
illustrated in Inset (i). Here, we employ two individual external
cavity lasers (ECL1 and ECL2) to generate D-band mm-wave
signals although the phases of the two optical waves are not
correlated. Techniques have been used to reduce phase noise,
i.e., (a) Optical Phase Locked Loops (OPLL) and (b) Optical
Injection Locking (OIL), but both OPLL and OIL methods need
stable external microwave signal sources, which leads to cost
increase [46], [47]; (c) Dual-wavelength lasers, but the millime-
ter wave signals continuously tuned cannot be generated [48];
(d) Mode-locked-laser (MLL), many devices including MLL,
inter-leaver, EDFA, band-pass filter and polarization maintain-
ing 3 dB coupler are required to generate high frequency mm-
wave signals, which not only complicates the system but also
increases system cost [49]. Moreover, the generated mm-wave
frequency n�f depends on the frequency spacing �f of MLL,
which is not flexible in the real communication system with fixed
generation frequency. So the adoption of two individual lasers
is a relatively simple, flexible and cost-effective architecture for
D-band mm-wave signal generation.

The baseband PAM-8 signal is digital-to-analog (DAC) con-
verted by the arbitrary wave generator (AWG) with a sampling

rate of 80GSa/s. The effective number of bits (ENOB) of the
AWG is a little different at different frequency. The ENOB
at DC∼5, 5∼10, 10∼15, 15∼20 GHz is 6, 5.5, 5, 4.6bits,
respectively. After amplified by a cascaded electrical amplifier
(EA), the boosted PAM-8 signal is used to drive the intensity
modulator. The external cavity laser (ECL1) at 1551.35 nm with
line width of 100 KHz and an average power of 16 dBm is
operated as a signal light source, which is modulated via the
intensity modulator MZM. Here, the deployed MZM has a 3 dB
optical bandwidth of 30-GHz, half-wave voltage of 2.7-V at
1 GHz, and 5-dB insertion loss. ECL2 at the center wavelength
of 1550.26 nm works as a local oscillator (LO), which has a
frequency space of 135-GHz with the modulated ECL1 light,
as shown in Inset (b). This figure shows the optical spectrum
after the combination of amplified ECL1 from PM-EDFA and
ECL2. The coupled light beam can be delivered over 10 km
standard single mode fiber (SSMF) with 17-ps/km/nm CD at
1550 nm, and the optical power of which is adjusted to obtain
the optimum input power into D-band photodiode (PD) by an
attenuator (ATT). The adopted D-band PD in our experiment
is implemented within the frequency range of 10∼170 GHz at
−2V DC bias, and the output power of which is −7 dBm.

At the D-band wireless transmitter, the generated 135-GHz
signal is emitted from D-band HA with a gain of 25 dBi gain.
A paired D-band HA is employed to receive D-band signal.
However, the D-band wireless link composed solely of a pair
of HAs would not work without appropriate D-band amplifiers,
due to low SNR. Here, we employ a pair of identical lens (Lens 1
and Lens 2) between HAs to realize the focusing and amplifying
effects of mm-wave signals, the diameter and focal length of
which are 10 cm and 20 cm, respectively. The transmitted HA
is just placed at focus of Lens 1 and then the wireless mm-wave
signal is focused at the position of received D-band HA. Ac-
cording to the power budget of wireless transmission link over
free space, the received power can be defined as PR1 = PT +
GT +GR +Glens − 20 log(4πd/λ)− Lm, where GT and GR

denote the gain of transmitted and received HAs respectively,
PT is transmitted power,d is the wireless transmission distance,
λ is the wavelength of the mm-wave signal, and Lm is the
wireless transmission loss caused by atmosphere absorption. We
have measured that the power penalty caused by 3.1-m wireless
transmission at 135 GHz is ∼7.5 dB compared to the case of
no wireless delivery (the HAs are also removed). It means that
the received power is PR2 = PT for no wireless transmission
(the HAs and lens are removed), and 20 log(4πd/λ) equals to
84.58 dB. Lm is ∼0.0012 dB at 135 GHz over 3 m wireless
distance and can be neglected. We can calculate that the gain
Glens of a pair of lens is at least 27.08 dB (84.58-25-25-7.5 =
27.08 dB).

At the receiver end, the received signal at 135 GHz is firstly
down converted into an intermediate frequency (IF) signal by
a commercial D-band mixer with a 9.5 dB conversion loss
and a local oscillator source conducted with 112 GHz. And
then the IF signal at 23 GHz is boosted by using an electrical
amplifier (EA) with 33-dB gain and 14-dBm saturation output
power available from DC to 50 GHz frequency band. Finally,
the boosted signal is captured by a digital storage oscilloscope
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Fig. 6. Constellation diagrams of 20 Gbaud PAM-8 signals after (a) CMMA
equalization, (b) FOE, and (c) CPR. (d) BER performance vs CMMA tap number
when the input power into PD is 9.5 dBm. (e) The optimum tap distribution.

(OSC). The deployed OSC has a sampling rate of 120 GSa/s and
an electrical bandwidth of 45 GHz. As Inset (iii) shown in Fig. 5,
the captured signal is offline processed by DSP steps including
down conversion into base band, resampling, frequency offset
estimation (FOE) and carrier phase recovery (CPR). In partic-
ular, we also compare the BER performance between CMMA
equalizer, DNN equalizer and J-DNN equalizer after these DSP
steps.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

As we know, a well-designed equalizer is good at resolving
nonlinear problems and has been successfully applied in radio
communications. However, error function is an important factor
that affects residual error of equalizer, so if error function is
different, the performance of equalizer is also different. We will
introduce some equalizers in our proposed system and compare
their performance, such as a typical CMMA equalizer with taps,
a constructed DNN equalizer and our designed J-DNN equalizer.

A. The Typical CMMA Equalization Method

Figs. 6(a)–(c) show the recovered 20 Gbaud PAM-8 signals
after CMMA equalization, FOE, CPR, respectively when the
input power into PD is fixed as 9.5 dBm. To ensure a better
convergence effect, the number of taps can be adjusted from 25
to 375. Fig. 6(d) corresponds to the comparison result between
different taps, from which we can conclude that the increase of
taps improves BER performance smoothly and BER is finally
stable. As the red star signed in the figure, the optimum tap
number is 226 and BER is deceased to 0.0139. The relative
226-tap value distribution is also given in Fig. 6(e).

With the optimized 226-tap, we further discuss BER perfor-
mance versus the optical power into PD, as shown in Fig. 7(a).
It is obviously that BER performance is worsen when the
transmission speed increases from 10 Gbaud to 20 Gbaud. BER
can achieve under 3.8 × 10−3 threshold for 7% hard-decision

Fig. 7. (a) BER performance vs the optical power into PD when the transmis-
sion speed is 10 Gbaud and 20 Gbaud, respectively. Electrical spectrum of IF
signal at (b) 10Gbaud, (c) 20 Gbaud.

forward error correction (HD-FEC) only when the optical power
is above 9.5 dBm at 10 Gbaud. Figs. 7(b) and (c) give the
relative electrical spectra of received IF signal at 23 GHz when
the data rate is 10 Gbaud and 20 Gbaud, respectively. From
the experimental result, it can be concluded that the nonlinear
mitigation effect of CMMA technique is not satisfying due to
its large MSE, which is consist with our previously discussion
in Section II.

B. The Comparison Between DNN and J-DNN Equalization

In wireless communication field, the most difficult point is
non-linear system identification and mitigation. Some achieve-
ments have been achieved in applying deep neural networks
to the study of non-linear distortion, but its mitigation accuracy,
low training speed, efficiency and over-fitting effect are not ideal
enough. Based on our proposed experiment system for 20 Gbaud
D-band PAM-8 wireless transmission, we will further compare
the performance of DNN and J-DNN equalization in terms of
hidden layers, training data size, neuron number in hidden layer,
as well as the training time cost.

C. Hidden Layers

Generally, the increase of hidden layers in DNN improves
the accuracy effectively, but it also brings a series of problems
especially a larger computation burden and time cost during the
training process. Fig. 8 illustrates BER of 20 Gbaud PAM-8
signals versus the input optical power into PD. Here, we fix
the neuron numbers of input and output are fixed as 171 and
1, respectively. It can be discussed in 4 cases: (1) DNN with a
single hidden layer (171-60-1), which means that the number
of neurons in the single hidden layer is 60. (2) DNN with two
hidden layers (171-60-60-1), which means that the number of
neurons in the each hidden layers is 60. (3) DNN with three
hidden layers (171-60-60-60-1), which means that the number
of neurons in the each hidden layers is 60. (4) There is only
one hi&dden layer with 60 neuron cells in our proposed J-DNN
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Fig. 8. BER performance vs the optical power into PD when there are 1, 2,
3 hidden layers in DNN, respectively. The pink solid line corresponds to the
scenario when there is only one hidden layer in J-DNN.

Fig. 9. BER performance of the testing data vs the training data size in a
regular DNN equalizer and our proposed J-DNN equalizer, respectively.

structure (171-60-1). For the discussion of these 4 cases, the
training data size is 16000, and the iterative epoch is 400. It
can be found that BER performance is better when there is 3
hidden layers in DNN compared with the other two cases (case 1
and case 2). However, using our proposed J-DNN equalization
method in case 4, BER is reduced significantly in a low SNR
region. Besides, from the aspects of complexity and training
speed, our proposed J-DNN also performs better since there is
only one hidden layer composed of the same amount of nodes.

D. Training Data Size

During our training process, the total received PAM-8 signal
is randomly divided into the training data and the testing dat. If
a large training dataset is selected, which will not only increase
the computation complexity and time delay but also reduce the
efficient system capacity. While a shorter length of training
data means a lower identification precision. So, the selection
of training data scale is a key influential factor of DNN network.
Fig. 9 shows the BER performance of testing data changing
with the training data size, which corresponds to the scenario
when the input power is fixed as 8 dBm. From the result, it is
obvious that the precision of the existing DNN equalizer depends
on the initial training set, and BER decreases effectively with
the increasing of training block length. When there are 20000

Fig. 10. (a) BER performance vs the neuron number in a hidden layer of DNN
and J-DNN network, respectively. (b) BER performance vs the input power
into PD. The recovered PAM-8 symbol distribution after (c) CMMA equalizer,
(d) DNN equalizer, (e) J-DNN equalizer.

samples used as the training data, BER can be decreased as low as
0.0073. At the same time, using our proposed J-DNN equalizer,
BER changes smoothly with the training data size ranging from
7000 to 20000.

Here, the training data is only used for DNN equalization
initialization in our proposed J-DNN equalizer since blind DNN
equalization and optimization in step 2 is a self-recovering equal-
ization method without the aid of training sequence. It is worth
noting that if only 11000 examples as training data are adopted in
our proposed J-DNN equalizer, the same BER performance can
be obtained as that of a regular DNN equalizer with a training
length of 20000 samples. It indicates that J-DNN neural network
has good training accuracy and satisfactory tracking speed. With
the consideration of accuracy, time cost and complexity, we
trained the network using 16000 training samples in the further
discussion.

E. Neuron Number in Hidden Layer

The usual criterion of the neuron cells rising in a hidden
layer, which is based only on improving training accuracy, often
results in an “over-fitting”. Although the over-fitting model has
outperformance with the training set, it has underperformance
with the testing case. Fig. 10(a) gives the relationship between
the BER performance and neuron cells in one hidden layer when
the input power is 8 dBm. The training error decreases and is
approximately zero with the increasing of cell amount. While
the testing error in DNN grows when the number of nodes is
greater than 200, as a result of the over-fitting effect. Different
from DNN, our proposed J-DNN suppress the over-fitting effec-
tively and the testing error remains stable with a large neuron
number. That is because DNN blind equalization process in
J-DNN avoids the impact of training sequence, and the over
parameterization of training set can be reduced in the whole
J-DNN network. Therefore, the optimal neuron scale is around
200 for both DNN and J-DNN equalizers. Fig. 10(b) shows BER
performance as a function of the input optical power into PD,
where it can be found that increasing the optical power can help
improve BER performance due to larger SNR. Here, we compare
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four kinds of equalizers including J-DNN equalizer with 160
cells in a hidden layer, DNN equalizer with 160 cells, 226-tap
CMMA equalizer and 160-cell DNN equalizer combined with
CMMA. The yellow triangles overlapped with green triangles
indicate that the combination of CMMA and DNN provides a
negligible help from the standalone DNN equalizer. In addi-
tion, from the comparison between J-DNN and DNN, it can
be concluded that the required power under HD-FEC (3.8 ×
10−3) utilizing the J-DNN scheme is close to 8 dBm, which
significantly enhances by almost 1 dB in receiver sensitivity
compared with the DNN equalization scheme. Figs. 10(c)–(e)
depict the recovered PAM-8 symbol distribution after CMMA
equalization, DNN equalization and J-DNN equalization, re-
spectively. In Fig. 10(c), it can be found that the amplitude
fluctuations and distortion are induced from the nonlinear ef-
fect. That is because CMMA has a large residual error after
convergence and it is not suitable for the nonlinear channel
balance. Our proposed J-DNN network can be established via
two steps. Firstly, it can be initialized with the aid of the training
sequence, according to the cost function which can be defined
as Jn = 1

2

∑S
n=1(Tn −On)

2, where Tn is the expected value
and On is the obtained value after NN adaptive equalizer. It is
similar to the conventional DNN equalization, and the nonlinear
effect can be mitigated effectively in this step. Secondly, our
proposed J-DNN can be further optimized by utilizing the cost
function based on blind equalization algorithm as Jn_CMMA =
1
2

∑Q
n=1 (R4 − |R3 − |R2 − |R1 − |O2n||||)2. Here, unlike the

conventional CMMA, the second CMMA blind equalization
step based on NN also has a favorable nonlinear mitigation
performance because of the nonlinear functions employed in
NN. Therefore, the amplitude distortion issue in Fig. 10(e) can
be effectively mitigated by employing our proposed J-DNN
equalizer.

F. Training Iterative Epoch

Another key factor that directly influences the learning speed
is referred to as the parameter of training iterative epoch. Usually
only one epoch iteration is not enough for an optimal updating
of weight values. Excessive epochs result in an “over-fitting”
while too few epochs lead to an “under-fitting” effect. Fig. 11(a)
illustrates MSE versus the epoch value when the optical power
is fixed as 8 dBm, where the black line implies that MSE in
DNN (171-80-1) decreases with the amount of epoch. Since our
proposed J-DNN (171-80-1) is constructed by two steps such
as DNN initialization and DNN blind equalization, the epochs
of these two steps are summed as the total epoch in the whole
J-DNN network. For example, the red line represents MSE of
J-DNN after 400 epoch iterations during DNN initialization
process. We can conclude that the convergence speed of the
DNN is slow, while our proposed J-DNN scheme has a faster
convergence speed and achieves a lower MSE floor after more
than 100 iterations in DNN blind equalization process. This
conclusion can be also observed in Fig. 11(b).

Seen in Fig. 11(b), the corresponding BER of 20 Gbaud
PAM-8 signals after DNN equalization reduces with the epoch

Fig. 11. (a) MSE vs. the epoch iteration for DNN and J-DNN after 400-, 800-,
1200- and 1600-epoch DNN initialization, respectively. (b) BER performance
vs the epoch iteration for DNN and J-DNN after 400-, 800-, 1200-, 1600-, 2000-
and 2400-epoch DNN initialization, respectively.

increasing and keeps stable when the epoch is improved as 2000,
due to the “over-fitting” effect. For the discussion of J-DNN,
after DNN initialization with 400 epochs, the network is subse-
quently optimized with the help of blind DNN equalization, the
BER of which is given as the green circles. We also investigate
J-DNN cases with 800-, 1200-, 1600-, 2000- and 2400-epoch
DNN initialization network, respectively.

It can be found that BER rapidly drops with more than
5 epochs in DNN blind equalization step, and remains constant
after totally 405 epoch iterations. There is an obvious epoch
reduction between J-DNN with 405 epochs and DNN with
1600 epochs. In particular, BER after 1205 epoch iterations is
reduced as low as HD-FEC in our proposed J-DNN scheme,
which gradually decreases to 0.0028 when the number of epoch
increases to 2405. However, the increase of epoch would be an
ineffective method of improving BER performance due to the
undesirable over-fitting effect in traditional DNN network.

Fig. 12 shows the BER of the J-DNN equalizer (171-80-1)
versus the input power into PD in comparison with DNN equal-
izer (171-80-1), which correspond to the same scenario when
the number of neurons is fixed as 80. It is obvious that there
is an under-fitting problem in DNN generalized model with
400 epochs. Meanwhile, with a higher SNR, as much as 2000
epochs cause an over-fitting effect, as the blue solid line going
beyond the red solid one in the figure. Differently, the fitting
dotted blue and red curves are well separated, which implies
that BER of the system deploying J-DNN equalization keeps de-
creasing when the iteration amount reaches 2005 epochs. There-
fore, our suggested J-DNN method can improve the fitting results
yielded by the DNN model in the case of over fitting. In case of
1200 epochs, the receiver sensitivity using J-DNN equalization
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Fig. 12. BER performance vs the optical power into PD for 20 Gbaud PAM-8
signal wireless transmission by employing 400-, 1200- and 2000-epoch DNN
equalizer, as well as 405-, 1205- and 2005-epoch J-DNN equalizer, respectively.

Fig. 13. The recovered PAM-8 symbol pattern with input power of 8 dBm and
9 dBm, respectively after (a1)–(a2) CMMA equalizer, (b1)–(b2) DNN equalizer
with 1200 epochs, (c1)–(c2) J-DNN equalizer with 1205 epochs.

can be improved as much as 1 dB compared with the DNN at
the BER of 3.8 × 10−3.

We also give the recovered PAM-8 symbol pattern and distri-
bution after CMMA equalizer, DNN equalizer with 1200 epochs,
and J-DNN equalizer with 1205, respectively in Fig. 13. When
the optical power is 8 dBm, the random noise dominates the BER
performance and introduces serious interferences between lower
PAM-8 levels, as shown in Fig. 13(a1). Thanks to the J-DNN
equalizer, PAM-8 signal with an average and narrow distribution
can be achieved in Fig. 13(c1). With an increasing SNR, the
recovered PAM-8 signals presented by the J-DNN equalizer
in Fig. 13(c2) are more close to the transmitted data than the
traditional DNN results in Fig. 13(b2), the peak distribution of
which is closer to that of transmitted data shown as Inset (i) in
Fig. 5, and the bottom value is approaching zero.

V. CONCLUSION

In this paper, a new J-DNN equalizer for the 60-Gbps PAM-8
signal ROF transmission system over 10-km SMF and 3-m
wireless link at 135-GHz is experimentally demonstrated, which
consists of two steps including DNN initialization and DNN
blind equalization. We compare the novel J-DNN equalizer
with a classical DNN equalizer in terms of the computation
complexity, training data size, learning speed and over-fitting
effect. Over-fitting effect is often caused by the training set,
while our proposed J-DNN in blind equalization step effectively

avoids the training data to reduce the over-fitting effect. The
experimental results show that the new method has a good
training accuracy, less requirements of training block length
and satisfactory tracking speed. The proposed J-DNN converges
after approximately 405 iterations, whereas the traditional DNN
needs 1600 iterations to achieve the same BER level. Thanks to
our proposed J-DNN scheme, an improvement of 1 dB over the
J-DNN equalizer in receiver sensitivity at a BER of 3.8 × 10−3

is achieved in comparison with a tradition DNN with a same
structure and iteration amount. To the best of our knowledge, this
is the first time to deploy a joint DNN equalizer in D-band ROF
link. Our proposed J-DNN equalization scheme is promising for
the future 5G ROF-based communication application.
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