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AN EQUIVARIANT BASIS FOR THE COHOMOLOGY
OF SPRINGER FIBERS

MARTHA PRECUP AND EDWARD RICHMOND

ABSTRACT. Springer fibers are subvarieties of the flag variety that play an
important role in combinatorics and geometric representation theory. In this
paper, we analyze the equivariant cohomology of Springer fibers for GL, (C)
using results of Kumar and Procesi that describe this equivariant cohomol-
ogy as a quotient ring. We define a basis for the equivariant cohomology of
a Springer fiber, generalizing a monomial basis of the ordinary cohomology
defined by De Concini and Procesi and studied by Garsia and Procesi. Our
construction yields a combinatorial framework with which to study the equi-
variant and ordinary cohomology rings of Springer fibers. As an application,
we identify an explicit collection of (equivariant) Schubert classes whose im-
ages in the (equivariant) cohomology ring of a given Springer fiber form a
basis.

1. INTRODUCTION

This paper analyzes the equivariant cohomology of Springer fibers in Lie type
A. Springer fibers are fibers of a desingularization of the nilpotent cone in g, (C).
Springer showed that the symmetric group acts on the cohomology of each Springer
fiber, the top-dimensional cohomology is an irreducible representation, and each
irreducible symmetric group representation can be obtained in this way [35,36]. As
a consequence, Springer fibers frequently arise in geometric representation theory
and algebraic combinatorics; see [14,15,18,20,32,34] for just a few examples.

There is also an algebraic approach to the Springer representation for GL,,(C),
as we now explain. Motivated by a conjecture of Kraft [25], De Concini and Pro-
cesi [8] gave a presentation for the cohomology of a type A Springer fiber as the
quotient of a polynomial ring. Furthermore, this identification is S,-equivariant so
Springer’s representation can also be constructed as the symmetric group action on
the quotient of a polynomial ring. These results were generalized to the setting of
other algebraic groups by Carrell in [6].

The generators of the ideal defining the presentation of the cohomology of a type
A Springer fiber were further simplified by Tanisaki [37]. Finally, Garsia and Pro-
cesi used the aforementioned results to study the graded character of the Springer
representation in [19]. Their work gives a linear algebraic proof that this character
is closely connected to the so-called ¢-Kostka polynomials. As part of their analy-
sis, Garsia and Procesi study a monomial basis for the cohomology ring, originally
defined by De Concini and Procesi in [8], with many amenable combinatorial and
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inductive properties. We refer to the collection of these monomials as the Springer
monomial basts.

Let GL,(C) denote the algebraic group of n x n invertible matrices with Lie
algebra gl,(C) of n x n matrices. Denote by B the Borel subgroup of upper tri-
angular matrices, and by b its Lie algebra. Given a nilpotent matrix X € gl (C),
let A be the partition of n determined by the sizes of the Jordan blocks of X.
The flag variety of GL,,(C) is the quotient B := GL,,(C)/B and the Springer fiber
corresponding to A is defined as the subvariety

B*:={¢yBeB|g'Xgechbl

Let T denote the maximal torus of diagonal matrices in GL, (C) and L be the Levi
subgroup of block diagonal matrices with block sizes determined by the partition A.
We may assume without loss of generality that X is in Jordan canonical form, and
hence X is regular in the Lie algebra of L. Moreover, the subtorus S := Zg(L)o C T
acts on the Springer fiber B*. We consider the equivariant cohomology H%(B).
The goal of this manuscript is provide a combinatorial framework to study this
equivariant cohomology.

There is a known presentation for H%(B*) given by Kumar and Procesi [26], and
the equivariant Tanisaki ideal has been determined by Abe and Horiguchi [1]. Our
work below initiates a study of H%(B) which parallels the analysis of the ordinary
cohomology by Garsia and Procesi in [19]. We define a collection of polynomials
in Hg (B*) using the combinatorics of row-strict tableaux. Since these polynomials
map onto the Springer monomial basis under the natural projection map from
equivariant to ordinary cohomology H%(B*) — H*(B*), we call them equivariant
Springer monomials. We prove that a basis of equivariant Springer monomials
exists for any Springer fiber, and provide a determinant formula (see Theorem 4.5
below) for the structure constants of any element of H%(B) with respect to this
basis.

As an application, we use the algebraic and combinatorial framework developed
in this manuscript to study the images of Schubert classes in H*(B*). Let ¢ : B* —
B denote the inclusion of varieties, and ¢f : H*(B) — H*(B*) the induced map
on ordinary cohomology. We prove that for every partition A, there is a natural
collection of Schubert classes whose images under ¢§ form an additive basis of
H*(B*). This result appears as Theorem 5.9 in Section 5 below and Corollary 5.14
contains the equivariant version of the statement. Phrased in terms of the work of
Harada and Tymoczko in [22], the equivariant version of Theorem 5.9 says that there
exists a successful game of Betti poset pinball for each type A Springer fiber. As a
result, we can do computations in the (equivariant) cohomology ring more easily,
as combinatorial properties of (double) Schubert polynomials are well-studied (c.f.,
for example, [29]). Bases of this kind have been used to do Schubert calculus style
computations in the equivariant cohomology rings of other subvarieties of the flag
variety [10,21]; the authors will explore analogous computations for Springer fibers
in future work.

Our Theorem 5.9 generalizes results of Harada—Tymoczko [22] and Dewitt—
Harada [9] which address the case of A = (n—1,1) and A = (n — 2, 2), respectively.
The main difficulty in generalizing the methods used in those papers is that the
equivariant cohomology classes in Hg(B)‘) constructed via poset pinball may not
satisfy upper triangular vanishing conditions (with respect to some partial ordering
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on the set of S-fixed points of B). The methods used to prove Theorem 5.9 side-
step this difficulty by making use of the equivariant Springer monomials. Combining
our determinantal formula for the structure coefficients of this basis with known
combinatorial properties of the Schubert polynomials yields the desired result.

Let B,, := BwB/B denote the Schubert variety corresponding to a permutation
w € S,. Recall that the Schubert polynomial &,,(x) represents the fundamental
cohomology class of the Schubert variety By, where wq denotes the longest element
in S,. That is, &,(x) is a polynomial representative for the cohomology class
0w € H*(B) defined uniquely by the property that o, N [B] = [Bw,w].- Here [B]
and [By,w] denote the fundamental homology classes of B and B, respectively,
and N[B] : H*(B) — H,.(B) denotes the Poincaré duality isomorphism obtained by
taking the cap product with the top fundamental class.

In this paper, we study the polynomials ¢4(&,,(x)) in H*(B*) from a combina-
torial perspective. On the other hand, each is a polynomial representative for the
cohomology class ¢§(0y,) and it is natural to ask if these classes have geometric
meaning. In the last section, we show that the classes ¢f(o,,) play an analogous
role with respect to the homology of B as that played by the Schubert classes with
respect to the homology of B. More precisely, we prove in Proposition 6.1 below
that

$o(0w) N [BA} = [BA N gBugw] € H*(B)\)
for generic g € GL,,(C). Here N[B*] : H*(B*) — H.(B") denotes capping with the
top fundamental class [B*] € H,(B). Since B* is typically not smooth, this map
is not an isomorphism of groups.

The remainder of the paper is structured as follows. The next section covers the
necessary background information and notation needed in later sections, including
a presentation of the equivariant cohomology of the Springer fiber due to Kumar
and Procesi. The third and fourth sections of this paper establish the combinatorial
groundwork for our study of H%(B*). We use row-strict composition tableaux to
define an equivariant generalization of the Springer monomial basis in Section 3,
called the equivariant Springer monomials, and develop the structural properties
of these polynomials further in Section 4. In particular, we give a determinant
formula for the structure coefficients of H%(B*) with respect to the basis of equi-
variant Springer monomials in Theorem 4.5 of Section 4. Finally, Section 5 uses
the equivariant Springer monomials to study the images of monomials and Schu-
bert polynomials in the cohomology of Springer fibers. Our main result in Section 5
is Theorem 5.9, which was discussed above. We conclude with an analysis of the
geometric meaning of the classes ¢{(c,,) in Section 6.

2. BACKGROUND

As in the introduction, let G = GL,(C) and g = gl,,(C) denote its Lie algebra.
Denote by T the maximal torus of diagonal matrices in G and by B the Borel
subgroup of upper triangular matrices. Let b denote the Lie algebra of B. The
Weyl group of G is W ~ S,,. We let s; denote the simple transposition exchanging
i and ¢ + 1. Throughout this manuscript, @« = (a1,...qx) denotes a (strong)
composition of n. We call the partition of n obtained by sorting the parts of « into
weakly decreasing order the underlying partition shape of a.

The composition « uniquely determines a standard Levi subgroup L in G, namely
the subgroup of block diagonal matrices such that the i-th diagonal block has
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dimension «; X «;. We denote the Weyl group for L by Wy. Let X, : C"* — C" be
a principal nilpotent element of [, the Lie algebra of L. Note that by construction,
X, € g is a nilpotent matrix of Jordan type A, where A is the underlying partition
shape of a.

Let B := G/B denote the flag variety. The Springer fiber of X,, is defined to

be

B*:={9BcB|g 'X.g€hb}
If two compositions have the same underlying partition shape, then the corre-
sponding Springer fibers are isomorphic. However, taking different compositions
corresponding to the same partition shape yields actions of different sub-tori of T’
on the corresponding Springer fibers. This ultimately leads to the construction of
different bases for the equivariant cohomology ring of B¢.

Let S denote the connected component of the centralizer of L in G containing
the identity, so S C T. Since X, € [, we get that S centralizes X, and therefore
S acts on B* by left multiplication. The purpose of this manuscript is to study
the equivariant cohomology ring H§(B%). We begin by reviewing a presentation
for H5(B*) due to Kumar and Procesi [26].

2.1. A presentation of H%(B%). Recall from the introduction that ¢ : B* — B
denotes the inclusion map of B into the flag variety and consider the induced map
on equivariant cohomology, ¢* : H5(B) — H§(B*). In this paper, we work with
singular and equivariant cohomology with coefficients in C. Note that ¢* naturally
factors through H(B),

¢ : Hi.(B) — H{(B) — H(BY).

Let t denote the Lie algebra of T'. The coordinate ring of t x t is the polynomial
ring
(2.1) Cltxt=SHt)RSH) =Clyr,..-,Yn; 1,...25]/T
where 7 is the ideal (3, vi, >, ©i).

It is well known that the T-action on B by left multiplication is equivariantly
formal, implying

H7(B) ~ Hr(pt) @c H*(B).
Since H}.(pt) ~ S(t*) we have that H}.(B) is a free S(t*)-module. Recall that the
Borel homomorphism,
B:SEH) — Hr(B)

is defined by (z;) = —c1(L;), where ¢1(L;) is the T-equivariant first Chern class of
L;, the i-th line bundle of the tautological filtration of sub-bundles on B. In other

words, the fiber of £; over a flag Vo € B is the line V;/V;_;. This map induces a
surjective algebra homomorphism,

X : Clt x t] » Hj(B)
given by x(p ® ¢) = p- B(q) where p € S(t*). Following the work the Kumar in
Procesi [26], we define 6 : C[t x t] = H}(B*) to be the composition of maps
(2.2) 0: Clt x ] —— H(B) —— H5(B%).
Let s C t denote the Lie algebra of S and Z, be the reduced closed subvariety
of t x t defined by
Zy = {(h,wh) | h €5, we W}.
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Note that we may also view Z, as a subvariety of s x t C t X t, and we use this
perspective in our computations below. Let Z(Z,) C C[t x t] denote the vanishing
ideal of Z,. The coordinate ring

(2.3) A= C[Zs] = Clt x /T(Zs)

is naturally an S(s*)-algebra via the projection Z, — s onto the first factor. More-
over, the ring A4 inherits a non-negatively graded structure from C[t x t]. We also
define the graded C-algebra

(2.4) Ay :=C @5 (s%) A

where C is considered an S(s*)-module under evaluation at 0. Note that if & =
(1,1,...,1), then B® = B and S = T. In this special case, we denote the corre-
sponding coordinate ring by A’ := C[Z(y 1,... 1)]. The next theorem from [26] gives
a presentation of H§(B%).

Theorem 2.1 (Kumar-Procesi). The kernel of the map 6 : C[t x {] — H§(B%)
defined in (2.2) is the ideal Z(Z,). In particular, 8 induces a graded S(s*)-algebra
isomorphism

0:A— H5BY),

making the following diagram commute.
A2y H(B)

|k

A —C H35(BY)
Furthermore, the map 6 naturally descends to a C-algebra isomorphism:
0o : Ag — H*(B*)

with the following commutative diagram.

Ay —"s H*(B)

| |4

Ay~ g (B

Since the map 6 is an isomorphism, we will use ¢*, ¢ for the respective restriction
maps ¢* : A — A and ¢§ : A[ — Ap. In particular, if &,,(x) denotes a Schu-
bert polynomial representing the class oy, then the polynomial ¢§(S,,(x)) € Ag
represents the class ¢§(o,,) € H*(B%).

Remark 2.2. Tt is well-known that the cohomology H*(B®) is concentrated in even
degrees [34]. Thus the equivariant cohomology H(B%) is a free S(s*)-module, and
isomorphic to the tensor product,

HE(BY) ~ Hi(pt) ®c H*(BY) ~ S*(s) ®c H*(B%).

The graded S(s*)-algebra isomorphism of Theorem 2.1 implies A is a free S(s*)-
module with rank equal to the number of S-fixed points of B%, namely |W/Wy|
(c.f. [26, Lemma 2.1]).
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2.2. Maps of polynomial rings. Recall that L is the standard Levi subgroup
associated to « as above and S = Zg(L)o is the connected component of the
centralizer of L in GG containing the identity. Since L is a standard Levi subgroup,
if t = diag(t1,...,t,) C g and s has coordinates (z1,...,z2x), then the embedding
of the subalgebra s into t is given by

i:s =t (21,...,2;) — diag((z1)*, . .., (2))
where
(z)% =z, 24
i times

This embedding induces a map i* : C[t x t} — C[s x t]. If F' € C[t x t], then F and
i*(F') have the same values on Z,. This implies
(2.5) A:=C[Z,] ~Cls x t]/Zs(Z,) ~ Clt x t|/I(Z,)
where Z;(Z,,) = i*(Z(Z)) denotes the vanishing ideal of Z,, as a subvariety of s x t.
We let 7 : C[s x t} = A denote the canonical projection map. By a slight abuse
of notation, we will also denote the quotient C[t x t| — A by 7; the isomorphism
of (2.5) tells us that we may do so without loss of generality.

As in (2.1), there are isomorphisms

Cls x t] ~ S(s*) @ S(t*) = Clz1, ..., 2k; T1,...25] /T’
where J' is the ideal (3", iz, Y, ;). Note that
Claty ey zk; @1y ) /T = Cl21, ooy 26131, - -+ Ti—1]

and we make this identification below whenever it is convenient (and similarly for
Clt x {]).

The ring A inherits the graded structure of C[s x t]. In particular, the degree k
component of Cls x {] is @, ;_ §°(s*) ® §7(t*) and we denote its image under the
canonical projection map 7 : C[s x t] — A by AF. Let

Ab=a| P SGEHest) and  Ab =7 (C®SH(t))
i+j=k,i>0
denote the positive degree and degree zero components of A* with respect to the
grading of S(s*). It is easy to see that A¥ = Af © A% and Ay = @), Ay There
is a surjective map B
ev:S(s")®@S(H) — S(t)

given by evaluation at 0. More explicitly, if F' = p®q with p € S(s*) and ¢ € S(t*),
then ev(F) := p(0) - ¢ (then extend linearly to all of S(s*) ® S(t*)). This map
induces an evaluation map ev : A — Aj giving the commutative diagram:

Clsxt| —— A

(2.6) l’” lev

(C[’L] T Ao

where, by Theorem 2.1, A >~ H5(B®) and Ay ~ H*(B%). Note that, under these
identifications, the evaluation map is simply the usual restriction map from equi-
variant to ordinary cohomology. The following lemma relates bases of the ordinary
and equivariant cohomology rings of B%.
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Lemma 2.3. Suppose by, ..., b, is a homogeneous basis of Ag and let By, ..., By,
be a set of homogeneous polynomials in A such that ev(B;) = b;. Then{Bi,..., By}
is an S(s*)-module basis of A.

Proof. To begin, we prove that the S(s*)-span of By, ..., By, is A. First note that
if deg(b;) = deg(B;) = k, then b; € A’g and B; = b; + G; for some G; € Ai. Let
F € A. Tt suffices to assume that F' € A* for some k. We proceed by induction on
k. Since by, ..., by, is a basis of Ay = ev(A), we can write

ev(F) = i c; b;
i=1

for some ¢1,...,¢, € C and hence F = > 1", ¢;b; + G for some G € Ai and
deg(b;) = k for all ¢; # 0. We now have
m
F=> cb+G

=1

i=1 i=1 i=1
i=1 =1

Observe that the second term of the above sum belongs to Ai and is therefore of
the form Y p’ ® ¢’ where each ¢’ € S7(t*) from some j < k. By induction, each ¢’
is a S(s*)-linear combination of By, ..., B,, and hence so is F.

We next prove that {Bi,..., By} is S(s*)-linearly independent. As noted in
Remark 2.2, A is a free S(s*)-module of rank m = dim H*(B*). Let Q(s*) denote
the field of fractions of S(s*) ~ C[z1,...,2k-1]. Since A is a free module, the
extension of scalars Q(s5) ®g(s+) A is a free module of the same rank [11, §10.4,
Cor. 18]. Furthermore, the polynomials By, ..., B, must also span Q(s*) ®g(s+) A.
Since the extension of scalars is an m-dimensional vector space, {Bj, ..., By} are
Q(s*)-linearly independent. Any non-trivial linear relation among By, ..., B,, with
S(s*)-coefficients would also be a non-trivial linear relation over Q(s*), contradict-
ing the previous sentence. We conclude {By, ..., B,,} is S(s*)-linearly independent,
as desired. (]

2.3. The Springer monomial basis. We now recall the monomial basis of Ag ~
H*(B%) defined by De Concini and Procesi in [8] and further analyzed by Garsia
and Procesi in [19].

Let A be a partition of n with k parts and A[] be the partition of n — 1 obtained
from A by decreasing the i-th part by 1 and sorting the resulting composition so
that the parts are in weakly decreasing order. Define Spy, C C[{] to be the collection
of monomials constructed recursively as in [19, §1] by

i—1
(2.7) sph= || =i 'sphp,
1<i<k
with initial condition Sp) = {1} for A = (1). Here x;_lsp’)\[i] denotes the set of
monomials obtained by multiplying each monomial in Sp’)\m by xi~1. Observe that
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as defined in [19], the monomials in Sp, are in the variables zs, ..., z,. We define
Sp,, 1= woSpy

where the action of the longest permutation wg € W on variables is given by
wWo * Tj i= Tp—it+1. Hence the monomials in Sp, are in the variables x1,...,2,—1.
Since the ideal Z(Z,) is invariant under the action of W, it follows by results of De
Concini and Procesi that, as graded vector spaces,

Ao = @ C-x°.
x%€sp,

Here we use standard monomial notation

Sn—1
n—1

)

x0 = afalr € Clf] ~Clxy,...,Tn-1]-

We refer to the basis Sp, of H*(B%) as the Springer monomial basis, and to
its elements as Springer monomials. We adopt the convention throughout this
manuscript that if x° € Spy, then we denote both x? € C[{] and its image under
the canonical projection m : C[t] — Ay by the same symbol.

Example 2.4. Let n =4 and A = (2,2), then SP(2,2) = {1, 3, 22, X223, 1, 123,
1‘13?2}.

See [19, §1] for a more detailed example.

Remark 2.5. The Springer monomials have been generalized to study the cohomol-
ogy rings of other subvarieties of the flag variety. In particular, Mbirika in [30]
constructs an analogous set of monomials for nilpotent Hessenberg varieties (which
include Springer fibers). In a later paper, Mbirika and Tymoczko give an analogue
of the Tanisaki ideal in the Hessenberg setting [31].

3. ROW-STRICT TABLEAUX

In this section we develop a combinatorial framework to study the ring A defined
in (2.3) using row-strict composition tableaux.

3.1. Row strict composition tableaux. For any integers p < ¢, we let [p, (]
denote the interval [p, q] :== {p,p+1,...,¢}. If p =1, then we set [¢] := [1, ¢]. Given
any m < n, consider 8 = (f1,...,0r) a weak composition of m. The composition
diagram of § is an array of boxes with 3; boxes in the i-th row ordered from top
to bottom (English notation).

A shifted row-strict composition tableau of shape [ is a labeling T of the
composition diagram with the m integers [n —m-+1, n] such that the values decrease
from left to right in each row. For simplicity of notation, let m = n — m + 1.
Let RSCT, (3) denote the collection of all shifted-standard row-strict tableaux of
composition shape [ with content [m,n]. Observe that if m = 1 (ie. 8 is a
composition of n), then the content of 5 is the full standard content [n]; in this
case, we say that § is a row-strict composition tableau.

Example 3.1. Consider the composition 8 = (1,2,0,1) with n = 5. In this case
m = 4 and m = 2. There are 12 row-strict composition tableaux in RSCT4([3).
Indeed, note that there are 24 = 4! possible fillings of 8 using the content [2,5].
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Furthermore, if we define two fillings to be equivalent up to the entries in each row,
e.g.

[3] [3]
4]2] o 12]4 |
then there are precisely two tableaux in each equivalence class and each class con-
tains a unique row-strict composition tableau.

Given a composition 8, let & = (1, ..., a) be the strong composition obtained
from B by deleting any part equal to zero. By similar reasoning as in the example
above, we have that

n!
RSCT(8)] = ——
which is precisely the number of S-fixed points in the Springer fiber B*. Notice
that if m > 1, then each shifted row-strict composition tableau can be associated to
a unique row-strict tableau in RSCT,,(8) by the relabeling map i — i —m + 1. We
use the “shifted” terminology since it simplifies the arguments below. Similarly, al-
though we typically begin with a strong composition of n, our inductive procedures
require the generality of weak compositions.
We now define a map

(3.1) 1 RSCT,(8) — | |RSCT,(8)

5
where the union on the RHS is taken over all compositions 8’ obtained from 3
by deleting one box from any nonzero row. Let n(Y) be the composition tableau
obtained by removing the box from Y which contains its smallest entry, namely m.
For example:

714 714]
61 —7 5 76
53]2] 513]2]

In this case, the disjoint union in (3.1) is taken over 8" € {(1,2,3),(2,1,3),(2,2,2)}.
The map 7 plays an important role in the inductive arguments below; note that 7
is in fact a bijection.

Definition 3.2. Let T € RSCT,,(3). We say that (i,7) is an Springer inversion
of T if there exists j' in row j such that ¢ < j' and either:

(1) 5/ appears above i and in the same column, or
(2) j' appears in a column strictly to the right of the column containing i.

Denote the set of Springer inversions of T by Inv(T).
Example 3.3. Let n = 9 and 8 = (2,0,3,2,1). Consider T € RSCTy(S) with

content [2,9]:
6]3]

714]
2

8
5
9

The inversions of T are Inv(Y) = {(2,1), (2, 3), (5,1), (5, 3), (6, 3)}.
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Remark 3.4. Note that the definition above is closely related to the notion of a
Springer dimension pair considered by the first author and Tymoczko in [32]. In
that paper, the convention is that the row-strict tableaux have increasing entries
(from left to right), while our convention is that the entries are decreasing (from left
to right). This change in conventions is routine; to convert from one to the other,
apply the permutation wy such that wg(i) = n—i+1 for all . A Springer inversion
from this paper corresponds to a unique Springer dimension pair as defined in [32]
(up to transformation under wy). If (¢, 5) is a Springer inversion then (n —i+1,n—
j'+1) is a Springer dimension pair, where j’ denotes the smallest element in row
j such that i < j'.

The following lemma is a simple, but important fact about inversions.

Lemma 3.5. Let T,Q € RSCT,(B). Let jr,jo denote the indices of the rows
containing m in Y and ), respectively. Then exactly one of the following is true:

(1) (m,jq) € Inv(Y)
(2) (m,jy) € Inv(Q)
(3) Jr = ja-

Proof. Without loss of generality, suppose that jy < jo and hence m is contained
in different rows of the tableaux T and 2. Since m is the smallest number in the
content, it must lie at the end its respective row of T and 2. Moreover, the content
of the row indexed by jo in T is strictly larger than m and vice versa. If the
size of row jq is at least the size of row jy, then (m,jq) € Inv(T). Otherwise,
(m, jr) € Inv(Q). O

Lemma 3.5 induces a total ordering on the set RSCT,, () as follows.

Definition 3.6. Let Y, € RSCT,(8) and jv, jo denote the indices of the rows
containing m in T and 2, respectively. First suppose jy # jo. We say Q < T if
(M, ja) € Inv(T) and T < Q if (M, jr) € Inv(Q2). Otherwise, if jv = jq, then n(T)
and 7(2) have the same composition shape. In this case, we inductively say Q@ < T
if n(Q) < (7).

Example 3.7. Let n =4 and o = (2,2). The total order on tableaux in RSCT4(«)
is displayed below.

31<41<21<32<42<43
412 3|2 413 411 3|1 211

In the next section we will associate a unique monomial to each element of
RSCT,, (o). We will see that the total ordering on the shifted row-strict composition
tableaux defined above corresponds to the lex ordering on these monomials.

3.2. Equivariant Springer monomials. In this section we define a collection
of polynomials indexed by row-strict composition tableaux. The main purpose of
defining these polynomials is to provide a combinatorial framework to study the
cohomology ring H§(B*) ~ A in the following sections. Indeed, the polynomials
defined below will serve as an equivariant generalization of the Springer monomial
basis.
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Definition 3.8. Let  be a composition of m < n and T € RSCT,,(5). If Inv(T) #
0, let Py € Cls x {] be the polynomial of degree | Inv(Y)| defined by,

Py(z,x) := H (x; — zj).
(i,5)€Inv(T)
If the inversion set of T is empty, then define Py = 1. We call the collection of
polynomials obtained in this way equivariant Springer monomials.

While the Py are not monomials in the traditional sense, we use the term “mono-
mial” since Py is a product of equivariant factors (z; —z;), a common generalization
of monomials in ordinary cohomology. We adopt the convention throughout this
manuscript that each equivariant Springer monomial Py € C[s x t] and its image
under the canonical projection map 7 : C[s x t{ — A are denoted by the same
symbol. This greatly simplifies the notation below.

Example 3.9. Let n =9, 5 =(2,0,3,2,1), and T as in Example 3.3. Then
Pr(z,x) = (22 — 21)(z2 — 23) (25 — 21) (x5 — 23) (26 — 23).

There is a simple inductive description of the equivariant Springer monomials,
as explained in the next two paragraphs. Suppose m labels a box in row jy of T
and recall that m must label the last box in row jy. Since m is the smallest label
that appears, we have

(3.2)  Inv(T)n ({m} x [k]) = {(m, ) | B; > Bjy or B; = Bjy and j < jr}.

Denote this set by Inv,(T). Note in particular that |Inv,(T)| is uniquely deter-
mined by the value of jv.

Recall the map 1 from (3.1) defined by deleting the box labeled by m in Y. The
Springer inversions of T decompose as

Inv(Y) = Invy (1) U Inv(n(T)).
We obtain a corresponding decomposition formula for the polynomial Py given by
(3.3) Py(z,x) = Qv (2,%) Py (2, %)

where
Orzx) = [ (@n-2)
(m,7)EInvy (1)
if Inv,7(T) # 0 and Qy = 1 otherwise. The next lemma shows that the decomposi-
tion formula for the polynomials Py from (3.3) is compatible the recursive formula
defining the Springer monomials given in equation (2.7).

Lemma 3.10. Let 8 be a composition of m < n and X\ denote its underlying
partition shape. Then,

(3.4) {ev(Pr) | T € RSCT, (8)} = Sp,.

In particular, the set {ev(Py) | T € RSCT,(B)} only depends on A, the underlying
partition shape of 3.

Proof. First observe that if § = (B1,..., k) is a weak composition of m < n, then
[ determines a unique strong composition B obtained by deleting the parts of
equal to 0. If T € RSCT,,(3), then one obtains a unique element Y’ € RSCT,,(8’) by
upward justifying all rows. It is easy to see from the definitions that 8 and 5’ have
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the same number of Springer inversions and that ev(Py) = ev(P}). Hence we may
assume without loss of generality that § is a strong composition of m.

We now proceed by (reverse) induction on m, the smallest value appearing in
any T € RSCT,(8). If m = n then m = 1 and A = (1). In this case, RSCT,(p)
contains a single element, namely the row-strict composition tableau consisting of a
single box labeled by 1. Therefore Inv(Y) = @) and Sp, = {1} = {ev(1)}, as desired.

Now suppose m < n and 3 = (B41,...,Bx) has k non-zero parts. Let ! denote
the unique minimal length permutation of & such that A = (85-1(1), ..., Bs-1(k))-
In other words, o () —1 is equal to the number of j € [m] such that §; > f; plus the
number of j € [m] such that §; = §; and j < 4. Combining this notation with (3.2)
and (3.3) implies that if T € RSCT,, () with jy = i then ev(Py) = xfﬁ(i)_l ev(Pyr))-

Let f[i] be the composition of m — 1 obtained from S by decreasing S; by 1.
Note that € RSCT,,(0[i]) has content [ + 1,n]. Since the map n from (3.1) is a
bijection, the decomposition of Py given in (3.3) now gives us,

(35)  {ev(Pr) | T €RSCT.(8)} = | | {23’ " ev(Pa) | 2 € RSCT, (B[)}.

1<i<k
By the induction hypothesis, {ev(Pq) | @ € RSCT,(Bi])} = Sp,(,(;) and our claim
now follows directly from the recursive definition of Sp, given in (2.7). g

Example 3.11. Consider the following tableaux in RSCTs(3) for § = (3,2,1) and
B8 =1(2,1,3), respectively.

413]2] 413]
T=[6[5 Q=1
1] 6]5]2]

Here we have
Py = (21— 2z1)(x1 — 22) (x4 — 22) and Pq = (1 — 21)(x1 — 23) (24 — 23).

While these polynomials are different, they correspond to the same Springer mono-
mial, as ev(Y) = ev(Q) = z3z4 € SP(3.2,1)-

The next theorem tells us that the collection of equivariant Springer monomials
is an S(s*)-module basis for the equivariant cohomology ring A ~ H§(B*). We
study the structure coefficients of A with respect to this basis in the next section.

Theorem 3.12. Let a = (aq,...,qx) be a (strong) composition of n. The col-
lection of equivariant Springer monomials {Py(z,x) | T € RSCT,, ()} is an S(s*)-
module basis of A~ H§(B®).

Proof. The polynomials Py (z,x) are homogeneous elements of 4. Lemmas 2.3
and 3.10 now imply the desired result. O

4. LOCALIZATION AND DETERMINANT FORMULAS

In this section, we explore algebraic properties of the equivariant Springer mono-
mials. The results of this section establish methods for computing the expansion of
any F' € A as an S(s*)-linear combination of the Py, T € RSCT,,(«). We begin by
showing that the equivariant Springer monomials satisfy upper triangular vanish-
ing relations with respect to the total ordering defined on row-strict composition
tableaux defined in the previous section. We then use these vanishing properties to
give a determinant formula for the structure coefficients in Theorem 4.5 below.
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4.1. Localization formulas. Suppose oo = (a1, ..., ay) is a strong composition of
n. Let h = (hq,..., hg) be a regular element of s, which we identify as a point in t,
by

(4.1) h=((h)*, ..., (hg)™) € t.

The condition that h be a regular element means that each of the h; are distinct.
For every w € W, there is a natural localization map,

(4.2) b 1 S(s%) ® S(£) — S(s%)

given by ¢, (F(z,x)) = F(z,w-z). In other words, ¢,,(F)(h) := F(h,w-h) for any
h € s. Here W acts on s* (and the coordinates of z) by permuting the entries; for
example, if w = [2,4,1,3] = s1s2 and h = (hy, hy, ho, ho) then w-h = s189-h =
(ha, h1, h1, ha).

It is easy to see that F' € Z(Z,) if and only if ¢,,(F) = 0 for all w € W. Hence
any F' € A is uniquely determined by the collection of values {¢,,(F) | w € W}.
Recall that L is the Levi subgroup of GL,(C) determined by the composition «
and Wy, denotes the Weyl group of L. Since L is standard, the parabolic subgroup
Wy, is generated by a subset of simple reflections. Also, since Wy, acts trivially
on s (because S = Zg(L)o), it suffices to consider the maps ¢,, where w € WZL.
Here W1 denotes the set of minimal length coset representatives of W/Wp. Recall
that each permutation w € W can be written uniquely as w = vy for v € W and
ye Wg.

We now associate a coset representative wy € W to each T € RSCT,(«) by
constructing a vector hy € t which is a particular permutation of the coordinates
of h. Specifically, if 7 lies in the j-th row of T, then we require the i-th coordinate of
hy equal to h;. Let wy to be the unique permutation in WL such that hyr = wryh.
Observe that the map from RSCT,,(a) to W given by YT + wy is a bijection.

Example 4.1. Let n =5 and a = (2, 1,2) with T given by:

5]1]
2
413]

Then hy = (hq, ha, hs, hs, hy) with wy = [1,5,2,3,4] (in one-line notation). Note
that in this case, Wz = (s1,s4) and it easy to check that wy € WT; we have only

to observe that wy (1) < wy(2) and wy(4) < wy(5). Also, in this example we have
Py = (x2 — 2z1) (x4 — 21) since Inv(T) = {(2,1), (4,1)}.

Our next proposition says that the equivariant Springer monomials satisfy up-
per triangular vanishing conditions with respect to the total order on row-strict
composition tableaux defined in the previous section.

Proposition 4.2. Let Q <Y € RSCT,,(«). Then the following are true:

(1) ¢wy(Pr)#0, and
(2) (bwg (P’r) = 0.

Proof. Fix a regular element h € s as in (4.1). We first prove part (1) of the
proposition. By definition, if h; is the i-th coordinate of hy, then ¢ is contained in
the j-th row of T. We have

Gy (Pr)(h) = Pr(h,hr) = [ ((hr)i = hy).

(2,7)€Inv(T)
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Note that if (4, 5) € Inv(Y), then ¢ cannot be contained in the j-th row of T. Hence
(hy): # hy for all (i,j) € Inv(YT) and ¢y (Pr)(h) # 0 as claimed.
We now prove part (2). Indeed, we have

Gug (Pr)(h) = Pr(hho) = [  ((ha)i —hy).

(4,5)€Inv(T)

Since @ < YT, there exists (i,7) € Inv(Y) such that the content of j-th row of Q
contains ¢. This implies that (hg); = h; and hence ¢,,,(Pr)(h) = 0. Since h € 5 is
an arbitrary regular element, we have ¢, (Py) = 0 in S*(s). O

Remark 4.3. A alternative proof of Theorem 3.12 from the previous section can be
given using Proposition 4.2 as follows. Note that one can establish the fact that
{Py | T € RSCT,, ()} is an S(s*)-linearly independent set by using the vanishing
conditions of Proposition 4.2. Furthermore, the number of polynomials in {Px |
YT € RSCT,, ()} of degree k is precisely H?*(B%) by Lemma 3.10. Thus {Py | Y €
RSCT,, ()} is an S(s*)-basis of A by Proposition 18 of [21].

We conclude with a detailed example.

Example 4.4. Let n = 4 and o = (2,2). A table of Py, wy and hy for all elements
T € RSCT4(«) is displayed in Figure 1. The matrix [¢w, (Pr)](r,0)erscrs (a)> Written
with respect to the total ordering on RSCT4(«) given in Example 3.7 is:

1 1 1 1 1 1

0 29— 21 29— 2 0 29 — 21 0

0 0 Z1 — k9 21 — 29 Z1 — 29 0

0 0 0 Z9 — 21 zZ9 — 21 zZo — 21
0 0 0 0 (22 — 2’1)2 0

0 0 0 0 0 (Zg — 21)2

Proposition 4.2 implies this matrix is always upper triangular with respect to the
total ordering in Definition 3.6 with non-vanishing polynomials in S(s*) on the
diagonal.

T P’r wy h'f

3|1

412 1 [1737274] (h17h27h17h2)
411

315 T3 — 21 (1,4,2,3]  (hy, ha, ha, h1)
2|1

113 Ty — 22 (1,2,3,4]  (h1,h1, b2, ha)
3|2

401 Tl — 21 [2737174] (h27h17h17h2)
412

3 1 (1‘1—21)(,13—21) [2,4,1,3] (hg,hl,hg,hl)
413

511 (.’51—2’1)(252—2:1) [3,4,1,2] (hg,hQ,hl,hl)

FIGURE 1. Equivariant Springer monomials for n = 4 and a = (2,2).
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4.2. Structure constants for the equivariant Springer monomials. We now
present a determinant formula for calculating the structure coefficients of the expan-
sion of ' € A in the basis of equivariant Springer monomials. For these calculations,
we work in the algebra

Qs") ®s(s) A
where the Q(s*) denotes the field of fractions of S(s*). We index the set

RSCT,(a) ={T1 < - <Tn}

by the total ordering given in Definition 3.6 where N = |RSCT,(a)| = |[WE|.
For notational and computational simplicity, let P; := Py, and w; := wy,. Given
any F' € A, we write

N
k=1

for some coefficients Cj, € S(s*). Define vectors

c:=[Cy,....,Cn] and v := [y, (f), .. duwx ()],
and the matrix
Pi= (6w, (P)]; -

Note that P was computed for n = 4 and a = (2,2) in Example 4.4. Equation (4.3)
implies ¢ - P = v. Proposition 4.2 tells us that P is an upper triangular matrix
with nonzero diagonal entries, and is therefore invertible as a matrix with entries
in Q(s*). Hence

(4.4) c=v-P .

Our next theorem uses this equation to prove that each coefficient C}, is the deter-

minant of some matrix with entries determined by v and ¢, (P;). Normalize the

polynomials P; by defining Q; := %(P) - P;. Note that this definition makes sense,

since ¢y, (P;) # 0 for all ¢ by Proposition 4.2.
Theorem 4.5. Suppose F' € A and define

)b, (F) fori=0
athd) = {qswj Qi) fori>o0.

Write

N
(4.5) F=> DiQ.
k=1

Then Dy = (—1)*"1det [a(i, ] + 1)]’571. In particular, the coefficients for F ap-
pearing in (4.3) are
Cp = (Gl det [a(i,j +1)]5 "
d)wi (Pt)

foralll <k <N.
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Proof. Define the matrix Ay, := [a(i,5+1)]5 " and let A, denote the submatrix of
Ay obtained by removing the ¢-th row and k-th column. Applying Proposition 4.2,
we observe that a(i,i) = 1 for all ¢ > 1 and a(é,5) = 0 if ¢ > j. This implies
det(A; ) =1 and

(4.6) det(Ag’k) = det(Azfl)
for £ > 2. We prove the theorem by induction on k. When k = 1, applying ¢,

to both sides of Equation 4.5 gives D1 = a(0,1), as desired. Now suppose for all
f < k, we have that

(4.7) Dy = (—1)*"1det(Ay).

We now apply the localization map ¢, to both sides of Equation (4.5). Solving
for Dy, and applying Equations (4.6) and (4.7) yields

Dy = a(0,k) — ZDN(Z, k)
= a(0, k) +Z )¢ det(Ap) a(l, k).

= a(0, k) +Z ) det(Agi1r) all, k).

= (-1*" ldet(Ak),
proving the theorem. O

This theorem provides us with the computational tools to expand any polynomial
of A in the basis of equivariant Springer monomials. It follows immediately that
we can compute the expansion of any polynomial in Ay ~ H*(B%) in the Springer
monomial basis by simply applying the evaluation map ev : A — Ay. We use
these results in the next section to study the images of monomials and Schubert
polynomials in H*(B%).

Example 4.6. Let n = 4 and o = (2,2). The polynomials Py for T € RSCT4(«)
are computed in Example 4.4 (see Figure 1 also). In this case N = 6 and the total
order on RSCT4(«) is as in Example 3.7, so the rows of the table in Figure 1 list the
polynomials in order: P, --- , Pg, from top to bottom. We compute the expansion
of
F(z,x) =21 + a2+ 23— 221 + 22

using the determinant formula of Theorem 4.5. The reader may note that F is
the image of the double Schubert polynomial &, (y,x) € C[t x t] under the map
i* : C[t x t} = C[s x t]. The matrix [a(i,j + 1)]§ from Theorem 4.5 is given by:

0 zZ9 — 21 0 0 Z9 —Z1 R9 — 21
1 1 1 1 1 1
0 1 1 0 1 0
0 0 1 1 1 0
0 0 0 1 1 1
0 0 0 0 1 0

Where the first row is the vector v = [y, (F), ..., pus(F)] with the rest of the
matrix coming from first five rows of the matrix in Example 4.4 (normalized to
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bu,; (Qi)). If F = Zle Dy, Qp, then Theorem 4.5 says the coefficients D; are given
by the upper-left minors (with a sign) yielding:
d:= [Dl,. . -;DG] = [O,ZQ — Z1,%1 — 22,%2 — 21,0,0].
This implies
c:=1[Cy,...,C6] =1[0,1,1,1,0,0]
and hence F' = P>+ P3+ P4. Note that we can also compute c by using the equation
c=v-P ' with

1 (z1 — 22)7 " 0 (21 —22)7" (22— 21)72 0
0 (22 —21)71 (Z2 —Zl)il (Z2 —Zl)il —(22 —21)72 —(22 —21)72
7 0 0 (21 —22) ' (21— 22)7t 0 (20 — 21) 72
1 o0 0 0 (22— 21)"" —(22—21)"% —(22—21)72
0 0 0 0 (20 —21) 72 0
0 0 0 O O (22 — 21)_2

the inverse of the matrix from Example 4.4.

Remark 4.7. If F is the image of a double Schubert polynomial &,,(y,x) € C[tx ],
then the vector v = [@u, (F), ..., ¢uwy (F)] can be computed directly using Billey’s
localization formula (also called the Andersen—Jantzen—Soergel formula) given in
[3, Theorem 3].

5. MONOMIALS AND SCHUBERT POLYNOMIALS

In this section, we study the images of the Schubert polynomials &,,(x) under
the map my : C[tf] = Ag. We use Theorem 4.5 to identify an explicit collection of
permutations W(a) C W for which the set {mo(S,(x)) | w € W(a)} is a basis of
Ay >~ H*(B*). This result is stated in Theorem 5.9. We obtain an analogous state-
ment for equivariant cohomology in Corollary 5.14. Our analysis generalizes work
of Harada—Tymoczko [22] and Harada-Dewitt [9] in the sense that Corollary 5.14
implies the existence of an explicit module basis for H§(B®) constructed by playing
poset pinball.

We prove Theorem 5.9 in two steps. First, we use the expansion formula of
Theorem 4.5 to prove that the Springer monomial basis Sp, of H*(B“) defined
in (2.7) above is upper-triangular in an appropriate sense. In particular, we study
the expansion of any monomial in .4y with respect to the Springer monomial basis.
Since each Schubert polynomial is a sum of monomials, we are then able to leverage
our results for monomials to prove the desired result for Schubert polynomials. More
specifically, we prove that the transition matrix from {mo(S,,) | w € W(a)} to Sp,,
is invertible.

To begin, recall the commutative diagram from (2.6). In particular, recall that
A~ Clt x t|/Z(Z,) and Ay ~ C[t]/ ev(Z(Z,)) and the maps 7 and 7y denote the

canonical projection maps.

5.1. Monomials. The first class of polynomials we study are monomials in the

ring C[t] ~ C[zy,...,2p_1]. Monomials in C[t] are indexed by weak compositions
0 = (61,...,0,—1) under the exponent identification
5 x% =2 'xi"jf.

We impose the lexicographical total ordering on monomials. In other words, x7 <
x% if and only if 4 < 0, where k denotes the smallest index where the entries of
the compositions v and § differ.
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If T € RSCT, (), then ev(Pry) is a monomial in C[t]. Hence we define the notation
xT = ev(Py).

By Lemma 3.10 the set of all monomials obtained in this way is precisely the set of
Springer monomials Sp, where X is the underlying partition shape of a.. Recall that,
by convention, since x¥ € Sp \ We also write x T to denote the image of the monomial
xT in Ag under 1. Observe that if 7 is the associated exponent composition of x ¥,
then ; is simply the number of inversions in Inv(Y) whose first factor is i. Hence
we will call the composition 7 the inversion vector of Y. For T as in Example 3.3,
the inversion vector is v = (0,2,0,0,2,1,0,0) and x¥ = r372x6. The next lemma
follows immediately from the definition of the total order on RSCT,,(«).

Lemma 5.1. Let T, € RSCT, (). Then Q < T as row strict composition tableaux
(c.f. Definition 3.6) if and only if x* < x¥ as monomials in CIt].

Lemma 5.1 implies that the vanishing property given in Proposition 4.2 is, in
some way, compatible with the total ordering on all monomials. To make this
compatibility precise, for each monomial x° € C[t] we construct a polynomial
Ps(z,x) € C[s x t] such that ev(Ps) = x°. This polynomial serves as an analogue
of Py(z,x) for x¥ when T € RSCT,(a).

Let § = (1,...,0n—1) be a composition of n. If § is the inversion vector for
some Y € RSCT,(«), then set Ps = Py. Otherwise, by Lemma 5.1 there is a
unique maximal Y € RSCT,,(a) such that x¥ < x°. Let v = (71,...,7n_1) denote
the inversion vector of Y. By definition of the total ordering on monomials, there
exists an index k such that v; = §; if i < k and 7y, < dg. Let Inv<(Y) := {(4,5) €
Inv(Y) | i < k}. We define the polynomial Ps(z,x) € C[s x ] by

(5.1) Ps(z,x) :==x" - (x — zjr) - H (x; — zj)
(i,j)EInVSk(T)

where j' denotes the index of the row containing k in T and the composition ¢’ is
defined by

0 ifi <k
57{: (Sk_’ykr_l ifi=k

The following example illustrates the construction.

Example 5.2. Let n =8 and a = (2,3, 1,2). Consider the monomial x? = r3xiTy

with 6 = (0,0,2,0,4,0,1,0). The maximal Y € RSCT, () with x¥ < x° is

3[2
6|4[1]
5
8]7]

with x¥ = 222226 and v = (0,0,2,0,2,1,0,0). Note that the compositions § and
~ agree in the first four entries with d5 > v5 so k = 5 and 7' = 3 in this case. We
have Inv(Y) = {(3,2), (3,4), (5,2), (5,4), (6,4)}, so

Ps = (z527) (x5 — 23) - (23 — 22) (23 — 24) (25 — 22) (25 — 24) .
~——

x’ (z5—2;) with (i,j)€Inv<5(T)
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The next lemma is a technical result proving the key computational properties
of P(;.

Lemma 5.3. Let x° € C[t]. Then we obtain the following:
(1) ev(Ps) =x’, and
(2) Puwy(Ps) = 0 for all Q € RSCT, () such that x** < X%, where ¢, is the
localization map defined in (4.2) above.

Proof. Tt easy to see by construction that ev(Ps;) = x° which proves (1). If § is
the inversion vector for some Y € RSCT,,(«), then (2) is an immediate consequence
of Proposition 4.2. Thus we have only to prove (2) in the case that ¢ is not the
inversion vector for some row strict composition tableau. Let T be the maximal
element of RSCT,,(a) such that ¥ < 2°.

First observe that if Q = T, then ¢,,(FP5) = 0 since the factor (z; — z;/) in
Ps evaluates to zero on any (h,wy - h) with h € s. Now suppose 2 < Y. By
definition of the total order on RSCT, (), there exists (i, j) € Inv(Y) such that the
content of the j-th row of ) contains i. Furthermore, we have that the numbers
i+ 1,...,n appear in the same rows (and the same exact position) of T and Q.
If (i,7) € Inv<x(Y), ie. if ¢ < k, then ¢, (Ps) = 0. Otherwise, if ¢ > k then the
tableaux €2 and YT must contain & in the same row. This implies ¢y, (Ps) = 0 due
to the factor (z — z;/) again evaluating to zero. (]

The following proposition tells us that the expansion of my(x’) in the Springer
monomial basis contains only monomials ¥ for T € RSCT,,(«) such that x° < x7.
This is what we mean when we say that the Springer monomial basis is compatible
with the total ordering on all monomials. Note that the proposition is also true if
we impose the graded lexicographical order on monomials since 7 is a graded map.

Proposition 5.4. Let x° € C[t]. Then
mo(x%) = Z crxt

where the sum is over all T € RSCT,(«) such that x¥ > x%. In other words, if
xT < x%, then ¢y = 0.

Proof. Let x° € CJt] and note that if x> = x¥ for some Y € RSCT, (a), then the
proposition is trivial. We therefore assume that x° # xY for any T € RSCT,(a),
i.e., that § is not the inversion vector for any row strict composition tableaux of
shape a. Consider the polynomial Ps € C[s x {] as defined in equation (5.1) and
write
7T(P5) = Z Cvy: Py € A.
™

Let Y € RSCT,, () be the unique maximal tableau for which x¥ < x°. Theorem 4.5
and Lemma 5.3 together imply Cq = 0 for all 2 < Y. (Note that this fact also
follows from equation (4.4)). Again by Lemma 5.3, we have ev(P;) = x° and hence
co =ev(Cq) =0 forall Q <7T. |

We demonstrate Proposition 5.4 with an example.
Example 5.5. Let n =6, a = (3,3), and § = (0,1,1,0,1). The x° = zyx325 and
Ps = (x93 — 29)(x3 — x2) (w5 — 22). The tableaux

3|12|1
654

’r:
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is the unique maximal element of RSCTg() such that x¥ < x?. In this case, we
have x¥ = xyx3. If we write 7(Ps5) = > v Cyr Pys, then the coefficients Cy can
be computed using Theorem 4.5. The nonzero coefficients are listed in the table
appearing in Figure 2. From this information, we immediately get that
7r0(x‘5) = — (212325 + T1T2x5 + T1T2T3).
If we label RSCTg(ar) = {T1 < -+ < Yoo} with respect to the total order, then
T = T and the set of tableaux corresponding to nonzero coefficients are:
{Tlla TlQ; T14; T15a T17a Tlgv TQO}'

The underlined tableaux correspond to nonzero constant coefficients.

v 5(3|2 6|32 5412 6(4|2 5413 6(4|3| |6]|5]|4

6(4|1 5411 6(3|1 5311 621 5(2]1 31211
X’r/ X1 I1x5 r1x3 I1X3Tsx 1T L1X2T5 T1X2X3
O’I‘/ —(22 — 21)2 (22 — Zl) (ZQ — Zl) —1 (22 — Zl) —1 —1

FIGURE 2. Coefficients of 7(Ps) for n =6, « = (3,3), and § = (0,1, 1,0, 1).

One immediate consequence of Proposition 5.4 is the following.

Corollary 5.6. Let x° € C[t] and let F' € A such that ev(F) = x°. Write
F= Y CrPr.

T ERSCT,, (@)
If Cy # 0 and x¥ < x%, then k = deg(x¥) < deg(x?) = m and Cy € S™F(s*).

5.2. Schubert polynomials. The set of Schubert polynomials {&,,(x) | w € W}
in C[t] is an important collection of polynomials. Note that the map mg : C[t] — Ap
factors through ¢ : A — Ao where A{ ~ H*(B) (see Theorem 2.1) and hence
Sy(x) may be viewed as a polynomial in Aj. It is widely known that Schubert
polynomials are representatives for the Schubert classes in H*(B) and form a basis
of the cohomology ring. The main result of this section is Theorem 5.9 which
states there is a natural subset W(a) C W such that the set of images {my(Sy) |
w € W(a)} form a basis for the cohomology of the Springer fiber Ay ~ H*(B%).
Corollary 5.14 in this section proves an equivariant version of this statement and
generalizes results of Harada—Tymoczko [22] and Harada—Dewitt [9].
Given a permutation w € W, we recall that the inversion set of w is

Inv(w) :={(i < j) | w(i) > w(j)}-

Recall that the length of a permutation w is /(w) = | Inv(w)|. The Lehmer code
of w is defined as the sequence (v1(w),v2(w),...,Vn—1(w),¥n(w)) where i (w)
denotes the number of inversions of w of the form (k,j) for some j. Given any
permutation w and k € [n], it is clear that 0 < ~,(w) < n — k. On the other
hand, given a sequence of nonnegative integers (y1,7%2, - - -, Yn—1,Vn) such that 0 <
Yk < n—k, the following well known lemma defines an explicit permutation w with
Lehmer code (71,72, - sYn—-1,7n)- See, for example, [5, Ch. 2] for a proof.
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Lemma 5.7. Suppose (71,72, -,Yn—1,7Vn) @S a sequence of nonnegative integers
such that vy < n —k for k € [n]. For each such k, define

Wk *= Sk+4~p—1Sk+~,—2 - - - Sk+15k

if v #0, and wy, = e if v, = 0. Then w = wiws ... wy—1 € W has Lehmer code
(V1,725 sy Yn—1,7n = 0), and w is unique with respect to this property.

We now describe the set W(«) € W. This subset is analogous to the set of
Schubert points defined by the first author and Tymoczko in [32], although our
conventions differ, as discussed in Remark 3.4 above. To any T € RSCT,(a) we
define uy to be the unique permutation (as defined in Lemma 5.7) such that the
inversion vector of T equals the Lehmer code of u~y. Define

W(a) :={uyr | T € RSCT,()}.

This collection of permutations has the property that the number of w € W(«)
with Bruhat length k is precisely dim(H?*(B%)). Thus the set W () is the output
of a successful game of Betti pinball in the sense of [22].

Example 5.8. Let n = 8 and o = (2,3,1,2). Take T € RSCT,(a) to be as
in Example 5.2, and recall that T has exponent vector v = (0,0,2,0,2,0,1,0).
Applying Lemma 5.7 we have uy = s45356S557 (where ws = s483, ws = S¢S5,
wy = $7). The Lehmer code of uy is 7.

We can now state the main theorem of this section.

Theorem 5.9. The set {my(Sy(x)) | w € W(a)} forms an additive basis of
H*(B%).

Before we prove the theorem, we review the definition Schubert polynomials
given by Lascoux and Schiitzenberger in [27] and prove a key property about their
monomial expansions. First recall Newton’s divided difference operator 9; : C[t] —
C[t] defined as:

f—si(f)

9;(f) =
Ti — Tit1
where s;(f) is the polynomial obtained by swapping the variables x; and x;; in f.
The Schubert polynomials are defined recursively by first setting
Gy (x) =2 a2y,
where wg = [n,n—1,..., 1] denotes the longest permutation in W and then defining
(5'2) Gw(x) = 81(6111& (X))

if ¢(ws;) = €(w) + 1. Since the divided difference operators 0; satisfy the braid
relations on W, (5.2) is well defined. It was proved separately by Billey, Jockusch
and Stanley in [4], and Fomin and Stanley in [13], that Schubert polynomials are
nonnegative sums of monomials. For more details on Schubert polynomials and
their properties, see [28,29].

Example 5.10. Let n =4 and w = [1,4, 3,2] = s2s350 € W = S4. We have
S1,4,3,9/(x) = 828382(33‘;’903333) = .1?%.’1)3 + x%az3 + x%mg + 212073 + xlx%.

Note that z3x3 is the minimal term appearing in the expansion above with respect
to our monomial ordering, and z323 = x” where v = (0,2, 1,0) is the Lehmer code
of w.
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As noted in the example above, the smallest monomial term (with respect to the
lexicographical order) appearing in &,,(x) is the monomial x?, where v is a Lehmer
code of w. We now prove that this property is true for all Schubert polynomials.

Lemma 5.11. Let w € W and v = (71,72, - - -y ¥n—1,7n = 0) denote the Lehmer
code of w. Then the Schubert polynomial &,,(x) has the expansion:

(5.3) Cu(x) =x7 + Z csx°
§

where ¢5 # 0 implies that X7 < x°.

Proof. We proceed by induction on the Lehmer code of w, which we interpret as
the exponent vector of a monomial. In particular, we induct on degree (i.e. the
number of inversions of w) and use the converse of lexicographical order to induct
on the Lehmer codes of a given degree. When ¢(w) = 0 then w = e so &, =1 and
the desired expansion of &,, holds trivially in this case.

We now assume £(w) > 0 and that there is an expansion of the form (5.3) for
every Schubert polynomial &,(x) with ¢(v) < ¢(w) or £(v) = ¢(w) and such that
the Lehmer code of v is greater than that of w.

For any j < k, let t; 5 := sj8j41-"-Sk—25k—15k—2 - - Sj+15; denote the transpo-
sition which swaps j and k. Monk’s formula for Schubert polynomials implies that
for any k < n and v € W, we have

(5.4) 21,6, (x) = > Guty, (x) — > Gut, ().
i>k j<k
L(uty,j)=L(u)+1 L(utj )=0(u)+1
Equation (5.4) appears in [28, Equation (4.15’)] and in [29, Exercise 2.7.3].

Let ko denote the smallest value for which g, # 0 and (ko, jo) € Inv(w) denote
the unique inversion such that w(ko) = w(jo)+1. Note that such an inversion exists
as w(i) =4 for all ¢ < kg by our assumptions. In particular, this implies w(ko) > ko
and i, = w(ko) — ko. Define v := wty, j, and v’ := vtg,_1x, (if kg = 1, then we
disregard v’). In particular, note that £(v) = £(w) — 1 and £(v') = £(v) + 1 = {(w).
Furthermore, our choice of kg implies that v’ is the unique permutation such that
v = vtjp, with j < ko and £(vt;,) = ¢(v) + 1. Applying Equation (5.4) with
u = v and k = ko now gives us

(5.5) G (%) = 15,64 (%) + G (x) = Y G (x)

where the sum is taken over all w' = vty ; with {(w’) = £(w), j > ko and j # jo.
Let § and ¢’ denote codes of v and v’, respectively, and let 4’ denote the code of
w’ for some w’ appearing in the sum. It is easy to check that

. Yi 1fZ ¢ {ko— 1,]€()}
: itk

0; = {’7 1 1flfk;0 and 5; = 3 Vko ifi=ky—1
¥ He= 0 ifi=k.

In particular, x¥ = xkoxé and x7 < x%'.

We now have only to show that x7 < x7". To start, recall that w’ = Vtg,,; With
l(w') = £(v)+1 and ko < j. This implies v(j) > v(ko) = w(ko)—1. We furthermore
know that j # jo, so v(j) # v(jo) = w(ko). Thus w'(ko) = v(j) > w(ko). By
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construction, v, =+; = 0 for all ¢ < kg which implies w’(#) = ¢ for all ¢ < ko. Since
w' (ko) > w(ko) > ko, we obtain

"Y,;O = w/(ko) — ko > w(ko) — ko = Yko

as desired. This proves x7 < x? for any w’ with code 7/ appearing in the sum
from (5.5). The lemma now follows by induction. d

Example 5.12. In this example, we illustrate Equation (5.5) from the proof of
Lemma 5.11. Let w = [1,5,3,6,2,4]. Then w has Lehmer code (0,3,1,2,0,0).
Using the notation in the proof of Lemma 5.11, (ko, jo) = (2,6) and (w(ko), w(jo)) =
(5,4). We also have

v=wtrs =[1,4,3,6,2,5], and v =vt15=1[4,1,3,6,2,5].

In this case, the sum in Equation (5.5) contains only one summand with w' =
vty 4 = [1,6,3,4,2,5] yielding:

611,5,3,6,2,4](X) = 2261 4.3,6,2,5] (X) + S4,1,3,6,2,5(X) — O[1,6,3,4,2,5 (%)

The codes of v, v and w’ are respectively (0,2,1,2,0,0), (3,0,1,2,0,0) and
(0,4,1,1,0,0).

Remark 5.13. Lemma 5.11 is analogous to Billey and Haiman’s Lemma 4.11 in [2]
which states that x” is the leading term (i.e. maximal monomial) in the expansion
of &, (x) when imposing reverse lexicographical order on the monomials. It should
be noted that reverse lexicographical order is not the converse of lexicographical
order, so [2, Lemma 4.11] does not directly imply Lemma 5.11. However the proof
of Lemma 5.11 given above is modeled after Mcdonald’s proof of [2, Lemma 4.11]
which appears in [28, (4.16)]. The main difference in the proof Lemma 5.11 above
is that we use the “smallest” inversion (i.e. in the proof of Lemma 5.11 we take kg
to be the smallest value for which ~, # 0) and not the “largest”. Observe that
our argument using the “smallest” inversion, as seen in Equation (5.5), does not
yield a manifestly positive formula for the expansion of Schubert polynomials as a
sum of monomials. However, the induction used to prove [28, (4.16)] does give a
positive formula which is stated as a corollary in [28, (4.19)].

We can now prove our main theorem, which shows that the images of the Schu-
bert polynomials corresponding to elements from W (a) form a basis of H*(B%).

Proof of Theorem 5.9. Let w € W(a). Then there exists a unique YT € RSCT, ()
for which w = uy. Let v denote the Lehmer code of w, which is also the inversion
vector of Y. By Lemma 5.11, we can write

Cp(x)=x"+ Z csx?
&

where the sum is over compositions § and x? < x° for all ¢; # 0. We now have
that

70 (G (x)) = mo(x7) + Zc(; mo(x%).

4
Since « is the inversion vector of Y, we have my(x?) = x? = xY. Furthermore,

Proposition 5.4 implies
7T0(X6) = Z dQ XQ
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where the sum is over € RSCT,,(«) where x* > x° > x¥ and hence we can write

(S (x)) = x" + Z gox*"
T<Q
for some coefficients go. This equation implies that the transition matrix from the
set {mo(S.,(x)) | w € W(a)} to the basis {zT | T € RSCT,,(a)} of Ay is invertible.
In fact, it is upper triangular with 1’s on the diagonal. This proves the theorem. [

Let 6,(y,x) € C[t x ] denote the double Schubert polynomial indexed by
w € W; see [29] for the definition. As a corollary of Theorem 5.9, we obtain the
corresponding statement for equivariant cohomology.

Corollary 5.14. The set {n(S,(y,x)) | w € W(a)} forms an S(s*)-module basis
of the equivariant cohomology HE(BY) ~ A.

Proof. By Theorem 5.9, the polynomials {mo(S.,(x)) | w € W(a)} form a homoge-
neous basis of H*(B%). Since evo(S,,(y,x)) = mo(S (%)), the result now follows
from Lemma 2.3. g

Example 5.15. Let n = 4 and o = (2,2). We calculate the image of each Schu-
bert polynomial &,,(x) under my. We first recall the set RSCT4 () and correspond-
ing Springer monomial basis of H*(B%); this data is displayed in the table below
(c.f. Example 4.4).

T 3|1 411 211 312 42 43
412 3|2 413 41 31 2|1
xT 1 T3 To T xr1X3  T1T2

By degree considerations, it suffices to calculate 7o (S, (x)) for £(w) < 2 (if {(w) > 3
then mo(S,(x)) = 0). We obtain the following; note that the last column records
whether or not w is an element of W (a).

w Su(x) m0(Sw(x) | W(a)
e 1 1 yes
S3 T3+ T2 + 21 T3+ T2+ 71 yes
So T + 1 Ty + 21 yes
5283 | Tox3 + T1T3 + T1T2 0 no
5389 T3 + 129 + 23 1% no
S1 o 1 Ty yes
5183 T123 + 122 + a:% T123 + T122 yes
5152 122 122 yes
8981 x% 0 no

For each Schubert polynomial &,,(x), we have underlined the minimal monomial
x7, so 7y is the Lehmer code of w as in Lemma 5.11.

We make two observations from Example 5.15. The first is that the set W («)
does not uniquely satisfy the basis property from Theorem 5.9. In particular,
T0(Gsys, (X)) = To(Gsys,(x)) and hence replacing syse with szso in W(a) also
corresponds to a basis of H*(B%). The second is that each polynomial m(S,,(x))
is a non-negative sum of Springer monomials. This motivates the following question.
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Question 5.16. Let a be a composition of n and w € W and write

(5.6) m(Gu(x) = D> grx".

Y ERSCT,, ()

Do we have gy € Z>¢ for all T € RSCT,, ()7

Note that negative terms can appear in the expansion formula for the image of
an individual monomial 7(x?), as seen in Example 5.5. Looking more closely at
the calculation of m (S, s, (%)) in Example 5.15 we find that

T0(Gsyss (X)) = mo(x223) +mo(T123) +7o(2122) = (—21T3—212T2) +F X123+ 2122 = 0.

Observe that zix3, 2129 € Sp(z’g) while the monomial zoz3 is not an element of
SP(2,2)- This example shows that although the structure constants are nonnegative
in many examples, there is typically some cancellation to take into account. The
answer to Question 5.16 is known to be ‘yes’ in the special case that « is one of
(n), (n—1,1), or (1,1,...,1). Note that when o = (1,1,...,1), the Springer fiber
B« is the full flag variety, and we obtain a positive answer to Question 5.16 using
the formulas from [2,13,28] .

6. CONNECTIONS WITH THE GEOMETRY OF SPRINGER FIBERS

It is well known that the Schubert polynomial &,,(x) is a polynomial repre-
sentative for the fundamental cohomology class of the Schubert variety By,w =
BwowB/B where wy denotes the longest element of W. It is therefore natural to
ask if the polynomials ¢§(&,,(x)) represent a fundamental cohomology class of a
subvariety in the Springer fiber B*. Unfortunately, due the fact that Springer fibers
are usually singular, the classical notion of a fundamental cohomology class of a sub-
variety using Poincaré duality is not defined. However, the notion of a fundamental
homology class of a subvariety is well defined (see [7] or [17, Appendix B]).

We briefly recall the connections between homology classes and Schubert poly-
nomials for the flag variety B, which is smooth. For any subvariety Z C B, let
[Z] denote the corresponding fundamental homology class in H,(B). Since B is
smooth, the Poincaré duality isomorphism implies that for each class [Z], there
exists a unique cohomology class oz for which

oz N[B] =[Z].
Here N[B] : H*(B) — H.(B) denotes the cap product with the top fundamental
class [B]. For the Schubert variety, the class o, := o5, , can be represented by

the Schubert polynomial &,,(x) using the Borel presenta(‘)cion of H*(B).

Recall that the inclusion ¢ : B* — B induces a surjective map ¢ : H*(B) —
H*(B). Since we do not consider equivariant cohomology in this section, we de-
note will denote ¢g by just ¢*. We now give a geometric interpretation of the
classes ¢*(o,) € H*(B), which are represented by the polynomials ¢*(&,,(x)) =
m0(Gw(x)) in Ag. Note that the following proposition is true for any subvariety X
of the flag variety with inclusion map ¢ : X — B (not just Springer fibers).

Proposition 6.1. Let o, € H*(B) denote the fundamental cohomology class of
the Schubert variety By,w. Then

(6.1) " (0w) N[BY] = [¢7 " (9Buow)] € He(B)
for generic g € G.
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Proof. Let r : B — B* denote a desingularization of the Springer fiber B*. Note
that the fact that such a resolution exists is due to Hironaka [23]. Let f :=¢or:
B — B and consider the diagram

N[B*]
—

H*(B) —2— H*(B) H.(B)

Since 7 : B — B is a surjective, birational morphism, we must have that r, ([B]) =
[B*]. This implies

ro(f*(0w) NIB]) = r.(r* 0 ¢*(0w) N [B]) = ¢*(0w) N r:([B]) = ¢*(0w) N [B]
which is the left hand side of Equation (6.1).

Kleiman’s transversality theorem [24] implies that for generic g € G, the preim-
age [~1(gBu,w) is generically transverse. By [12, Theorem 1.23], we have that
F*([9Buwyw]) = [f 1 (gBuwyw)] as elements in the Chow ring of B (graded by codi-
mension). Since smooth pullback commutes with the cycle map from the Chow ring

to cohomology [16, Corollary 19.2], it follows that f*(0w) = 0y-1(48,,.,) in H*(B).

(Note that the maps r, ¢ are proper morphisms and f : B — B is a proper morphism
between smooth varieties. Hence proper pushforward and smooth pullback are well
defined on Chow groups/rings). We now have that

r(f*(00) NIB) = (0 -1(g8y0.) N B = [/~ (9Bugw)))-

Again, by Kleiman’s transversality theorem, the varieties f~!(gBu,w) and
¢ 1(gBu,w) are both generically reduced and of the same codimension. Since

r : B — B* is birational, the varieties f~1(gBuwyw) and ¢~ 1(gBy,w) are also of
the same dimension and hence

T*([fil(glgwow)}) = [¢71(96w0w)]
which completes the proof. O

Observe that the variety ¢~'(gB,,) is simply the intersection B* N gB,, C B .
If we let C,, := BwB/B denote the open Schubert cell, then it is known that for
carefully chosen g’ € G, the collection of nonempty intersections {B* N ¢'C,, | w €
W1} is an affine paving of B* [33,38]. In these cases, the corresponding nonzero
homology classes {[B* N ¢'B,] | w € W} form a basis of H,(B*). We remark that
the generic condition of ¢ € G in Proposition 6.1 typically excludes any ¢’ such
that {B* N ¢'C, | w € W} is an affine paving of B*. Indeed, otherwise the map
N[B*] : H*(B*) — H.(B") would be an isomorphism and imply that the Poincaré
polynomials of Springer fibers are palindromic, which is false in most cases.

One immediate consequence of Proposition 6.1 is that linear relations among the
classes {¢*(0y,) | w € W} in H*(B*) translate to linear relations on {[B* N gBu,w] |
w e W} in H,(B).

Corollary 6.2. Let g € G be generic and suppose that ), v Cw ¢*(0w) = 0 in
H*(B*) for some coefficients c,, € C. Then

> cw B N gBugw] =0

weWw

in Ho(B"). In particular, if ¢*(0,) = 0, then [B) N gBuyw] = 0.
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The converse of this statement is not true since N[B*] : H*(B*) — H.(B?) is
usually not an isomorphism.

Note that ¢*(o,) can be computed explicitly by expanding its polynomial rep-
resentative my(S,,(x)) in terms of the Springer monomial basis using Theorem 4.5.
Hence Corollary 6.2 gives a combinatorially sufficient condition to determine if the
homology classes [B* N gBy,w] = 0 for generic g € G.
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