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ABSTRACT: A molten metal is an atomic liquid that lacks directional bonding and is
free from chemical ordering effects. Experimentally, liquid metals can be undercooled by
up to ~20% of their melting temperature but crystallize rapidly in subnanosecond time
scales at deeper undercooling. To address this limited metastability with respect to
crystallization, we employed molecular dynamics simulations to study the
thermodynamics and kinetics of the glass transition and crystallization in deeply
undercooled liquid Ag. We present direct evidence that undercooled liquid Ag
undergoes a first-order configurational freezing transition from the high-temperature
homogeneous disordered liquid phase (L) to a metastable, heterogeneous, configura-
tionally ordered state that displays elastic rigidity with a persistent and finite shear
modulus, u. We designate this ordered state as the G-phase and conclude it is a
metastable non-crystalline phase. We show that the L—G transition occurs by
nucleation of the G-phase from the L-phase. Both the L- and G-phases are metastable
because both ultimately crystallize. The observed first-order transition is reversible: the

Enthalpy

Undercooled

Time

G-phase displays a first-order melting transition to the L-phase at a coexistence temperature, T . We develop a thermodynamic

description of the two phases and their coexistence boundary.

ince the early work of Goldstein,' the picture that has

formed the basis for the thermodynamic description of
deeply undercooled liquids and their freezing transition to the
glassy state is as follows.” ® An undercooled liquid that
configurationally freezes to a glass is a metastable state of
matter that ultimately crystallizes given adequate time to explore
its entire available configurational phase space. Crystallization is
triggered by a relatively improbable fluctuation whereby the
liquid or glass crosses a crystal nucleation barrier. If the waiting
time for this improbable fluctuation sufficiently exceeds the time
required for the liquid to explore its available noncrystalline
configurations, one may define a metastable configurational
entropy for the liquid, Sc = In W, where W enumerates the
available noncrystalline configurations or inherent states versus
their total potential energy (PE), ¢.

The laboratory glass transition is most commonly viewed as a
dynamic transition accompanied by a dramatic slow-down in
kinetics as one approaches the glass transition temperature, T,.
The possible existence of an underlying thermodynamic glass
transition is at best a controversial topic. Notwithstanding, there
are numerous reports in the literature suggesting that a
metastable undercooled liquid may exist in multiple thermody-
namic phases separated by so-called liquid—liquid phase
transitions (LLPTs) at coexistence boundaries. Most reported
examgles involve either complex molecular liquids such as
H,0,” p-mannitol,® triphenyl phosphite,” or elemental liquids
such as Si, where an LLPT transition is believed to be related to
the crossover from a covalent tetrahedrally coordinated liquid
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state to metallically bonded state with higher atomic
coordination,'® or elemental P and S, which can form molecular
or extended structures.' > For metals, evidence of an LLPT has
been reported in complex multicomponent bulk metallic glass-
forming alloys.">™" Particularly in the case of metallic glass-
forming alloys, the reported LLPTs may be more appropriately
viewed as thermodynamic liquid—glass phase transitions.
Experimental studies of LLPTs are frequently hampered by
the limited metastability of undercooled melts due to
intervening crystallization. Even so, deeply undercooled metallic
liquids can be achieved experimentally,16 especially with the
electromagnetic levitation technique.'”~ "

We consider here a single-component metallic liquid, which is
the simplest atomic liquid with neither directional bonding nor
chemical ordering effects. In addition, elemental metal liquids
are expected to be rheologically very fragile.”® Elemental
amorphous metals were first produced experimentally by
deposition of metal vapor onto cryogenically cooled substrates
held at 4.2 K, where atomic mobility and crystallization are
kinetically arrested.”’ While the as-deposited thin films were
shown by diffraction methods to be amorphous, they
subsequently crystallized abruptly upon heating to ~30—-50 K,
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Figure 1. Cooling and heating process of Ag: (A) cooling process for the 32 000 atom system with various cooling rates of 3.4 X 10'%, 1.7 X 10", 0.68 X
10" and 0.34 X 10'* K/s; (B) RDF of the quenched structure at 300 K with various cooling rates of 3.4 X 10'2, 1.7 X 10'2, and 0.34 X 10" K/s; (C)
heating of glassy Ag (32 000 atoms) with various heating rates of 1.7 X 10", 0.68 X 10'% and 0.34 X 10'*K/s; (D) RDF of heated structures at 1100 K;
(E) cooling of the 256 000 atom system with various cooling rates of 3.4 X 10'% 0.68 X 10'2,0.34 X 10", 1.7 X 10"}, and 0.34 X 10" K/s; and (F) RDF
of the quenched structure at 300 K with various cooling rates of 3.4 X 10'% 0.68 X 10", and 0.34 X 10" K/s.

suggesting that an elemental amorphous metal is inherently
unstable with respect to crystal nucleation and/or growth. The
crystal growth velocity in undercooled liquids was later
determined in both theory and experiment.'”** On the basis
of the low crystallization temperature, it was also assumed that
an elemental metallic glass must exhibit a very low glass
transition temperature, T,. More recently, it was reported that
picosecond laser pulse melting of submicron strips of refractory
metals (Ta and V) followed by quenching at a rate exceeding
10" K/s produces a glass in the melted zone™ that remains
stable at ambient temperature. Using molecular dynamics (MD)
simulations, An et al.>* demonstrated that 30 nm liquid Cu
nanodroplets quenched from the equilibrium melt form a glass
at cooling rates as low as 2 X 10" K/s when quenched onto a
low-temperature noncrystalline metal substrate. A broad
apparent glass transition was observed during quenching at
around 700—800 K, evidenced by a drop in liquid enthalpy and
freezing of the atomic configuration. By contrast, quenching the
same nanodroplet onto a cold crystalline Cu substrate resulted
in the droplet crystallizing by crystal growth from the substrate.
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It was concluded that the quench rate was sufficient to suppress
crystal nucleation within the droplet but insufficient to prevent
crystal growth from the crystalline substrate.

In the present work, we carried out continuous MD cooling
simulations to study glass formation upon quenching of pure
liquid Ag. We found that cooling rates as low as ~3.4 X 10" K/s
are sufficient to form a glass by quenching from the liquid.
Indeed, undercooled states of liquid Ag can be achieved
experimentally using even lower cooling rates.”> We found that
the enthalpy drop during cooling through the glass transition
becomes progressively sharper and larger as the cooling rate is
lowered. These observations motivated us to study of the
thermodynamics and kinetics of the glass transition and crystal
nucleation for isothermal (N,P,T) and (N,V,T) ensembles. For
isothermal ensembles, the liquid to glass transition for elemental
Ag develops the hallmark signatures of a first-order thermody-
namic phase transition, including latent heat, entropy jump,
reversibility (remelting of the glass), and cooling/heating
hysteresis, plus evidence that the glass phase forms by nucleation
from the liquid (L) phase. We developed a method to image the
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spatial distribution of configurational enthalpy and entropy to
show that this metastable glassy state, denoted as the G-phase, is
inherently heterogeneous with a characteristic length scale, A.
Using two-phase coexistence simulations, we demonstrate that
the transition from undercooled liquid L-phase to the G-phase is
reversible. We show that the L- and G-phases coexist in
metastable equilibrium at a glass melting temperature T ;. We
locate T by observing the motion of the L—G interface above
and below the coexistence temperature. Unlike the more fluid L-
phase, the G-phase exhibits persistent long-range elastic rigidity
with a finite shear modulus, u(T), that persists over the time
scale of its metastability, as determined by ultimate crystal
nucleation. That is, atomic displacements in the metastable G-
phase obey elastic compatibility constraints (i.e., Saint Venant
equations)”® that restrict atomic rearrangement in the glass by
imposing persistent long-range correlations in the atomic
configuration. These correlations extend over distances well
beyond the range of interatomic forces. We propose that the
discontinuous emergence of persistent long-range elastic
interactions is the underlying mechanism that results in a first-
order L—G transition and accompanying reduction in configura-
tional entropy. The present results demonstrate that the
heterogeneous elemental Ag G-phase, like the gas and liquid
phases, is a macroscopically isotropic, albeit metastable, state.

To explore the thermodynamics and kinetics of undercooled
elemental Ag, we carried out MD simulations over time scales
ranging up to tens of nanoseconds on systems with sizes varying
at N = 4000, 32 000 and 256 000 atoms. Briefly, we use the Ag
Embedded Atom Model (EAM)*” with the parameters fitted to
quantum mechanics (QM) simulations and exgeriment with the
MD controlled by the LAMMPS software.”® The simulation
details can be found in the Supporting Information (SI).

Figure 1A shows the PE per atom, ¢)(T), of a 32 000 atom Ag
system versus temperature under constant cooling/heating rate
conditions between 300 and 2000 K, a temperature range of AT
= 1700 K, with 0.5, 1.0, 2.5, and 5.0 ns cooling times. For the
highest cooling rate (3.4 X 10" K/s; blue curve), we observe an
inflection in the ¢(T) cooling curve at around 600—700 K.
While vibrational modes rapidly equilibrate during the quench,
configurational relaxation is suppressed by the ultrafast cooling,
and the system exhibits only weak evidence of configurational
freezing. No evidence of crystallization is observed, as confirmed
by the liquid-like pair correlation function obtained in Figure 1B
following the quench. At the lowest cooling rate (3.4 X 10" K/s;
black curve), a factor of 10 lower, crystallization intervenes
sharply at ~750 K, as evidenced by the pair correlation function
in Figure 1B. Further analysis shows that the crystallized sample
exhibits a face-centered cubic (fcc) structure in which a single
crystal spans the entire MD cell.

For intermediate cooling rates, glass formation occurs at both
1.7 X 10" K/s (green curve) and a still lower cooling rate of 6.8
x 10" K/s (orange curve). For the two intermediate cooling
rates, the system displays rather abrupt configurational freezing
with a sharp inflection at ~700 K and a final PE intermediate
between the crystallized system and the most rapidly quenched
system. The pair correlation function of the latter system reveals
that it is glassy (Figure 1B). Henceforth, we shall discriminate
between liquid (L), glass (G), and crystal (X) phases. As a
preliminary structural fingerprint for crystallinity, the intensity of
the second peak in the radial distribution function (RDF)
(Figure 1B) around 0.4 nm provides a useful signature. A more
detailed analysis of the glass structure will be given below,
revealing that there is no long-range order in the G structures.
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The second RDF peak represents the distance between atoms at
opposite vertices of an octahedron. Octahedral atomic clusters
are largely absent in metallic glasses but are present in the ratio of
1 per atom in a fcc crystal. Finally, we note that the apparent T,
of the green and orange curves lies slightly below the
crystallization event T, (black curve).

Figure 1C displays reheating curves obtained for the glass
produced by quenching at 1.7 X 10" K/s (green curve in Figure
1A). The reheating rates are 1.7 X 10'2 6.8 x 10", and 3.4 X
10" K/s. At the highest heat rate (green curve), the glass ¢¢(T)
curve shows only a vibrational Dulong—Petit term [(3/2)RT]
plus a small anharmonic “aT® term up to a temperature of
~1200 K. The glass then “remelts” directly back to the liquid
with no apparent intervening crystallization. At the two lower
heating rates, the glass crystallizes upon heating with a sharp
drop in ¢(T) at ~1000 K (black curve at 3.4 X 10" K/s) and
~1150 K (orange curve at 6.8 X 10" K/s). Continued heating
results in the crystallized samples remelting at about 1400—1450
K. Two-phase single crystal—liquid simulations described below
show that the equilibrium melting point of our model fcc Ag is
1250 K (see Figure SI1A,B, SI). Thus, some overheating of the
crystalline Ag is observed at these heating rates. We characterize
the liquid—glass versus a crystal using the second peak in the
RDF, as shown in Figure 1B,D. Even at the ultrafast heating rates
used in Figure 1C, the direct “remelting” of the glass is extremely
sharp. The apparent slope of the ¢(T) curve during remelting is
equivalent to a specific heat jump of about Ac, & 120 J/mol-K ~
15R for the crystal and Ac, = 85 J/mol-K ~ 10R for the glass,
respectively. Such a sharp remelting transition points to first-
order melting. There is clear asymmetry between the critical
cooling rate versus heating rate required to avoid crystallization.
Figure 1C shows that the minimum heating rate to bypass
crystallization upon reheating the glass is greater than 1.7 X 10"
K/s (T glass to liquid &~ 1200 K, green curve Figure 1C), while
the minimum cooling rate to form glass upon cooling is less than
6.8 X 10" K/s (T liquid to glass ~ 750 K, orange curve Figure
1A). A similar heating vs cooling asymmetry is actually observed
experimentally in bulk metallic glasses.”’

To investigate system size effects on the glass transition and
crystallization kinetics, we carried out additional simulations for
a larger system with doubled MD cell parameters (16 versus 8
nm) and N = 256 000 atoms. Results for the constant cooling
simulation for the larger system are shown in Figure 1E,F. Figure
1E shows the PE per atom obtained at various quench rates.
Figure 1F shows the corresponding RDF obtained following
quenching at rates of 1.7 X 10'2, 0.68 X 10'2, and 0.34 x 10"
K/s. We observe that the critical quench rate to form the glass
appears to be lower than that observed for the N = 32 000 atom
system. At first, this result seems puzzling when one considers
that traditional homogeneous nucleation theory predicts that
the crystal nucleation rate should be related to system size.”
Comparing Figure 1AB with Figure 1EF implies that the
waiting time for crystal nucleation increases with cell size, which
suggests that the periodic boundary conditions imposed in our
simulations influenced the formation of a critical crystal nucleus
for the 32000 atom system. However, the 16 nm cell of the
256 000 atom system was sufficiently large that only the G-phase
was formed. In the following, we investigate this behavior and
show that periodic boundary conditions are the underlying
origin of this system size effect. The solidification and nucleation
kinetics of metallic liquids could be examined experimentally
using the fine (10—20 pm) droplet samples.>'
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Figure 2. (A) Isothermal MD for a 32 000 atom system at 900 (black), 850 (red), 800 (green), and 500 K (blue) and (B) with RDFs from 850, 800,
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liquid.

To further identify this G-phase, we extended the RDF
analysis to 2.0 nm for the quenched crystal phase. The RDFs for
the L-phase at 1300 K (above T,,) and 300 K and for the G-
phase at 300 and 0 K are shown in Figure S2A, SI. The structure
factor S(g) for these three phases was computed and is displayed
in Figure S2B. The G-phase exhibits a structural character
similar to that of the L-phase. The long-range order exhibited by
the crystal phase disappears beyond 1.2 nm in the G-phase,
showing that it is not a crystal phase.

To illustrate the structural difference between the G-phase
and L-phase, we performed Honeycutt—Anderson (HA)
analysis”* on these two phases at 800 K. As shown in Table
S1, SI, the characteristic HA indices of the G-phase are mainly
1421 and 1422, suggesting large amounts of fcc and hcp
character in the G-phase. In contrast, the characteristic HA
indices in the L-phase are 1541 and 1551, indicating that the
liquid structure has significant icosahedral character. Exper-
imental evidence of the icosahedral short-range order was
obtained in other undercooled elemental metallic liquids, e.g.,
Ni, Zr, Fe, and Co."®'” We also performed HA analysis on the
larger G-phase with 256 000 atoms/cell. The results, listed in
Table S1, show that the 1421 and 1422 HA indices increase
slightly as the system size increases from 32000 to 256 000
atoms. Thus, this character of the G-phase is expected to apply
to the infinite system.
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The ultrafast rates used in constant heating and cooling runs
discussed above bias the system toward falling out of equilibrium
with respect to configurational degrees of freedom. At these
rates, the application of equilibrium thermodynamic principles
to study glass formation is questionable at best. To establish
metastable configurational equilibrium in a liquid and/or glass at
fixed temperature requires configurational relaxation of the
liquid/glass for times significantly longer than the liquid a-
relaxation time. Crystallization inevitably intervenes. To explore
metastable liquid/glass equilibration and the limits of
metastability imposed by crystal nucleation, we carried out
isothermal simulations vs time. This was implemented by taking
snapshots from the MD configurations during a constant cooling
run at a target temperature T and then imposing a MD
thermostat to fix and hold the temperature. This allowed the
liquid configuration (blue curve in Figure 1A) to evolve at the
fixed temperature. Configurational evolution of the liquid then
proceeds at the given temperature until interrupted by glass
formation and/or crystal nucleation.

Figure 2A shows ¢(T) vs time for these isothermal segments
for the 32000 atom system. At T = 900 K, the liquid is
equilibrated within the first few picoseconds displaying a fixed
¢.(T) that remains constant (with fluctuations about its average
value) out to S ns. There is no evidence of either crystallization
or configurational freezing at 900 K. The liquid achieves
metastable equilibrium with respect to both vibrations and

https://dx.doi.org/10.1021/acs.jpclett.9b03699
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Figure 3. (A) Thirty isothermal runs for a 256 000 atom system at 800 K; (B) histogram of the PE of G-phases at 1 ns at T = 800 K; (C—F) PE density
map for one glass structure at various times: (C) 50 ps, (D) 75 ps, (E) 100 ps, and (F) 1 ns (color coded by PE density).

configurations. The simulations at 850 and 800 K show an
equilibrated liquid that abruptly undergoes a transition to a glass
state following a waiting time that varies from 100 to 300 ps.
Prior to this glass formation event, the liquid ¢ (T) remains
constant, showing only fluctuations about its metastable
equilibrium value. Once nucleated, the glass state rapidly
equilibrates to a constant and well-defined value of ¢o(T) that
subsequently persists for the duration of the simulation (5 ns).
At SO0 K, a glass forms initially and then exhibits a value of ¢(T)
that decays steadily and abruptly drops upon crystallization. The
RDF analyses of S ns structures at 850, 800, and 500 K are
displayed in Figure 2B, indicating the liquid to glass/crystal
transition. Multiple (30) simulations were carried out at each
temperature (Figure S3A—E, SI). Figure 2C shows three
representative examples at 850 K. The first example (black
curve) results in formation of a stable glass state that persists to 2
ns, yielding a final value of ¢¢(T) ~ —2705 meV/atom. In the
second example (green curve), the system forms an intermediate
glass state with roughly the same PE and then abruptly
crystallizes in a two-stage sequence beginning at about 1 ns
and followed by a secondary step at 1.75 ns, yielding a final
energy (x(T) &~ —2727 meV/atom. In the third example (red
curve), no intermediate glass is apparent, and crystallization
occurs at about 350 ps followed by a secondary step leading to a
final ¢4 (T) &~ —2728 meV/atom. Figure 2D shows the RDF for
the final glass state and crystalline states at 850 K. The relatively
smaller value of the second maximum in the glass (or liquid)
indicates substantially fewer octahedral atomic clusters versus
the fec crystalline phase.

Of the 30 simulations for N = 32 000, with a duration of 2 ns at
850 K, 11 resulted in formation of a metastable glass, while 19
resulted in a crystallized final state. Thus, the phase evolution
pathway in our simulations at 850 K is clearly stochastic. The
system selects different pathways depending on the details of the
initiall MD microstate. Extending the simulations to 10 ns
revealed that three of the glasses at 2 ns crystallized while eight

636

persisted to 20 ns without crystallization. It is of interest to
examine how the final system PE is distributed after 2 ns or
longer simulation times. This is displayed in the histogram in
Figure 2E,F. The outcome at 2 ns is clearly bimodal with 11 glass
states and 19 crystallized states separated in PE by an apparent
gap. After extending the runs from 2 to 10 ns, 3 of the 11 glass
states at 2 ns subsequently crystallized. In particular, states of
intermediate PE ¢(T) lying in the gap region between glass and
crystal energies are apparently relatively unstable, quickly
decaying to a lower-energy crystalline state. As glass states
crystallize over extended simulation time, their population in the
glass peak of the bimodal distribution decays, as seen in Figure
2F. This provides an estimate of the characteristic waiting time
for a metastable glass state to crystallize, i.e., the nucleation time
for a stable crystal to form and grow in a glass. On the basis of the
limited statistics (11 glass states at 2 ns decay to 8 at 10 ns), we
estimate a mean crystal nucleation time from a relatively relaxed
glass at 2 ns to be ~30 ns.

We carried out ~30 separate MD runs at T = 750, 800, 825,
850, and 875 K in the liquid (Figure S3A—E). Using these
results, we computed the average elapsed time to the onset of
glass nucleation from the liquid at each T. Figure 2G shows the
logarithm of the average nucleation time for glass formation vs T.
Assuming that the L—G transition is a first-order nucleated
process, the plot may be interpreted as a time—temperature—
transformation t—T—T diagram for glass nucleation from the
liquid. Apparently, for temperatures above 900 K, the glass
nucleation time exceeds practical MD simulation capabilities.
This is consistent with Figure 2A where the liquid remains
metastable throughout the simulation. The solid curve in Figure
2G is a fit to the data based on a simple classical nucleation
model for glass nucleation. The fit assumes the nucleation
barrier height scales as (T — T) ™% where Ty refers to the
thermodynamic melting point of the Ag glass phase. As will be
shown below, we determined Tg ) to be ~1125 K by using the
two-phase simulation method. Therefore, Figure 2G provides

https://dx.doi.org/10.1021/acs.jpclett.9b03699
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Figure 4. Glass formation and crystallization versus time at 800 K for a 4000 atom system exhibiting the PE versus time, shown in (A). Fraction of fcc +
hcp atoms versus time (B). The actual fcc (yellow) and hep (gray) atoms were identified from the HA analysis as a function of time at 80 (C), 110 (D),
and 150 ps (E). We find that distinct and separate clusters of fcc/hcp atoms are formed in local but separate regions. The clusters do not span the MD
cell and have a typical radius of ~2 nm. Crystallization is trigged when a large cluster of fcc atoms forms by merging of fcc grains (F, 400 ps) that merge
(G, 500 ps) and ultimately span the MD cell (H, 560 ps). This is followed by rapid formation of a single crystal that includes over 80% of the 4000 atom

system, as seen in (B).

direct evidence that the L—G transition occurs by nucleation of
the G-phase from the L-phase. It further implies the glass
nucleation time above 900 K rises with an exp[—C/(Tgy —
T)™2] dependence. Extrapolation to T =~ 1000 K implies a
laboratory nucleation time scale of ~1 s or more.

Following the results shown in Figure 1E,F, we proceeded to
assess the effect of the MD cell size on glass nucleation and
crystallization during isothermal runs using the larger cell size
(16 vs 8 nm) with N = 256000 atoms. We carried out 30
isothermal runs at 800 K following the same procedures as those
for the 32000 atom system. The PE versus time curves are
shown in Figure 3A, and the PE distribution is displayed in
Figure 3B. The glass nucleation process can be observed in
Figure 3C—F. For the larger system, the L—G transition is
observed in every run with no crystallization in any of the runs.
Further, the nucleation time for the G-phase is much better
defined and repeatable. At 800 K, the mean time for glass
nucleation is ~0.1 ns. Apparently, crystal nucleation is
dramatically suppressed in the larger system. This result is
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quite striking because traditional homogeneous nucleation
theory suggests that the waiting time for an initial nucleation
event should scale inversely with system size. This size effect is
dramatic in that no crystallization occurs in the larger system. To
understand the origin of this effect, we examined the mechanism
of crystallization in smaller 32 000 and 4000 atom systems using
HA analysis to identify how the critical crystal nucleus is formed.

Figure 4A displays the time evolution of the PE during a
typical isothermal run for a small 4000 atom system at 750 K.
The initial liquid transforms to a glass beginning at ~50 ps and
finishing at ~120 ps. The glass remains stable to ~400 ps and
then abruptly crystallizes between ~450 and 550 ps. Using HA
analysis, we identified atoms having either an fcc or hcp
environment and treated all other atoms as noncrystalline.
Figure 4B shows the number of fcc/hcp atoms (essentially close-
packed atoms) versus time. During glass formation from the
liquid, this number increases to ~1000 atoms, or ~25% of 4000
atoms, and then remains roughly constant. Upon crystallization,
the number of fcc/hep atoms jumps abruptly to about 2500
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Figure S. (A) Enthalpy map of various phases (explained in the text) as extracted from our MD simulation of Ag. (B,C) Thermodynamic functions
s(T) and g(T) of the liquid, glass, and crystalline phases calculated from the fits to the enthalpy vs T for each phase as described in the text: (B) entropy,

(C) free energy (Gibb’s at fixed P = 0). (D) Molar volume vs T.

atoms (~65% of the atoms) and then continues to steadily
increase. Figure 4C—E shows snapshots of all fcc/hcp atoms at
80, 110, and 150 ps as the liquid to glass transition occurs. These
atoms form isolated and compact clusters that are separated by a
boundary of noncrystalline atoms. The typical radius of these
clusters is 1.0—1.5 nm. These clusters contain both fcc and hep
atoms, indicating that the local close-packed structure includes
stacking faults. The local clusters are surrounded by regions
containing only noncrystalline atoms that comprise the majority
of the glass structure. Figure 4F—H shows snapshots illustrating
the development of the largest fcc cluster during crystallization.
Two ordered clusters transiently merge at about 400 ps, forming
a single larger cluster at ~500 ps. This larger cluster impinges on
the (upper/lower) boundary of the MD cell, causing this critical
cluster to span the MD cell. Owing to the periodic boundary
conditions, this cluster interacts with its image on the opposite
cell face to form the spanning cluster. At this point, the cluster
rapidly grows to fill the entire MD cell.

Thus, we expected that the probability of crystallization of the
larger 256,000 atom system (with a ~16 nm cell dimension)
would be dramatically reduced. Indeed, none of our 30 cases
crystallized. One might expect the probability of a spanning
cluster to decrease exponentially, as e /A, with system
dimension L, where k is some constant of order unity (based
on the present results). We conclude that in the limit N — oo
crystallization of the G-phase should become rare and effectively
unobservable on the MD time scale. In other words, the
metastability of the G-phase with respect to crystallization is
quite robust in the thermodynamic limit.

The PE per atom for the various isothermal MD runs shown in
Figures 2A,C and 3A is the sum of vibrational and configura-
tional terms. Assuming metastable equilibrium at each T, the
average vibrational PE per atom is expected to have the form
¢*(T) = (3/2)RT + aT? + ..., where the first term is the classic
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Dulong—Petit contribution and the second (+ higher order)
smaller term accounts for anharmonicity (terms beyond second
order in T are neglected). Vibrational equilibrium for any phase
is achieved rapidly, within ~1 ps, because the system explores
the vibrational degrees of freedom at typical Debye frequencies.
For a given phase y, where y = L, G, or X, assumed to be in
equilibrium or metastable equilibrium, we designate its
configurational PE at fixed T and P = 0 as (ﬁCI( T). This is the
average configurational PE of the inherent states of the phase y at
T and ambient pressure. In equilibrium, the total average PE is

¢Z(T) = ¢CZ(T) + (3/2)RT + aXT2 + higher-order
(1)

In general, the anharmonic coefficient a, depends on the
phase because configurational states of higher PE are expected to
exhibit greater anharmonicity. In equilibrium or metastable
equilibrium of phase y at T and P = 0, the total energy (potential
+ kinetic energy) is identified directly with the total specific
enthalpy ¢,(T) = hx(T, P = 0) of phase y. In equilibrium,
enthalpy is a state function of T for each metastable or stable
phase. For example, the initial liquid at 900 K (Figure2A) rapidly
equilibrates (<1 ps), achieving a stationery value ¢b (900 K) out
to S ns. Similarly, at 800 and 850 K (red and green curves), the
liquid equilibrates to a steady-state value ¢ (T) within <1 ps.
The initial liquid achieves a metastable equilibrium enthalpy
prior to any phase changes. This equilibrium value of enthalpy
remains stationery up to 100—300 ps prior to glass nucleation.
For the glass phases formed at 800 and 850 K (red and green
curves in Figure 2a), the glass equilibrates on a time scale of 10s
of ps. At both temperatures, a well-defined stationery steady-
state value of pg(T) is established at 2 ns. We take this value to
be the metastable equilibrium value of ¢5(T) at the respective T.
To validate the assumption of equilibrium, we compare the final

anharmonic terms
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value for each glass (e.g., 11 glasses for 850 K at time 2 ns) to that
obtained in the extended MD runs for same glass at 10 ns. The
differences are comparable to the noise level of ~3 meV/atom.

We compiled a list of metastable equilibrium values for ¢p¢(T)
from 750 up to 875 K. To obtain data above 875 K, the glasses
that nucleated below 900 K were heated to higher temperatures,
held isothermally, and allowed to configurationally equilibrate
without crystallizing. The reheating results are provided in
Figure S4, SI. Combining this data, we established metastable
equilibrium values of ¢(T) for temperatures ranging from 750
up to 1100 K. Above 1100 K, the glass phase melts (as described
below). Combining results for ¢ (T) and ¢g(T), we
constructed the metastable equilibrium curve for ¢,(T) =
h,(T, P =0) for the L- and G-phases. Similarly, an enthalpy vs T
diagram was constructed for a single crystal of Ag assumed to
have zero configurational enthalpy, i.e., ¢x(T) contains only the
vibrational contributions. This amounts to ignoring defects in
the single crystal. In fact, few defects are observed in the
simulations of the single crystal up to temperatures approaching
its melting point, Ty. The h,(T, P = 0) plots for the L-, G-, and
X-phases are shown in Figure SA, where the data are fitted using
eq 1. For the single crystal (X), we obtain

¢4 (T) = —2855.9 mV/atom + 0.1255T
(22)

where the units for specific enthalpy are meV/atom. For single-
crystal fcc Ag, the anharmonic term has an experimental value of
~2 X 1075 (meV/atom-K?) as estimated from the thermal
expansion coefficient and bulk modulus of fcc Ag.*>> Our MD
model for fcc Ag gives good agreement with experiment.

Assuming that the metastable liquid from 750 K to high
temperature (~1500 K) is at its high-temperature limit with a
fixed configurational enthalpy, our fit yields

+ 2222 x 10°°T?

¢, (T) = —2761.8 mV/atom + 0.1255T

+ 4205 X 10°°T> (2b)

The assumption that the liquid is at the high-temperature
limit is justified by demonstrating that the results give a
consistent description of the liquid/crystal phase equilibria.
Justification is further provided by the excellent quality of the
fits, with a correlation of 99.80% for variance of the fit versus that
of the liquid data. To include the T dependence of the liquid
configurational enthalpy requires a model. For instance, a
traditional model with a Gaussian distribution of inherent states
gives a T~ term in addition to the constant term that represents
the high-temperature limit. The quality of our fits suggests that
such a term must be small over the temperature range where the
fitting is carried out. Indeed, there is no argument to suggest that
the traditional T™' is an appropriate model. Using the high-
temperature approximation, we find that the liquid has
significantly higher ¢, (T) than the crystal over the range of
temperatures of interest (750—1500 K). The liquid also exhibits
a greater anharmonicity coefficient by a factor of ~1.9, as might
be expected.

For the glass, we once again ignore the T dependence of
¢ c(T). This is justified if we obtain a consistent description of
the heat of crystallization of the glass and heat of the L-G
transition over the relevant range of temperature. It is further
justified by the excellent quality of the fit to the glass data (a
correlation of 99.8% of the variance accounted for). Neglecting
configurational contributions to the T dependence of the glass
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enthalpy is thus reasonable, at least over the temperature range
above 700 K. Fitting to the glass yields

¢(T) = —2828.3 mV/atom + 0.1255T
(2c)

The glass data in Figure SA are from isothermal MD runs and
from subsequent MD runs where the metastable glass was
heated to higher temperatures (up to 1100 K). At 1125 K and
above, the glass was observed to reversibly melt back to an
equilibrium liquid. This remelting essentially establishes that the
L—G transition is reversible, albeit with a hysteresis effect
evidenced by undercooling behavior of the liquid.

The fitted enthalpy curves shown in Figure SA are assumed to
be metastable equilibrium state functions for the L-, G-, and X-
phases. As such, the principles of thermodynamics apply, and
other thermodynamic state functions such as specific heat,
entropy, free energy, etc. may be directly computed from the fits.
The entropy of each phase is obtained by integration of dh/T.
The integration constant must be determined independently for
each phase. The single crystal is a natural choice for a
thermodynamic reference state. At its melting point, the entropy
of fusion determines the liquid entropy. We use the entropy of
the crystal at room temperature as a reference state and fix
sx(T=300K, P =0) = 0. Room temperature is chosen to avoid
quantum effects on vibrational modes when compared with
experimental data because the MD simulations are classical. The
heat of fusion of single-crystal fcc Ag from MD is 124.9
meV/atom at a melting point of 1250 K. The entropy of fusion is
thus 9.639 J/mol K, of which roughly 2/3 (6.328 J/mol-K) is
configurational with the balance vibrational, according to our
fits. The entropy of fusion fixes the integration constant for the
liquid (relative to the crystal), giving the entropy curves in
Figure SB for the L- and X-phases.

Turning to the glass, the integration constant for the entropy
can be fixed by requiring the entropy change upon melting the
glass to the liquid at 1125 K agree with that obtained in the
coexistence simulation described below. Alternatively, we could
force agreement with the heat release observed when the glass
nucleates from the liquid at a lower temperature. Using the
former method, we obtain the final L, G and X entropy curves in
Figure SB. Because the specific Gibbs free energy (at P = 0) is
given by g = h — Ts, we can also obtain the specific free energy
curves for the L-, G-, and X-phases, as shown in Figure SC.
Because the isothermal simulations are done at P = 0, the
equilibrium or metastable equilibrium volumes of the MD cell
are available at each T. The molar volumes data, v(T), for the
three phases are shown in Figure SD.

We now have a rather complete set of approximate
thermodynamic state functions for the L-, G-, and X-phases at
zero pressure. The results are approximate because we have
treated the configurational enthalpy of the phases as an additive
constant to the vibrational terms. This assumption is expected to
be reasonable over the range of temperatures where the data are
available for each phase (ie, 750—1500 K for the liquid,
750—1125 K for glass).

Returning to the question of the glass structure and how it
differs from that of the liquid, we developed a method to reveal
how configurational enthalpy is spatially distributed within the
system. The time scale for vibrational motion is in the subps
range, whereas configurational changes occur over much longer
time scales (10 ps—1 ns). To separate the configurational
contribution, we do ergodic time averaging of the PE of each

+3.102 x 10°°T?
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A G-phase (T=750 K)

B G-phase (T = 850 K)

C Crystal (T =850 K)

Figure 6. (A—C) Atomic PE density map and local atomic structures of the final glass state at 2 ns and (A) 750 and (B) 850 K; (C) atomic PE density
map and local atomic structures of the crystal at 850 K. The fcc, hcp, and other atoms are represented by the yellow, black, and gray balls, respectively.
Notice that the low PE ordered regions are isolated and surrounded by liquid-like regions. Further, the ordered regions, while predominantly fcc, also

contain many stacking faults (layers of hcp atoms).

atom over 1—2 ps. This time scale is 10 times greater than the
MD time step (107" s). Essentially, we perform an ergodic
average over vibrational motion. The resulting PE for each atom
is averaged over many periods of vibrational motion. Provided
that the averaging is done on a time scale sufficiently shorter than
the configurational relaxation time, this eliminates vibrational
noise to reveal only the atomic variations in the configurational
term. Figure 6A,B shows spatial maps of such a vibrationally
averaged PE for each atom throughout the final glass structure
following 2 ns of MD time at 750 and 850 K. These spatial maps
yield the atomic variations in ¢g(T) to reveal a distinct
heterogeneous structure within the glass phase. For comparison,
the same map for the crystallized structure at 850 K is shown in
Figure 6C. An instructive movie showing the temporal
development of this structure as the glass forms from the liquid
is included in the SI

To correlate these PE density maps with local atomic
structures, we used the HA analysis to identify the fcc, hcp,
and other atoms, as shown in Figure 6A—C. Several features of
the glass phase are notable. The heterogeneous structure in
Figure GA consists of ordered regions with low ¢ 5(T) (dark
blue) and disordered regions of higher ¢°5(T) (yellow/green).
The ordered regions possess substantial fcc short-range order
(with a relatively high density of octahedral interstitial sites) and
resemble close-packed nanocrystals but with visible curvature in
the atomic planes. This curvature suggests that these regions are
either under substantial elastic stress or that they contain
“plastic” defects that serve to accommodate the curvature. These
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“solid-like” ordered regions are topologically isolated and
surrounded by disordered “liquid-like” regions with consistently
higher ¢ G(T). Our analysis reveals that the liquid-like
disordered regions contain diverse atomic environments and a
small degree of icosahedral order and generally are more
polytetrahedrally packed than the ordered regions. The
metastability of this heterogeneous structure over 2—10 ns
implies that at both 750 and 850 K the glass contains no
supercritical fcc nuclei. The glass structure is a mixture of fcc-like
core regions embedded in a surrounding liquid-like disordered
medium. The scale of the nanostructure appears to depend on
temperature, with the 850 K glass exhibiting a noticeably coarser
heterogeneous nanostructure. We refer to the length scale of
heterogeneity as A(T). To investigate the glass stability and the
variation of A(T) with T, we heated the G-phases nucleated at
low temperature (below 900 K) to higher temperatures and
allowed them to equilibrate isothermally. Upon heating to
950—1200 K, the metastability of the glass with respect to
crystallization became very robust. Crystallization was not
observed in any of the coexistence MD simulations.

To further confirm the metastability of the G-phase, we
computed the Gibbs free energy (Gy) of each atom in the G-
phase at 800 K using the two-phase thermodynamics (2PT)
model>* In 2PT, the thermodynamic properties, such as
entropy (S) and Helmholtz free energy (F), are derived from
the vibrational density of states obtained from the Fourier
transform of the velocity autocorrelation function along a 20 ps
trajectory. Thus, the Gibbs free energy is G¢= F + PV, where P is
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Figure 7. (A,B) Atomic PE density map (A) and free energy map (B) of the final glass state at 2 ns and 800 K. The unit of energy in the legend is eV.
(C,D) Free energy distribution of a fcc-like core region (C) and liquid-like region (D).

the atomic pressure and Vis the atomic volume. The PE density
map and G; map are displayed in Figure 7A,B, respectively.
Although the fcc-like regions have a lower PE than the liquid-like
regions, the Gy is essentially constant between these regions.
This suggests that the G-phase structure is in thermal
equilibrium, validating the stability of the G-phase. We also
examined the G¢ distribution in the fcc-like core region and
liquid-like disordered region, as shown in Figure 7C,D. The
liquid-like region shows a broader distribution of Gy, suggesting
larger fluctuations than the core region, while the average G
values of these two regions are very similar.

The free energy diagrams of the L-, G-, and X-phases in Figure
SC predict that the metastable G- and L-phases should coexist at
a temperature in the neighborhood of 1100 K. To examine
coexistence, we prepared a 32 000 atom glass at 850 K, then
heated it to various higher temperatures, and allowed
equilibration. This glass was then brought into contact with a
32000 atom liquid system prepared by undercooling from high
temperature so that it contained no glass. The two systems were
brought into thermal contact at various temperatures to form a
64 000 atom, ~8 nm X 8 nm X 16 nm system that was allowed to
evolve under isothermal MD,*® as shown in Figure 8A. A spatial
map of the vibrationally averaged PE of each atom and the total
overall average PE ¢)“;(T) per atom during the evolution are
shown in Figure 8B. Below 1125 K, the initial liquid phase
freezes to glass, while above 1125 K, the initial glass melts and
the system becomes entirely liquid, as shown in Figure 8C,D. No
crystallization is observed during any of these coexistence
simulations (2 ns). The crystalline phase must nucleate from
either the glass or liquid, but nucleation of the fcc crystal is not
expected at the shallow undercoolings (with respect to Ty =
1250 K) of the coexistence simulations. We conclude that L- and
G-phases coexist in metastable equilibrium at Tgy ~ 1125 K
(Figure 8A), as predicted by the free energy diagram in Figure
SC. This is the melting point Ty of the G-phase. We see that
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the L—G interface in Figure 8B becomes quite rough during
melting and/or solidification. Because the G-phase is inherently
heterogeneous on the length scale A, a sharp interface is not
expected. During equilibration (melting or solidification) near
Tgm /A monotonically increases to ~4—5 nm. This compares
with A & 2—3 nm for glasses initially obtained at 750—850 K.
This suggests that A exhibits an inherent temperature
dependence, but it could be that coarsening of the glass
structure is occurring.

The melting point of the fcc Ag single-crystal system was
determined using similar L—X two-phase simulations to be Ty,
~ 1250 K (see Figure S1). This compares favorably with the
experimental melting point of fcc Ag (1234 K), providing
additional evidence for the accuracy of the EAM force field used
in our simulations. At the L—G coexistence temperature, the
liquid and glass are both undercooled with respect to the X-
phase by only ~125 K. As a result, crystal nucleation rates are
evidently very low and not observable on the MD time scale of
the coexistence simulations. The two-phase simulations confirm
the prediction of a coexistence point, as implied by the free
energy diagram of Figure SC. They further confirm that the L-
and G-phases are separate and distinct metastable phases
connected by a first-order melting transition.

To understand the underlying physical origin of the glass state
and its relationship to the liquid state, we examined the role of
long-range elasticity and stress in stabilizing the glass. It is of
particular interest to compare the shear rigidity of the L- and G-
phases. To validate the EAM potential for Ag, we computed the
elastic constants of the single-crystal Ag at room temperature.
We obtained C;; = 122.1 GPa, C;; = 90.9 GPa, and C,, = 46.2
GPa, in good agreement with experimental values of C;; = 124.0
GPa, Cj, =93.7 GPa, and Cyy = 46.1 GPa,*® indicating that our
EAM force field accurately captures the elastic properties of
metallically bonded Ag.
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Figure 9. (A) Shear stress—shear strain relationship and (B) stress relaxation. Simulations at T = 1000 K.

In the context of elasticity, it is important to note that both the
L- and G-phases are macroscopically isotropic phases. For a
macroscopic sample, the thermodynamic properties of both
phases are invariant under rotation or translation, with a unique
shear modulus y. The existence of shear rigidity for any
macroscopic phase is in fact always conditioned on the existence
of a time scale for configurational changes. Even a crystal under
applied shear strain, given sufficient time, will relax the induced
stress by formation of dislocations or other defects that give rise
to configurational rearrangement to yield a plastic response. In
the case of crystals, this is generally ignored as the theory of
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linear elasticity is based on well-defined elastic constants
assumed to be thermodynamic state functions. Likewise, it is
generally assumed that liquids do not support shear on any
practical time scale. A glass is generally described as a viscous
liquid with a very high viscosity or relatively long configurational
relaxation time. Glasses support shear over long but finite time
scales.

To compare the rigidity of the Ag G-phase to that of the L-
phase, we carried out simulations at fixed T under a time-
dependent applied shear strain to obtain a time-dependent shear
modulus. The entire MD cell was subjected to a rhombohedral
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affine shear strain at a relatively low strain rate of 0.25 ns ™" or 2.5
% 10® s, Strain was applied in small (0.1%) increments and the
stress response of the system determined. Figure 9A shows the
stress/strain response of the G-phase at 1000 K (125 K below
Tm) to rhombohedral shear applied in the xy, yz, and xz
directions.

We observed a linear elastic response. An average value of y =
6.0 GPa was obtained for the three directions. For the L-phase at
1000 K, we obtained u < 1 GPa. Given the noise in the stress
response, the values of ;1 obtained were subject to a significant
error of order +1 GPa. Statistically, the y for the L-phase was
effectively zero within the errors involved, while the G-phase
exhibited an unambiguous shear modulus at the applied strain
rate. To determine the shear stress relaxation time for the glass, a
total strain of 1% was imposed and then held fixed while the
stress was allowed to relax under the applied strain, as shown in
Figure 9B. We observed a stress relaxation time for the G-phase
during glass formation at lower temperatures. Using a simple
Maxwell model, an estimate of the viscosity of the glass was
116(1000 K) = y X 7 = 1.8 Pa-s. This is far higher (by 3 orders of
magnitude) than the known experimental viscosity of liquid Ag
near its melting point (1240 K), reported to be ~4 X 1073 Pa:s.
On the basis of this analysis, the viscosity of the Ag G-phase at
1000 K is 2—3 orders of magnitude greater than that of liquid Ag.
Thus, the L—G transition is accompanied by a discontinuous
jump in viscosity of the liquid. That is, our Ag G-phase is a
relatively viscous liquid with a shear modulus that persists over
time scales comparable to its metastability. This is an extremely
important observation because it implies that configurational
rearrangements in the glass phase are subject to long-range
elastic constraints arising from elastic compatibility require-
ments. Such constraints reduce the configurational entropy of
the glass relative to that of the liquid, consistent with the
observed entropy drop at the L—G transition. It is notable that
hysteresis effects in the undercooled liquid viscosity of well-
known bulk metallic glass-forming alloys have been reported,
showing jumps of 2—3 orders of magnitude as the hysteresis
loop is traversed.'® The same liquids exhibit hysteresis effects in
the molar volume of the liquid versus T."* Both observations
bear remarkable resemblance to the behavior of the L- and G-
phases of Ag presented here.

The first-order L—G transition reported in this work is a
transformation from one macroscopically isotropic metastable
phase (the undercooled L-phase) to another isotropic
metastable solid-like G-phase. We refer to the G-phase as a
glass, although its viscosity, (1000 K) = 2 Pa-s, is far lower than
that of a laboratory glass at its kinetic glass transition, i.e., 7 &
10'? Pa-s. Laboratory glasses are kinetically stabilized in real time
against crystallization as the temperature is lowered toward the
conventional T,. The G-phase in Ag exhibits enhanced
metastability with respect to crystallization near its melting
point, Ty The concept of glass metastability is meaningful
only if defined with respect to the relaxation time for its
configurational degrees of freedom. To achieve metastable
equilibrium, the L- or G-phases must explore all noncrystalline
configurations available at a given T before crystallization
intervenes. In a bulk laboratory metallic glass near its T,
metastability is quantified by comparing the configurational
(Maxwell) relaxation time to the crystallization time. The ratio
of the latter to the former quantifies the extent to which the glass
equilibrates and thereby determines the applicability of
thermodynamics. For laboratory glasses near T, crystallization
typically occurs over minutes, hours, or days,”® whereas the

643

Maxwell relaxation time (at T,) is typically 10—100 s. Thus, the
ratio is typically ~10°—~10°. The configurational (Maxwell)
relaxation time of the Ag G-phase ranges from 10 to 100s of ps
depending on temperature, while we found its crystallization
time to depend on system size. For the 256 000 atom case where
finite size-induced crystallization (the MD cell-spanning
mechanism) is suppressed, our results show that crystallization
is essentially absent on practical MD time scales (~50 ns) at all
temperatures of 750 K or higher. Thus, the ratio of the
crystallization time to the Maxwell relaxation time is at least of
order 10%, similar to typical laboratory metallic glasses near Tg. In
this view, the degree of metastability is comparable for the
simulation and laboratory cases. These arguments emphasize
that metastability is a relative concept.

The L-phase is homogeneous on the atomic scale, while the
G-phase displays a distinct heterogeneous topological structure
with a characteristic length scale A, typically several nanometers.
The G-phase contains isolated ordered regions with local fcc-like
short-range order, having a lower (than average) PE per atom.
The HA analysis shows that these regions contain clusters of
atoms with fcc- or hep-type atomic environments. These regions
exhibit strongly curved atomic planes, point defect clusters,
stacking faults, and dislocation defects. They are isolated
topologically, being surrounded by liquid-like regions. This
indicates that they are not equilibrium crystals. The ordered
regions are surrounded by a continuous matrix of disordered
liquid-like regions having noncrystalline atomic structure, high
configurational enthalpy, and greater polytetrahedral short-
range order. Owing to this heterogeneous structure, the ordered
regions are incoherent with neighboring order regions. There-
fore, there is no long-range order on length scales exceeding A ~
2 nm, the size of these regions. It is this feature that leads us to
conclude that the G-phase is non-crystalline as opposed to a
crystalline state.

The L—G transition is first-order and occurs by nucleation of
the G-phase from the undercooled L-phase at a significant
degree of undercooling. For example, the G-phase nucleated
from the liquid at 750—850 K is undercooled by 275—375 K
with respect to its melting temperature Ty = 1125 K. The
freezing/melting transition of the G-phase is reversible, albeit
with significant hysteresis. The glassy G-phase coexists in
metastable equilibrium with the liquid L-phase at its melting
point Ty = 1125K. The G-phase is further distinguished from
the L-phase by the emergence of elastic rigidity with a finite
persistent shear modulus, p(T). We suggest that the
discontinuous emergence of global rigidity in the G-phase
results in long-range elastic interactions between spatially
separated local configurational excitations. In metallic glasses,
these configurational excitations are known to have a string-like
character®”® and involve localized cooperative rearrangements
of roughly 10—20 atoms.*” This cooperative atomic rearrange-
ment gives rise to a characteristic plastic strain of the rearranging
core atomic cluster. As shown by Eshelby,*® a localized plastic
strain within this core induces a long-range elastic stress field in
the surrounding elastic medium. This stress field in turn perturbs
energy levels of other spatially separated string defects, resulting
in “defect—defect” interactions that are of the long-range power-
law type, extending far beyond the range of local interactions
between atoms. The first-order character of the observed L—G
transition in Ag is thus likely related to the emergence of these
long-range interactions.
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