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Abstract. In this paper we extend the polynomial time integration framework to include
exponential integration for both partitioned and unpartitioned initial value problems. We then
demonstrate the utility of the exponential polynomial framework by constructing a new class of
parallel exponential polynomial block methods (EPBMs) based on the Legendre points. These new
integrators can be constructed at arbitrary orders of accuracy and have improved stability compared
to existing exponential linear multistep methods. Moreover, if the ODE right-hand-side evaluations
can be parallelized efficiently, then high-order EPBMs are significantly more efficient at obtaining
highly accurate solutions than exponential linear multistep methods and exponential spectral deferred
correction methods of equivalent order.
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Polynomial time integrators [4, 7] are a class of parametrized methods for solv-
ing first-order systems of ordinary differential equations (ODEs). The integrators are
based on a new framework that combines ideas from complex analysis, approximation
theory, and general linear methods. The framework encompasses all general linear
methods that compute their outputs and stages using interpolating polynomials in
the complex time plane. The use of polynomials enables one to trivially satisfy or-
der conditions and easily construct a range of implicit or explicit integrators with
properties such as parallelism and high-order of accuracy.

In order to extend the utility of the polynomial framework, we generalize it to
include exponential integration. Exponential integrators are a general class of methods
that incorporate exponential functions to provide increased stability and accuracy for
solving stiff systems [24]. Continuing efforts to construct and analyze exponential
integrators have already produced a wide range of methods [2, 12, 27, 29, 22, 23
28, 24, 38] that can provide improved efficiency compared to fully implicit and semi-
implicit integrators [19, 27, 31, 35].

Incorporating parallelism into exponential integrators remains an open question.
Typically, parallelism is applied within an exponential scheme to speed up the estima-
tion of exponential matrix functions and their products with vectors; examples include
parallel Krylov projections [32] and parallel rational approximations of exponential
functions [45, 20, 42, 43]. To the best of our knowledge there has only been limited
research in developing exponential integrators that naturally incorporate parallelism
in their stages and outputs. Exponential propagation iterative methods of Runge-
Kutta (EPIRK) type methods with independent stages [40] and parallel exponential
Rosenbrock methods [33] constitute exceptions to this assessment. However, both

*Submitted to the journal’s Methods and Algorithms for Scientific Computing section March 30,

2020; accepted for publication (in revised form) February 1, 2021; published electronically May 13,
2021.

https://doi.org/10.1137/20M 1321346

Funding: This work was supported by the National Science Foundation through grants DMS-
1216732 and DMS-2012875.

TDepartment of Applied Mathematics, University of California, Merced, Merced, CA 95343 USA
(tbuvoli@ucmerced.edu).

A1692

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.


https://doi.org/10.1137/20M1321346
mailto:tbuvoli@ucmerced.edu

Downloaded 07/13/21 to 169.236.1.253. Redistribution subject to STAM license or copyright; see https://epubs.siam.org/page/terms

EXPONENTIAL POLYNOMIAL BLOCK METHODS A1693

of these approaches are limited since they require a restricted integrator formulation
that only permits a limited number of stages to be parallelized. Furthermore, it is
difficult to derive arbitrary-order parallel schemes of this type.

The aim of this work is therefore twofold. First, we extend the polynomial frame-
work to include exponential integration and introduce a general formulation that en-
compasses all families of exponential polynomial integrators. Second, we demonstrate
the utility of the framework by presenting several method constructions for deriving
both serial and parallel exponential polynomial block methods (EPBMs) with any
order of accuracy. Unlike existing exponential integrators, the new parallel method
constructions enable simultaneous computation of all their output values.

This paper is organized as follows. In sections 1 and 2 we provide a brief intro-
duction to polynomial methods and exponential integrators. In section 3 we extend
the polynomial framework to include exponential integration and introduce polyno-
mial block methods (PBMs). In section 4 we propose several general strategies for
constructing parallel or serial PBMs of any order. We also introduce a new class of
PBMs based on the Legendre points. Next, in section 5, we analyze and compare the
stability regions of the new methods to existing exponential Adams—Bashforth (EAB)
and exponential Runge-Kutta methods (ERK). Finally, in section 6, we perform nu-
merical experiments comparing EPBMs to a variety of other high-order exponential
integrators.

1. Polynomial time integrators. Polynomial time integrators [4, 7] are a gen-
eral class of parametrized methods constructed using interpolating polynomials in the
complex time plane. The polynomial framework is based on the ODE polynomial
and the ODE dataset. The former describes a range of polynomial-based approxi-
mations, and the latter contains the data values for constructing these interpolants.
The primary distinguishing feature of a polynomial method is that each of its stages
and outputs is computed by evaluating an ODE polynomial. Broadly speaking, the
polynomial framework encapsulates the subset of all general linear methods with co-
efficients that correspond to those of ODE polynomials.

In the subsections that follow, we briefly review the ODE dataset, the ODE
polynomial, and the notation used to describe polynomial time integrators.

1.1. The ODE dataset. The ODE dataset is an ordered set containing all pos-
sible data values for constructing the interpolating polynomials that are used to com-
pute a method’s outputs. At the nth timestep an ODE dataset contains a method’s
inputs, outputs, and stage values along with their derivatives and their temporal
nodes. The data is represented in the local coordinates 7 where the global time is

(1.1) t=r7+ty,
and r is a scaling factor. An ODE dataset of size w is represented with the notation
(1'2) D(T7 tn) = {(Tja Yis T‘fj)};uzl >

where y; ~ y(t(7;)), and f; = F(t(7;), y;)-
1.2. The ODE polynomial. An ODE polynomial can be used to represent a

wide variety of approximations for the Taylor series of a differential equation solution.
In its most general form, an ODE polynomial of degree g with expansion point b is

(13) plrity =y w0

i
=0 7

)

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/13/21 to 169.236.1.253. Redistribution subject to STAM license or copyright; see https://epubs.siam.org/page/terms

A1694 TOMMASO BUVOLI

where each approximate derivative a;(b) is computed by differentiating interpolating
polynomials constructed from the values in an ODE dataset D(r,t,). For details
regarding the most general formulations for the approximate derivatives a;(b) we
refer the reader to [4, 7].

Adams ODE polynomials are one special family of ODE polynomials that are
related to this work. Every Adams ODE polynomial can be written as

(1.4) p(r5b) = Ly(b) + /b " Lr(e)de,

where L, (7) and Lp(7) are Lagrange interpolating polynomials that respectively ap-
proximate y(¢(7)) and its local derivative ry/(t(7)). These polynomials can be used
to construct classical Adams—Bashforth methods and their generalized block counter-
parts from [7].

1.3. Parameters and notation for polynomial methods. During the timestep

from ¢,, to t,41 = t,, + h, a polynomial method accepts inputs y[n]

J
puts yj[-nﬂ], where j =1,...,q. Every input and output of a polynomial method

approximates the differential equation solution y(t) at a particular time. In local
coordinates we represent these time points using the node set {z; };1:1 such that

and produces out-

(1.5) ij”] ~y(t, +rz;) and yj[m_l] ~

y(tn+rz; +h).
The input nodes of a polynomial method scale with respect to the node radius r,
which is independent of the stepsize h = ra. The parameter o« = h/r is known as
the extrapolation factor and its value represents the number of times the node radius
divides the timestep. For large a the distances between a method’s input nodes will
be small relative to the stepsize, while the opposite is true if « is small. In general,
polynomial methods are described in terms of » and « rather than r and A since these
are natural variables for working with polynomials in local coordinates.

The polynomial framework encapsulates the subset of all general linear methods
[3] that are constructed using ODE polynomials. The most general formulation for a
polynomial method with s stages and g outputs is

Y; = pj(cj(@),bj(@)), j=1....s,

(1.6) o

:pj+8(zj + o bj-i—s(a)), i=1...,q,

where Y; denote stage values, ¢;(c) are stage nodes, and p;(7;b) are all ODE poly-
nomials constructed from an ODE dataset containing the methods inputs, outputs,
and stage values. From this general formulation it is possible to derive many different
families of polynomial integrators, one example being PBMs from [7]. In this work we
will generalize (1.6) for exponential integrators, and then explore the special subcase
of exponential PBMs.

1.3.1. Propagators and iterators. All polynomial integrators are parametrized
in terms of the extrapolation factor o that scales the stepsize relative to the node ra-
dius r. A direct consequence of having two independent variables that control stepsize
is that all polynomial integrators naturally fall into one of two classes. If a > 0, then
the method is a propagator that advances the solution forward in time. If « is zero,
then the stepsize h = ra = 0, and the method reduces to an iterator that recomputes
the solution at the current timestep.
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@ inputs SN, . L4,
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outputs +
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(a) An iterator recomputes the solution at the (b) A propagator advances the solution for-
same time points, so that tg-nJrl] = tg-n] ward in time so that tg-nJrl] = tg-n] + ra.
Fic. 1.1. Iterator and propagator methods. Input times " and output times t Y re shown

J
on the real t line for a method where the nodes z; are three equispaced points. Iterators can be useful
for correcting or updating an approzimate solution, while propagators are traditional timestepping
schemes.

In Figure 1.1 we provide a visualization for these two types of methods. Iterators
can serve several purposes, such as computing initial conditions, computing continuous
output, or improving the accuracy of a candidate solution. The notion of using
an iterator to improve the accuracy of a solution shares many commonalities with
predictor corrector approaches for block methods [44] and spectral deferred correction
methods [13, 11]. A detailed discussion of propagators and iterators is outside the
scope of this paper. In this work, we will provide a first look at how iterators and
propagators can be combined to create composite methods.

2. Exponential integrators. Exponential integrators are a class of numeri-
cal methods for solving stiff initial value problems [24]. They are derived from the
prototypical semilinear equation

(2.1) y' =Ly + N(t,y), y(to) = Yo,

where the autonomous linear operator L and the nonlinear operator N (¢,y) are chosen
so that they approximate the original ODE problem. In practice, the linear operator
L is selected so that it captures the majority of the stiffness of the right-hand side.

There are two well-known classes of exponential integrators, namely partitioned
exponential integrators [12, 2, 39] and unpartitioned integrators [40, 47, 48]. In the
following two subsections, we briefly introduce each one.

2.1. Partitioned exponential integrators. If an initial value problem can be
naturally partitioned into a semilinear equation of the form (2.1), then it can be solved
using a partitioned exponential integrator. The exact solution to (2.1) is obtained by
applying the discrete variation of constants formula to obtain the integral equation

(2.2) y(t) = ey (L) +/t e "IEN(s,y(s))ds.

n

Partitioned exponential integrators treat the linear term L exactly while approxi-
mating the nonlinearity N(s,y(s)) with a polynomial. For example, the second-order
ERK, ETDRK2, from [12],

1
Yl = ehLyn + / e(l_S)hLN(tna yn)ds,

(2.3) 0
Yn+1 = ehLyn + / 6(175)“_‘ [N(tmyn) =+ S(N(tn-‘rla Yl) - N(tnayn))] ds,
0
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utilizes polynomials that are constructed using stage values. Similarly, the second-
order EAB method [2, 12],

1
(24) Yni1 = "Ly, + h/ e N (t,,yn) + $(N(tn, Yn) — N(tn—1,yn—1))] ds,
0

utilizes a Lagrange interpolating polynomial constructed using previous solution val-
ues. Since exponential integrators involve weighted integrals of polynomials and ex-
ponentials, they are frequently expressed in terms of the p-functions,

e”, n:()v

2.5 n(z) = 1 ! :
( ) P ( ) (n 1)' / ez(l—é)sn—lds7 n>0.
-y

For example, using this notation the Adams—Bashforth method (2.4) is
Ynt1 = o(hL)yn + @1 (RL)AN (tn, yn) + @2(RL)R(N (tn, Yn) — N(tn-1,Yn-1)).

2.2. Unpartitioned exponential integrators. Unpartitioned exponential in-
tegrators [40, 47, 48] can be used to solve the more general initial value problem

(2.6) y = F(t,y), y(to) = yo-

The key intuition is that one may obtain a localized semilinear problem of the form
(2.1) at ¢ = t,, by rewriting the system in its autonomous form y’ = F(y) and then
rewriting F'(y) as

F(y)=F(yn) +Ju(y —yu) + R(y),

(2.7) R(y) = F(y) = [F(yn) + I (y — yu)],

where y, = y(t,) and J, = %—s(y(tn)) is the Jacobian of y(t) at ¢ = t,. The
linear operator J,, takes the place of L in (2.1) and the remaining terms form the
nonlinearity. Given the initial condition y(¢,) = yn, the solution of (2.6) is

t
(2.8) y(t) = et Iny, + / et = [F(y,) — Ju yu + R(y) ds.

tn

Depending on the approximation that is chosen for the remainder term R(y) one
arrives at different families of unpartitioned exponential integrators [40, 47, 48].

3. Exponential polynomial methods. In this section we introduce the ex-
ponential equivalent of the generalized classical polynomial method (1.6), and then
describe the family of EPBMs. To accomplish this, we first extend the definitions of
the ODE dataset and the ODE polynomial. To be consistent with existing exponen-
tial integrators, the exponential extension of the ODE polynomial approximates the
integral equation (2.2) by replacing the nonlinearity with a polynomial approximation.

3.1. Exponential ODE dataset and ODE polynomial. We first discuss
the extension of the ODE dataset and ODE polynomial for the partitioned initial
value problem (2.1). We can trivially extend the classical ODE dataset by adding
the nonlinear derivative component N (t,y(¢)) to each data element. Since the linear
term is treated exactly by an exponential integrator, there is no need to include it.
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DEFINITION 3.1 (partitioned exponential ODE dataset). An ezponential ODE
dataset Dy (r, s) of size w is an ordered set of tuples

(3.1) Dy (r,s) ={(1j, y; rfj, Ny},

where t(1) = r7 + s, y; 2 y(t(7;)), £; = Ly; + N(t(7),y;), and N;j = N(t(7;),y;)-

To arrive at a generalization of the ODE polynomial (1.3), we first rewrite (2.1) in
local coordinates 7, where t(7) = r7 + t,,, and then assume that the initial condition
is provided at 7 = b. The corresponding integral equation for the solution is

(3.2) y(r) = T Orby (b) 4 /bT eI EN(t(s), y (t(s))ds.
By expanding the nonlinearity around 7 = b, we can express the exact solution as
B3 )=y ¢ [y el

=1 -

where Cj(b) = F
If we assume that the Taylor series converges uniformly within the domain of interest,
then we can exchange the sum and the integral. Finally, using (2.5) we see that the
solution is an infinite series of p-functions,

(3.4) yv(7) = @o((r — b)rL)y(b) + Z T —10b)’ <pj ((t = b)rL)c;(b).

Notice that this series is an exponential generalization of a Taylor series, since as
L — 0 we recover the Taylor series for the solution expanded around b.

To derive the classical ODE polynomial (1.3) one replaces the exact derivatives
in a truncated Taylor series with polynomial approximations. Therefore, to derive
its exponential equivalent, we will truncate the infinite series in (3.4) and replace the
constants c¢; with a polynomial derivative approximation of the nonlinear term. We
also allow the initial condition y(b) to be replaced with a polynomial approximation
of the solution at 7 = b. We formally define this type of approximant as follows.

DEFINITION 3.2 (partitioned polynomial ¢-expansion). A partitioned polynomial
p-expansion Y (7;b) of degree g is a linear combination of o-functions

(3.5) (13 0) = wo((7 — b)rL)ag(b) + Z T — by —b)rL)a;(b),

where each approzimate derivative a; (b) must be computed using the values from a
partitioned exponential ODE dataset Dy (r,s) = {(7;,y;,7£;,7N;)}{ as follows:
1. The zeroth approrimate derivative ag is calculated in the same way as for a
classical ODE polynomial. In other words,

(3.6) a0 = h(b),

where h(1) =~ y(t(1)) is a polynomial of lowest degree that interpolates at
least one solution value in Dy(r,s) and whose derivative h'(7) interpolates
any number of full derivative values so that
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i) =y for ke Aand A+#0,
B (1) = rf for k € B,

and the sets A and B contain unique indices ranging from 1 to w.

2. The remaining approzimate derivatives a;(b), j > 0, are calculated by differ-
entiating polynomial approrimations of the nonlinear derivative component
rN(y(t(7))). In particular,

a1 )
(37) aj(b) = de—llj(T) s 7> 07

T=b

where 1;(1) is a Lagrange interpolating polynomial that interpolates at least
one nonlinear derivative component value in the ODE dataset Dy (r,s). We
may express the conditions on l;(T) mathematically as

Li(mk) = TNk for kel andC +#0,

where C7 is a set that contains unique indices ranging from 1 to w.

A polynomial gp-expansion generalizes a classical ODE polynomial in the sense
that as L — 0, it reduces to (1.3). To further understand the properties of polynomial
(p-expansions, it is convenient to introduce a new ODE polynomial that approximates
the truncated Taylor series for the local solution rN (¢(7),y(7)), expanded around the
point 7 = b.

DEFINITION 3.3 (ODE derivative component polynomial). An exponential ODE
derivative component polynomial of degree g is a polynomial of the form

(388) pv(rib) = a+<b>j<j—b>
Jj=0 ’

where the approzimate derivatives a;(b) are given by (3.7).

Using this definition we can rewrite a polynomial ¢-expansion in two additional
ways:
1. The integral formulation:

ODE derivative component polynomial expanded at b.

, \
(3.9) P(7:b) = e"LT7T0) a(b) +/ M=) v (s;b) ds.
— 1 b
\
Interpolating polynomial approximating y(¢(7)) evaluated at b.

This representation explicitly shows the polynomial approximations that have
been substituted into the integral equation (3.2). To show equivalence with
the p-expansion (3.5), apply the change of variables s = (7 — b)v + b, and
simplify using (2.5).

2. The differential formulation: 1(7;b) is the solution of the linear system
(3.10) y'(r) = rLy + pn(73b), y(b) = a(b).

From this representation we see that all polynomial (p-expansions can be
computed by solving a linear differential equation and that it is possible to
use the value of a polynomial p-expansion at time ¢; as an initial condition for
computing the polynomial p-expansion at time to > t1. To show equivalence
to (3.9) simply apply the integrating factor method with e7.
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As is the case for a classical ODE polynomial, there are many ways to select the
approximate derivatives for a polynomial p-expansion. To simplify method construc-
tion, we introduce a special family of polynomial ¢-expansions that is related to the
Adams ODE polynomial (1.4) for classical integrators.

DEFINITION 3.4 (Adams g-expansion). The polynomial p-expansion (3.9), (3.10),
(3.5) is of Adams type if it satisfies the following two conditions:

1. The interpolating polynomial h(T), used to set the zeroth approzimate deriv-
ative ag(b) = h(b), is a Lagrange interpolating polynomial L,(T) that inter-
polates at least one solution value in an ODE dataset.

2. The ODE deriwative component polynomial pn(7;b) = Ly (7) where Ly (1) is
a Lagrange interpolating polynomial that interpolates any number of derivative
component values in an ODE dataset.

The three equivalent representations for an Adams polynomial p-expansion are

1. integral U(r;b) = ™YL, (b) +/ eI Ly (s)ds,
b

2. differential Y (1) =rLy 4+ Ln(7), y(b) = Ly(b),

3. p-expansion  ¥(7;b) = po(rL(T — b)) Ly(b) + Z(T - b)k+1L<1\];)(b)(pk+1(TL(T —b)).
k=0

We name these simplified p-expansions Adams ¢-expansions for two reasons. First,
they reduce to a classical Adams ODE polynomial (1.4) as L — 0. Second, we can de-
rive EAB and Adams—Moulton methods [2] using an Adams @-expansion constructed
from an ODE dataset with equispaced nodes.

3.1.1. Obtaining coefficients for polynomial p-expansions. From (3.5) we
see that all polynomial p-expansions are linear combinations of p-functions where the
weights are expressed in terms of the approximate derivatives a;(b). All approximate
derivatives can be written as linear combinations of the data elements in the cor-
responding exponential ODE dataset, and a detailed procedure for obtaining these
weights is described in [4, Sect. 3.7]. For Adams p-expansions, the procedure for
obtaining coefficients is simpler and is described in Appendix A.

3.1.2. Extension to unpartitioned problems. We can also extend the ODE
dataset and the ODE polynomial for the unpartitioned problem (2.6) using local
linearization. To derive an unpartitioned polynomial (p-expansion we

1. rewrite (2.6) in autonomous form,
2. reexpress the equation in local coordinates T,
3. locally linearize around 7 = ¢ to obtain (2.7) with y,, — y(¢) and J,, —
%(yf)v and
4. assume that the initial condition is supplied at 7 = b.
Using the integrating factor method, the corresponding solution is

(3.11)  y(r) =TIy, 4 7“/ TV [F(ye) = I(ye) ye + R(y)) ds,
b
where yo = y(70), y¢e = y(£), and J(y) = %(y) is the Jacobian of the right hand side

evaluated at y. Next we introduce the unpartitioned ODE dataset

(3.12) Dr(r,s) = {(7j, yj, 7€, 7R} R; = R(y;),

j=1"
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and an associated ODE derivative component polynomial pg(7;b) that is defined
identically to the ODE derivative component polynomial in Definition 3.3, except
that the approximate derivatives are now formed using R; instead of N;. To obtain
an unpartitioned polynomial y-expansion, we make the following replacements to
(3.11):

(3.13) vo — ag(b), yi— ag(l), and R(y(s)) — pr(s;d),

where ag and &g are zeroth-order approximate derivatives defined in (3.6), and pr(s; b)
is an unpartitioned ODE derivative polynomial expanded at b.

In comparison to the partitioned polynomial g-expansion we have an additional
parameter ¢ which specified the temporal location where the unpartitioned ODE was
locally linearized. Once again, we can limit the number of free parameters by intro-
ducing a special family of Adams approximations.

DEFINITION 3.5 (unpartitioned Adams ¢-expansion). Let L,(r) ~ y(t(7)) and
Lr(t) = rR(y(t(7))) be two Lagrange interpolating polynomials constructed from the
ODE dataset (3.12) such that L,(T) interpolates at least one solution value, and Lr(T)
interpolates any number of derivative component values;

(3.14) Ly(mx) =y, for k € A where |A| > 1, and Lgr(7j) =rR(yx), for k € B.

An unpartitioned Adams p-expansion is an approzimation of the form (3.11), (3.13)
where the expansion point £ and left integration point b are equal such that £ = b, and
ag(b) = ag(b) = Ly(b) and pr(s;b) = Lg(s).

If we let J, = %(Ly(b)), then we can write the formula for an unpartitioned
Adams polynomial yp-expansion in the usual three ways:

differential v (1) = 7F(Ly (b)) + 7Ju(y(7) — Ly (b)) + Lr(1), y(b) = Ly(b),

integral P(rsb) = ™D (b) + / eI [ P (L, (b)) — 13y Ly (b) + Lir(s)] ds
b

—L,0)+ [ "I (oL (b)) + La(s)) ds,

p-expansion  §(7;0) = Ly (b) + (7 — b)p1 (rTo (T — b))rF(Ly (b))

+ 3 (= 0T LY (0) kg1 (rTu (7 — b)).
k=0

The identity e"Ax = x + hp(hA)Ax was used to write the y-expansion and the
second formula for the integral formulation.

3.2. A general formulation for exponential polynomial methods. The
general formulation for a partitioned exponential polynomial integrator with s stages
and ¢ outputs is

Yi = vj(cj(a); bj(a)), j=1....s

(3.15) o

= wj-&-b'(zj + o bj+s(04))7 i=1...,q,

where Y; are stage values and ¢;(7;b) are partitioned polynomial ¢-expansions that
are constructed from a partitioned exponential ODE dataset that contains the
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method’s inputs, outputs, and stage values. The definition for an unpartitioned expo-
nential polynomial integrator is identical except we replace ¢;, j =1,...,q + s, with
unpartitioned polynomial p-expansions 1%- that also depend on the parameters ;(«).

Equation (3.15) encapsulates all families of polynomial exponential integrators
and is the exponential generalization of (1.6). However, the space of such methods is
too large to explore in this initial work. We therefore restrict ourselves to the family
of EPBMs.

3.3. Exponential polynomial block methods. Classical block methods [44]
are multivalued integrators that advance multiple solution values per timestep. De-
pending on the structure of their coefficient matrices they compute their outputs
either in serial or in parallel [18, 16]. Block methods provide a good starting point for
deriving high-order polynomial integrators, since they have no stage values and their
multiple inputs can be used to easily construct high-order polynomial approximations.
Parallel PBMs with nodes in the complex plane were introduced in [7].

As is the case for classical PBMs, EPBMs are a good starting point for deriving
high-order exponential polynomial integrators. A partitioned EPBM depends on the
parameters

g number of inputs/outputs, {z; ?:1 nodes, z; € C, |z;| <1,
r  node radius, r > 0, {bj};l-zl expansion points,
«  extrapolation factor

and can be written as

(3.16) ) = (25 4 o by(@)), i=1,....q

where each 1;(7;b) is a polynomial g-expansion built from the exponential ODE
dataset

(3.17) Du(rita) = { (2, ¥, )} U{(+a v, N1
=

method inputs method outputs

Jj= 1

We can also write any partitioned EPBM in coefficient form as

q

yj[gﬂ = po(n;L Z( jkyk +Cﬂkyk"+1]>

(3.18) =1
q .
+r Z ¢r(n;L) Z (BjklNEn] + DN ) ;
k=1 1=1
where 7; = (2; + a —b;) and j = 1,...,¢. Similarly we can write an unpartitioned
EPBM as
(3.19) g =By + 05 bi(@), =g,
or in its coeflicient form
(3.20)
q
n+1 n n
yj[ +1] _ (AJ sy 4 eyt ]) + ro1 (0, ) F (Z ( Apy™ 4 0yl +1])>
k=1

_Q

q
+r Y erndn,) Z( JklREn]JrDjkle[nH])'
k=1 =1
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4. Constructing Adams exponential polynomial methods. In this section
we discuss several approaches for constructing EPBMs with Adams polynomial -
expansions. In particular, we derive several new classes of both parallel and serial
EPBMs, and also discuss a strategy for obtaining initial conditions by composing
multiple iterator methods.

4.1. Parameter selection. To simplify the construction of Adams EPBMs it
is convenient to rewrite them in the integral form

Partitioned:
1 , zjta .
(4.1) yj[.n+ I = e”“LL?[j](bj) —l—/b erI‘(T_S)LR,](s)ds7
j
Unpartitioned:

zjta .
(42) " = LR b)) + rngeon (rmy 3, )F (L b)) + / eI TILR (s)ds,
bj

where n; = z;+a—bj and j =1,...,q. To construct these types of methods we must
select

1. a set of nodes {z; }?:1 that determine the input and output times,

2. the Lagrange polynomials L?[j ], LE{,] or Lg[f ], L[é] that respectively interpolate

values or derivatives at the input and output nodes, and

3. the integration endpoints b;.
In the following subsections we describe multiple strategies for selecting each of these
parameters. However, we note that the parameters for exponential methods can also
be selected in entirely different ways and in a different order than what is shown in
this paper.

4.1.1. Node selection. Polynomial methods can be constructed using either
real-valued or complex-valued nodes {z;}?_,. In general, the node type has a non-
trivial effect on the linear stability of a method. For example, for diagonally implicit
polynomial methods, imaginary equispaced nodes offer improved stability compared
to real-valued equispaced nodes [7]. For serial methods, the node ordering will also
affect stability since it determines the output ordering.

With the exception of section 4.3.1, we only consider real-valued nodes that are
normalized so they lie on the interval [—1, 1] and are ordered so that

21 <z <--- < zg.

This is of course only one possible choice; however, a complete discussion on optimal
node selection is nontrivial, and lies outside the scope of this paper.

4.1.2. Selecting the polynomial LE](T) and the endpoints b;. The poly-
nomial LZ[,J] (1) approximates the initial condition for the integral equation (3.2) and
(3.11). To construct high-order parallel methods, we choose the highest-order polyno-
mial that does not lead to a method with coupled outputs. This property is obtained
if we let ng] (1) = Ly(7), where L, (7) is a Lagrange interpolating polynomial of order
q — 1 that interpolates through each of the methods inputs so that

T — Zk

<

(4.3) Ly(r) = 3" 4;(r)y",  where (1) =

2i— 2k
=1 7T sk

gk
Sl
S
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To simplify things even further, we select the integration endpoints so that they are
equal to any of the node values; in other words, there must exist an integer k(j) such
that b; = zj(;) for j = 1,...,¢. Under these assumptions, the formulas (4.1) and (4.2)
for the jth output of an EPBM reduce to

partitioned:
(4.4) y][»”H] _ emij/[;E]j) L /:ﬁa eTL(T—s)L%](S)d&
unpartitioned: J
(4.5) T =yl e (i3, ) Fygg) + / T 3y (=) L9 (s)ds.

J

4.1.3. Selecting the polynomials Lgf]] (7) and L%] (7). The Lagrange poly-
nomials LE{,] (1) and L%] (7) respectively approximate the nonlinear terms in the inte-
gral equations (3.2) and (3.11). Here we propose three strategies for choosing these
polynomials that lead to either parallel or serial methods. We will first describe the
motivation behind our choices and then present formulas that determine the indices
of the data used to form the Lagrange polynomials. In Figure 4.1 we also present
several example stencils that graphically illustrate the temporal locations of the data.
To appreciate the simple geometric construction behind each of the proposed polyno-
mials, the descriptions and formulas presented below should be read in tandem with
their corresponding diagrams in Figure 4.1.

Before describing our choices, we introduce the input index set I(j) and the output
index set O(j) for the Lagrange polynomials L[Iff] (1) and L%] (7). These sets respec-
tively contain all of the indices of the input data and the output data that is used to
construct the polynomial. For example, if LE{,] (1) or LB%] (1) has an interpolation node
at an input node 7 = 7, then k would be a member of I(j). We formally define the

sets as

PMFC, SMVC, SMFC, PMFC, SMVC, SMFC,
i=1 -eee® oo oo oo oo L 2
j=2 eeoe oo co—0 oo [ )
j=3 eeoe I o—ce0 ) o0 o—0
@ active node inactive node jth output node (inctive)

F1ac. 4.1. A stencil-like diagram showcasing the three construction strategies for methods with
three real-valued outputs (¢ = 3) and equispaced nodes {zj}g?zl = {-1,0,1}. Each type of method
must compute three outputs and therefore requires three polynomials. The stencils for each of these
polynomials are stacked vertically. The horizontal gray lines represent the time axis that flows to
the right. The leftmost group of three dots on each time-line represents the input nodes while the
rightmost group of three dots represents the output nodes. The diagrams show the temporal locations
of the data that is used to construct the Lagrange polynomials that approzimate the nonlinear term.
A node is colored black and labeled active if the polynomial L[j](T) interpolates data at this node.
Conversely, the node is colored light gray and labeled inactive if the data at the node is unused. The
inactive output node zj + o, which is the location where the polynomial p-expansion is evaluated, is
shown as a white circle with a gray border.
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TABLE 4.1
Formulas describing the input index sets I(h) and the output index sets O(j) for three con-
struction strategies.

I(j), input index set O(7), output index set
PMFC, | {(, (+1 ..., q O
SMFC, {ma’x(jaé)v max(j,€)+1, ceey q} {Zv L+1, ..., ]_1}
SMVC, | {¢, ¢+1, ..., q} {0, 041, ..., j—1}
partitioned unpartitioned
kel(j) < LE{,](zk)zN,gn], kel(j) L%](zk):REC"],
keO(j) < LE{,](zk +a)= N,L"“], keO(y) — L%](zk +a)= RL"H]‘

The order of the polynomial Lgf,](zk) or L[é] (z1) is therefore |I1(j)| 4+ |O(j)| — 1.
Our three proposed strategies for the construction LE{,] (r) and L%] (1) are as
follows:

1. Parallel mazimal-fized-cardinality-¢ (PMFCy): The Lagrange polynomial in-
terpolates the nonlinear derivatives at all input nodes with index greater than
or equal to £. The set O(j) must be empty to retain parallelism.

2. Serial mazimal-variable-cardinality-¢ (SMVCy): The Lagrange polynomial in-
terpolates the nonlinear derivatives at all input nodes and previously com-
puted outputs with index greater than or equal to £. The cardinality of set
O(j) grows as we add new information.

3. Serial mazimal-fized-cardinality-f (SMFCy): The Lagrange polynomial inter-
polates the nonlinear derivatives at all previously computed outputs and some
of the inputs with index greater than or equal to £. To keep the cardinality of
I(j)UO(y) fixed for all j, we drop inputs in favor of more recently computed
outputs.

The formulas for the three construction strategies are given in Table 4.1. Finally,
implicit EPBMs can be created by taking O(j) — O(j) U j; however, a detailed
discussion of these methods is outside the scope of this paper.

4.2. Tterator methods for obtaining initial conditions. EPBMs require
multiple inputs at the first timestep. Since we are normally provided with only one
initial value, an ERK scheme can be used to compute the solution at each of the
starting nodes. However, this approach requires implementing a separate method.
Moreover, it may not always be possible to match the order of a starting method
with that of the EPBM. Here we present an alternative strategy for obtaining initial
conditions by repeatedly applying an iterator method (i.e., a polynomial method with
a = 0, described in section 1.3.1).

If a set of input values contains at least one accurate initial condition, then it is
possible to construct a polynomial method that iteratively improves the accuracy of
the other solution values [4, Chap. 6.2]. This is accomplished by repeatedly applying
a polynomial iterator method that uses the accurate value as the initial condition in
a discrete Picard iteration. Each application of the method increases the order of
accuracy of the inputs by one. The maximum achievable accuracy is bounded above
by the order of the iterator or the order of the accurate initial condition. This idea is
closely related to spectral deferred correction methods [13], except we do not use an
error formulation and we do not discard any values after the iteration is complete.

Here we describe two exponential iterators that can be used to produce input
values for any EPBM. They are both constructed using the strategies from section 4.1.
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For simplicity we assume that the initial condition is given at the first node so that
y[lo] = y(rz1 +to) (if this is not true, then simply redefine ¢y). We first obtain a coarse
estimate for the remaining initial values by assuming that the solution is equal at
all the nodes. We then repeatedly apply an iterator to improve the accuracy of this

coarse estimate. We can abstractly write the formula for this iteration as
0] _ ask Y -
(46) y =M C, c]_yl ’ ]_17q7

where ¢ denotes the initial coarse approximation, M denotes the PBM iterator method,
and the computation involves applying the method k times to the course initial con-
dition c. .

To construct the method M we propose the following parameters: L?[j ] (1) = Ly(1)

from (4.3), b; = z1, and Lgf,] (r) or L%] (1) should be constructed in accordance with
the formulas for PMFC; or SMFC,. Selecting PMFCy leads to a parallel iterator while
SMFC, leads to a serial iterator. The SMVC, construction cannot be used since the
input and output nodes overlap when o = 0. For typical node choices {z; }5:1 it is
sufficient to run the iteration ¢ times; however, node sets that allow for higher accuracy
can benefit from additional iterations. Finally, as k — oo the iteration converges to
the stages and outputs of a fully implicit exponential collocation method.

Iterators can also be applied to construct composite EPBMs. An iterator and a
propagator that share the same nodes can be combined to create a composite method
whose computation involves first advancing the timestep with the propagator and
then correcting the output s times with the iterator. The composite method can be
written abstractly as

(4.7) y i = M Pyl

where P denotes a propagator and M the iterator. As we show in our numerical
experiments, this method construction can lead to methods with improved stability
properties.

4.3. Parallel Adams PBMs with Legendre nodes. The parameter choices
proposed in section 4.1 can be used to construct families of partitioned or unparti-
tioned exponential methods. To obtain one single method it is necessary to select a
set of nodes and the extrapolation parameter .

For the sake of brevity, we only analyze parallel polynomial exponential methods
where Ly (7) is constructed in accordance to the PMFC strategy. Furthermore, we
only consider real-valued nodes that are given by the union of negative one and the
q — 1 Legendre points so that

(48) {Zj}?:l = {—17.’1,'1,...,.’13(1_1},

where z; is the jth zero of the gth Legendre polynomial P,(z). Since we are using
Legendre points we choose the PMFCs construction strategy so that the polynomials
for L[X,] (1) or LE,%] (1) are both constructed using only the Legendre nodes. We also
select b; = z; so that the integration endpoint is negative one. We describe the
method parameters in Table 4.2.

Like all polynomial methods, these Legendre EPBMs are parametrized in terms
of the extrapolation factor «; we can write the method abstractly as M («). Different
choices will impact both the method’s stability, accuracy, and susceptibility to round-
off errors. We will primarily focus on Legendre propagators with o = 2, and Legendre
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TABLE 4.2
Parameters for Legendre EPBMs. The coefficients for methods with q = 2,3,4 are shown in
Appendiz B.

{z}i=1 + {-Lzg—1,...,2g-1} from Eqn (4.8)
. ngf("') : 3:1 L (T)y;n] from Eqn (4.3)
i@ or Lil(r)y . PMFC,
{b]'}_?:l : {21}?:1
TABLE 4.3

Pseudocode for a single timestep of a partitioned composite EPBM method (4.9) where the
method M () is constructed using the parameters from Table 4.2. All for loops that can be run in
parallel have been explicitly annotated.

Partitioned Composite EPBM (4.9) with M(a) from Table 4.2

# — Definitions
mi(@) =z +at1

i _ q—1 T—Ty PR, N e . o cpe B AR
4; (r) = Hk:l,k;éj Py # x; are the Legendre nodes; see Eqn. (4.8).

Ly(r) = S92 ()N 41

# — Propagator
for j = 2 to q # parallelizable loop
N; = N(y§™)
for j = 1 to q # parallelizable loop
+1 -1 k
T = o (rLj (@))yy™ + 3070 (1 () F g (rLip (@) LY (1)

7# — Iterator
fork =1tox
for j = 2 to ¢ # parallelizable loop
N; = N(y")
for j = 1 to q # parallelizable loop
1 1 -1 k
y Y = o (rL; (0)y1™ T S2EZE (03 (00 g (L (0)) LY (—1)

iterators with a = 0 for computing initial conditions. For dispersive equations we also
briefly consider composite methods of the form

(49) Mcompositc (OZ) = M(O)HM(Q)

In Table 4.3 we show pseudocode for the composite method with Legendre nodes.
If k=0, then the method reduces to the standard Legendre EPBM.

Finally, though we have found that Legendre based nodes lead to efficient meth-
ods, they are by no means the optimal choice. However, optimal node selection is
nontrivial and should be treated as a separate topic.

4.3.1. Parallel Adams EPBMs with imaginary equispaced nodes. We
demonstrate the flexibility of the polynomial framework by reusing the PMFC strat-
egy to construct two example parallel EPBM methods using the set of m imaginary
equispaced nodes

2(j — 1
(4.10) Xj’mzi(l—gl)), j=1,....k

The parameters for the two methods are described in Table 4.4. Method A is identical
to the method from Table 4.2 except that the Legendre nodes have been replaced
with imaginary equispaced nodes, while method B is the exponential equivalent of
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TABLE 4.4
Parameters for EPBMs with imaginary equispaced nodes. The constants x; ; represent the
imaginary equispaced formula from (4.10).

Method A Method B
{ZJ : {717X17q—17"'7xq—1,q—1} {ijll}?:l
L“f Ly(7) from (4.3) Ly(7) from (4.3)
LY(r) or L[J]( ) : PMFC; PMFC;
{bj}f-:1 : {=1}i, {2},

the BAM method from [7]. Serial imaginary methods can also be constructed by using
the SMFC and SMVC strategies for imaginary nodes that are proposed in [4].

As we have shown here, constructing methods with complex-valued nodes is no
more difficult than constructing methods with real-valued nodes. However, extending
into the complex plane introduces complexities, including (1) the solution must be
sufficiently analytic off the real time-line, (2) matrix exponentials must also be efficient
to compute at complex times, and (3) the code for the ODE right hand side must
accept complex arguments.

For diagonally implicit PBMs from [7], extending into the complex plane provided
significantly improved stability compared to real-valued nodes. However, for expo-
nential PBMs we can obtain good stability with real-valued nodes while avoiding the
aforementioned issues. With the exception of a single numerical experiment contained
in the appendix, we therefore focus entirely on EPBMs with real-valued nodes.

5. Linear stability. We now briefly analyze the linear stability properties of
partitioned and unpartitioned Legendre EPBMs from Table 4.2. Like all unparti-
tioned integrators, any unpartitioned EPBM will integrate the classical Dalhquist
test problem ' = Ay exactly, and therefore its linear stability region is always equal
to the left-half-plane Re(h\) < 0. To analyze linear stability for partitioned methods
we use the generalized Dahlquist test problem [1, 25, 26, 10, 12, 29, 19, 41]

(5.1) Y =My + A2y,

where the terms A1y and Aoy are meant to respectively represent the linear and
nonlinear terms. When applied to (5.1), an EPBM with ¢ inputs reduces to the
matrix iteration

(5.2) Ynt1 = M(21, 22, Q)yn,

where M is a ¢ X ¢ matrix, z; = hA1, zo9 = h\g, and h denotes the timestep. The
stability region S is the subset of C? x R* where M(z1, 22, @) is power bounded, so
that

(5.3) S = {z : sup [|[M(z1, 22, @)"|| < oo}.

neN
The matrix M(z1, 22, ) is power bounded if its eigenvalues lie inside the closed unit
disk, and any eigenvalues of magnitude one are nondefective. The stability region S is
five-dimensional and cannot be shown directly. Instead, we overlay two-dimensional
slices of the stability regions formed by fixing z; and a while allowing z5 to vary. The
choices for z; are

1. 21 € —1-[0, 30], negative real values mimic a problem with linear dissipation;
2. z1 €1i-10,30], imaginary values mimic linear advection or dispersion;
3. 21 € exp (3 ’) [0, 30], complex values mimic both dispersion and dissipation.
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We compare the linear stability regions of Legendre EPBMs to those of EAB [2]
and the fourth-order ERK method from [12]. It is interesting to compare EPBMs
to EABs since both methods are constructed using high-order Lagrange polynomials.
On the other hand, ERK methods serve as a good benchmark for gauging stability
since they are stable on a variety of problems [35, 27, 12, 19].

In Figure 5.1 we show the stability regions for fourth- and eighth-order Legendre
EPBMs with o = 2 compared against those of ERK4 and the fourth- and eighth-order

Dissipative Mixed Oscillatory
71 =-—r = rexp(—?’f) z1 = ir
30 30 30
15 15 15
E 0 ¢ 0 (3 0 a
<
m 15 -15 15
30 -30 30
30 15 0 15 30 -30 15 0 15 30 30 15 0 15 30
30 30 30
15 /\ ; (_\\ 5 Q
§ 0 q 0 4 0 J:
m @
m -15 15 -15
30 -30 -30 rl
0 15 0 15 30 -30 15 0 15 30 30 15 0 15 30

-30

&
N
N

30 30 30

8
N

-30 -30 - 30

— = () r =15 — = 30

Fic. 5.1. Linear stability regions of the fourth-order EAB [2], the fourth-order ERK4 [12]
and the fourth-order and eighth-order Legendre EPBMs from Table 4.2. FEach row corresponds to
a method and each column to one of the three choices for z1 described in section 5. The colored
contours represent the stability regions for z1 with magnitudes of 0, 15, and 30. We did not include
the stability regions for eighth-order EAB in this plot since they are too small to be visible at this
scale.
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Fic. 5.2. Magnified stability regions from Figure 5.1. The axis used in the plots for EAB4
and EABS are magnified by a factor of 2 and 32, respectively, compared to those of ERK4 and the
Legendre EPBMs. The colored contours now denote stability regions, where z1 has magnitude 0, 3,
and 6.

EAB methods. In Figure 5.2 we also show magnified plots that highlight the stability
properties near the origin.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/13/21 to 169.236.1.253. Redistribution subject to STAM license or copyright; see https://epubs.siam.org/page/terms

A1710 TOMMASO BUVOLI

N
N
o

EPBM4

EPBM6
)
(=) \‘/—j L (=)

:
o
;
:

.
T
o

o
Lo
[

— |z =0 |z1] =3  me——|zy] =6

Fi1G. 5.3. Magnified stability regions for composite Legendre methods (4.9) on the oscillatory
Dahlquist test problem where z1 = ir. The composite methods takes one propagation step with o = 2
and k iteration steps with o = 0. The stability regions increase substantially even after a single
iteration step.

When dissipation is present, the stability regions for EPBMs are significantly
larger than those of EAB schemes. The difference between the two methods increases
with order, with the eighth-order EPBM possessing a stability region that is approx-
imately 32 times larger than the eighth-order EAB method for small |z;]. For large
values of |z1], the stability regions of EPBMs are comparable to those of the fourth-
order Runge-Kutta; however, for smaller |z; |, Runge-Kutta integrators display larger
stability regions.

For the purely oscillatory Dahlquist test problem, all three families of integrators
have small stability regions that contract as |z1| increases. For small |z;| ERK has
the largest stability regions, followed by EPBM, and EAB last. These results suggest
that high-order EPBMs will exhibit poor stability properties for purely advective
or dispersive equations. However, we can remedy the situation by considering the
composite method (4.9). In Figure 5.3 we plot the stability regions for the composite
method with ¢ = 4,6,8 and k = 0, 1,2, where x is the number of times the iterator
method is applied. The computational cost of the composite method scales by a factor
of (k+1) compared to the propagator; therefore it is critical that the stability regions
increase by a similar factor or the composite method will not be as efficient as the
propagator alone. Fortunately, by applying even a single iterator the linear stability
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properties increase drastically, suggesting that composite schemes are suitable for
efficiently solving advective or dispersive equations.

Finally, since the parameter choices and plot axes in Figure 5.1 are identical to
those presented in [5] we can also compare the stability regions of EPBMs to those
of high-order exponential spectral deferred correction (ESDC) methods constructed
with Chebyshev nodes. Overall ESDC methods have significantly improved stability
regions compared to all methods shown in this paper. Moreover, unlike EPBM or
EAB, the stability regions of high-order ESDC methods grow with order.

6. Numerical experiments and discussion. We investigate the efficiency of
the Legendre EPBMs from Table 4.2 by conducting six numerical experiments con-
sisting of four partitioned systems and two unpartitioned systems. The systems all
arise from solving partial differential equations using the method of lines. In each
case, the reference solutions were computed numerically by averaging the outputs of
multiple methods that were run using a small timestep; the averaging prevents any
one method from appearing to converge past discretization error.

We divide our numerical experiments and the subsequent discussion into a par-
titioned and an unpartioned section. In both cases we compare Legendre EPBMs
against EAB [2, 47], ESDC [5], and the fourth-order ERK methods from [12] and
[34]. Each of these methods pertains to a different method family: EAB methods are
linear multistep methods, ESDC are one-step methods, and EPBM are block meth-
ods. We selected EAB and ESDC schemes because both families can be constructed
at arbitrarily high orders of accuracy for both partitioned and unpartitioned prob-
lems. This allows a fair comparison across a range of orders. As a reference, we also
include fourth-order ERK schemes since they have proven very efficient compared to
a host of other methods [34, 40, 35].

We provide the code that was used to run the experiments in [6]. All the timing
results presented in this paper were produced on a 12 core, 2.2 GHz Intel Xeon E5-
2650 v4 processor with hyper-threading enabled. Finally, since the equations and
spatial discretizations are identical to those presented in [5], we only list the critical
information for each problem below.

6.1. Partitioned numerical experiments. We consider the following equa-
tions that are each equipped with periodic boundary conditions:
1. The Kuramoto—Sivashinsky (KS) equation from [30, 27],

Ju Pu M 10
6.1 — = — — — —— (u?
(6.1) ot 0x? Ozt 20x ().
u(z,t =0) =cos (&) (1 +sin(&)), € [0,64x],
integrated to time ¢t = 60 using a 1024 point Fourier spectral discretization
in z.
2. The Nikolaevskiy equation from [46, 19],

ou  Pu  Pu 0 92\’ 10 ,,
(62) G =oga* w‘w(“(“w))“‘wx(“)’

u(x,t =0) =sin(z) +esin (&), =« € [~75m, 757,

where r = 1/4, a = 2.1, 8 = 0.77, and ¢ = 1/10. The equation is integrated
to time ¢ = 50 using a 4096 point Fourier spectral discretization.
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3. The Korteweg—deVries (KdV) equation from [49],

ou Pu 109, ,
(63) E—— 6%4‘5%(1& ) 5
u(z,t =0) = cos(mx), =z €]0,2],

where 6 = 0.022. This equation is integrated to time ¢t = 3.6/7 using a 512
point Fourier spectral discretization.

4. The barotropic quasigeostrophic equation on a (S-plane with linear Ekman
drag and hyperviscous diffusion of momentum from [19]:

(6.4) OV = — [BOh + eV + vV +u- V(VZ)],
Vgt =0) = gop (-8 (27 +02/2-7/4)%), (p) € [,

where 3 = 10, ¢ = 1/100, v = 10~**. The equation is integrated to time t = 5
using a 512 x 512 point Fourier discretization.

Each of these four equations is solved in Fourier space. Since linear deriva-
tive operators diagonalize in Fourier space, each initial value problem has the form
y' = Ly + N(t,y), where L is a diagonal operator that includes all the discretized
linear derivative terms. For example, for the KAV equation L = diag(idk®), where
k is a vector of Fourier wave numbers. Computing matrix-vector products with -
functions of L now amounts to multiplication with a diagonal matrix, or equivalently
elementwise vector multiplication. Moreover, since our experiments only consider con-
stant stepsizes, we can efficiently precompute and store the diagonal entries of ; (L) as
a vector. For small wave numbers with magnitude less than one we compute the diago-
nal entries of ¢;(L) using the contour integral method [27], while for larger wave num-
bers we simply use the recurrence relation ¢;11(z) = 271 (p;(2) — 1/5!), po(z) = €.
Last, for antialiasing we apply the standard two-thirds rule to zero out the top third
of the spectrum.

One of the key features of Legendre EPBMs is their inherent parallelism that
allows each of the method’s outputs to be computed simultaneously. In order to
investigate the potential advantages of this approach we implemented all the parti-
tioned integrators in Fortran and used OpenMP to parallelize the EPBM timestep
computation. The code was therefore run using a single thread for serial methods and
using ¢ threads for a Legendre method with ¢ nodes.

Finally, in Appendix C we also briefly compare EPBMs with imaginary equispaced
nodes to the EPBMs with Legendre nodes on the Kuramoto equation.

6.2. Discussion of partitioned numerical experiments. In Figure 6.1 we
present plots of relative error versus stepsize and relative error versus computational
time for each of the four partitioned problems. In Figure 6.2 we also investigate the
efficiency of EPBMs when they are run in serial on a single thread by repeating our
Kuramoto experiment. For the dispersive KdV equation we conduct a separate test
in Figure 6.3 using the composite Legendre methods (4.9) in order to validate the
results of the linear stability analysis. Finally, in Figure 6.4 we investigate the effects
of varying « on the Nikolaevskiy equation where high-order EPBMs showed order
reduction.

Stability, accuracy, and computational cost per timestep are the three factors that
determine a method’s overall efficiency. An ideal method should have a large stability
region that allows for coarse stepsizes, a small error constant to outcompete other
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Fi1G. 6.1. Plots of accuracy versus stepsize and accuracy versus clock time for the four parti-
tioned equations. All the methods shown in this figure are exponential integrators. Color represents
order of accuracy and the markers denote the method type. In the legend Pbm stands for polyno-
mial block methods, Sdc for spectral deferred correction, rk for Runge—Kutta, and ab for Adams—
Bashforth. The thin dashed gray lines in the accuracy versus stepsize plots correspond to second-,
fourth-, sixzth-, and eight-order convergence.
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Fic. 6.2. Quantifying the effects of parallelism for EPBMs on the KS equation. The two plots
show the accuracy versus clock time for EAB methods and EPBMs that are implemented in serial
(left) and in parallel (right). The right plot is identical to the one shown in Figure 6.1 except that
the ESDC and ERK methods have been removed.
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Fi1c. 6.3. Composite methods for solving KdV. We compare Legendre EPBMs to the composite
Legendre methods (4.9) with k = 1. We also include ERK4, which was one of the most efficient
methods for solving KdV in Figure 6.1. As suggested by the linear stability results, composing a PBM
with a single iterator leads to a composite method with drastically improved stability on dispersive
equations.
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107

=50

Relative Error at t
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Fic. 6.4. Quantifying the effects of the extrapolation parameter «. Accuracy versus stepsize
and accuracy versus clock time for the Nikolaevskiy equation using Legendre EPBMs with o = 2
and o« = 1. High-order methods benefit from a smaller o to avoid problems with round-off errors;
however, low-order methods have better error constants with larger c.
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methods of the same order, and a low computational cost per timestep. Each of the
three method families presented in our numerical experiments has different strengths
and weaknesses. EAB methods have the lowest cost per timestep, but they suffer from
limited stability and poor error constants at high orders. EPBMs have improved
error constants and stability compared to EAB and nearly the same timestep cost
when implemented in parallel. ESDC methods have excellent stability and accuracy
compared to other methods; however, their computational cost is significantly larger.

The stability region and error constant are fixed properties of a method; however,
the cost per timestep is highly problem dependent. For the partitioned experiments
we precompute the matrix exponential functions, and the cost of computing a matrix-
vector product ¢;(L)x is equivalent to that of an elementwise vector multiplication
between x and a precomputed vector. Therefore, the majority of the computational
work for the partitioned experiments is due to nonlinear function evaluations, and the
cost of a method is determined by the number of function evaluations required per
timestep.

EAB methods only require a single nonlinear function evaluation per timestep
and serve as a benchmark for optimal compute cost. In contrast, Legendre EPBMs
require one function evaluation per node. However, since the outputs are independent,
each function evaluation can be computed in parallel. If we neglect parallel overhead,
then EPBMs have the same cost per timestep as an EAB method. On the other
hand an ESDC method with ¢ nodes requires g(q — 1) serial function evaluations per
timestep, making the cost significantly higher than that of the other methods. Finally
the fourth-order Runge-Kutta method requires four serial function evaluations per
timestep.

Among the second-order methods, EAB is consistently most efficient due to its
superior accuracy compared to the other integrators. At fourth order, no family of
integrator proved more efficient for all the test problems. On the Kuramoto and Niko-
laevskiy equations, EAB was the most efficient at fine error tolerances, while at coarse
tolerances EPBM was more efficient since EAB was no longer stable. For KdV the
fourth-order ETDRK4 was the most efficient except near discretization error where
EPBM is stable. At orders six and eight, the Legendre EPBMs were able to consis-
tently achieve the best accuracy in the smallest amount of computational time. This
was due to their improved accuracy and use of parallelism. For one-dimensional prob-
lems with dissipation, EPBMs were significantly more efficient than existing methods.
However, when solving Kuramoto and Nikolaevskiy, EPBMS8 showed order reduction
at small timesteps. This phenomenon is due to rounding error and is present in other
high-order polynomial integrators [7, 4]. As is the case for classical integrators, the
issue can be resolved by simply selecting a smaller extrapolation factor. As shown in
Figure 6.4, reducing « to one makes EPBMS8 the most efficient method for obtaining
highly accurate solutions.

When EPBMs were run in serial on the Kuramoto equation (Figure 6.2), their
computational advantages decreased significantly. Fourth-order EPBM is now less
efficient than the fourth-order EAB, while the sixth- and eighth-order EPBMs only
marginally outperformed EAB schemes at the lowest error tolerances. This behavior is
expected because a serial implementation of a Legendre method with ¢ nodes requires
q — 1 function evaluations per timestep, compared to the single function evaluation
for an EAB scheme. In short, Figure 6.2 shows that the large computational gains
for EPBM schemes are possible only if the methods can be parallelized efficiently.

Finally, as predicted by linear stability analysis, EAB methods and Legendre
EPBMs demonstrated poor stability on the dissipative KdV equation and only con-
verged at smaller timesteps. However, the composite Legendre method with & = 1
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shown in Figure 6.3 was able to retain stability across a much wider range of timesteps.
Moreover, though its cost per timestep is twice that of a Legendre EPBM, the im-
proved stability and accuracy made both the fourth-order and the sixth-order EBPM
significantly more efficient than ETDRKA4.

When comparing methods across different orders of accuracy we see that high-
order EPBMSs are frequently able to obtain extremely accurate solutions in the same
amount of time that it takes a second-order integrator to achieve only a few digits
of accuracy. Moreover, if we fix the timestep, we see that all stable EPBMs run in
nearly the same computational time. The equations presented here are simple and
the domains are conveniently periodic so that we may diagonalize the linear opera-
tors. Nevertheless our results suggest that for similar equations, or more broadly for
problems where efficient parallelism is possible, low-order EPBMs should be consid-
ered only if one wants the solution in the fastest possible time and requires very little
accuracy; if more accuracy is required, then, barring other computational restrictions
such as limited memory, a high-order EPBM can obtain a highly accurate solution at
little to no extra cost.

6.3. Unpartitioned initial value problems. We consider the two-dimensional
advection-diffusion-reaction (ADR) equation with homogeneous Neumann boundary
conditions from [40],

(6.5) Up = € (Ugg + Uyy) + 0 (ug + uy) +yulu — 1/2)(1 — u),
u(z,t = 0) = 256(xy(1 — x)(1 —y))? + 0.3,
z,y € [0,1].

The equation is integrated to time ¢ = 1/100 and the spatial discretization employs
standard second-order accurate finite differences on a 200x200 point grid. We solve
this equation using the two parameter sets described in Table 6.1 that lead to either
a stiff linearity or a stiff nonlinearity.

To compute matrix-vector products with ¢-functions we apply the Krylov-based
KIOPs algorithm [17] using the exact Jacobian. In Figure 6.5 we show results for
Legendre EPBMs of orders two, four, six, and eight compared against unpartitioned
Adams-Bashforth methods [47], unpartitioned ESDC methods [5], and the fourth-
order unpartitioned ERK method EPIRK43s [34].

6.3.1. Discussion of unpartitioned numerical experiments. All unparti-
tioned exponential integrators require matrix-vector products with ¢-functions of the
Jacobian. Since the Jacobian varies in time, we are no longer able to store the expo-
nential matrix functions at the first time step. Moreover, the Jacobian matrices are
nondiagonal, therefore the majority of the computational effort at each time step is
now due to the vector products with ¢-functions.

Krylov methods like KIOPS [17] and PHIPM [37, 36] approximate matrix-vector
products of ¢-functions within a Krylov subspace. The operation to build a Krylov

TABLE 6.1
Parameters for the two-dimensional ADR equation. We also show the spectral radius p for the
linear and nonlinear terms.

€ 5 v p(L) p (%)
stiff linearity | 1/100 —10 100 4288 167
stiff nonlinearity | 1/10000 —1/10 1000 | 43 1670
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Fic. 6.5. (a) Diagrams for the ADR equation with a stiff linearity. (b) Diagrams for the ADR
equation with a stiff nonlinearity. The dashed lines in the accuracy diagrams correspond to second-,
fourth-, sixzth-, and eighth-order convergence.

space and approximate a ¢-function is called a projection and its cost will depend on
the spectrum of A. The cost of a time integrator is therefore dependent on the total
number of projections per time step. In general, every ¢-function in an arbitrary linear
combination must be computed using a separate projection. However, expressions of
the form

(6.6) wo(TA)xo + Tp1(TA)x1 + 209 (TA)xo + - + TP, (TA)x,

can be evaluated at multiple 7 values in a single projection. Furthermore, this compu-
tation is made cheaper if 7 is small. This fact can be used to construct highly efficient
integrators such as EPIRK methods [47, 48, 40, 34] whose coefficients are specifically
chosen to minimize the total number of projections required at each timestep.

It is important to state that Krylov methods are not the only way to compute
the expression (6.6). Leja interpolation [9] and scaling-and-squaring based algorithms
[21] are two such alternatives; a detailed comparison of these methods is presented in
[8], and [21] contains a survey of existing codes.

In our experiment we used KIOPs to compute the exponential terms. EAB meth-
ods once again serve as a benchmark for optimal cost per timestep as they require
only one projection where 7 = h. In contrast, EPIRK43s requires two serial projec-
tions: the first has 7 = h and the second has 7 = h/9. For polynomial integrators, all
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polynomial -expansions can be written in the form (6.6) and therefore each output
of any EPBM requires one projection to compute. However, since Legendre EPBMs
are constructed using a single Adams polynomial @p-expansion, all the outputs can
be computed in one projection where 7 = 2h. Finally, ESDC methods are the most
expensive, requiring one projection per correction iteration, meaning that a method
with ¢ nodes requires g projections to 7 = h. Under these conditions, the cost per
timestep of an unpartitioned Legendre EPBM can be up to roughly twice as expen-
sive as EPIRK43s and EAB methods and a factor of ¢/2 times less expensive than an
ESDC method with ¢ nodes. Finally, we also note that for unpartitioned Legendre
EPBMs it is possible to parallelize the right-hand-side evaluations. However, for our
test problems the cost of right-hand-side evaluations of R(y) is negligible compared
to that of the Krylov projections, hence we always evaluate the right hand side in
serial.

Similar to our partitioned experiments we see that high-order ESDC methods
have the best stability and error constants; however, their high computational cost
ultimately renders them less efficient. On the other hand, EPBMs possess improved
stability and accuracy compared to EAB schemes and were overall the most efficient
methods at each order of accuracy. Among, the nonpolynomial integrators, the fourth-
order EPIRK method outperformed all other EAB and ESDC integrators except at
very high precision, where eighth-order EAB becomes more efficient.

Unlike for the partitioned experiments, we see that higher-order unpartitioned
EPBMs are more efficient than low-order EPBMs only if high accuracy is required.
In particular it would be wasteful to always use a high-order integrator since it will
require a substantially finer stepsize (and therefore more computational work) than a
low-order method to remain stable.

Finally we note that it is trivial to construct methods that only require a pro-
jection with 7 = h per timestep. For example, we obtain this property by choosing
Chebyshev nodes and PMFC; with endpoints b; = 1. It is also simple to apply par-
allelism to speed up the computation of methods that use different endpoints b; or

polynomials L[é] (1) for computing each output. Though such methods will require ¢
projections per timestep, each projection can now be computed in parallel to nullify
the additional cost.

7. Summary and conclusions. We presented an extension of the polynomial
framework that incorporates exponential integration. To achieve this we combined the
classical ODE polynomial with the integrating factor method to introduce the poly-
nomial g-expansions that form the basis of the new methods. By utilizing polynomial
p-expansions it is possible to construct many families of new exponential integrators
including those with desirable properties such as parallelism and high order.

After introducing the framework we demonstrated its potential by presenting sev-
eral general construction strategies for EPBMs and by deriving a new class of parallel
EPBMs that use Legendre points. Our numerical experiments demonstrate the poten-
tial of these new parallel methods for both partitioned and unpartitioned problems.
Based on our results it appears that Legendre EPBMSs can provide significant compu-
tational savings compared to current state-of-the-art methods if they can be efficiently
parallelized.

The generality of the exponential polynomial framework creates many opportuni-
ties for additional developments that we plan to address in future work. In particular
we will investigate the construction of exponential polynomial general linear methods
that can exploit parallelism on a larger scale.
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Appendix A. Coefficients for Adams polynomial p-expansion. Here we
describe how to rewrite the Adams ¢-expansion from Definition 3.4 in terms of the
values in an exponential ODE dataset. In short, one must rewrite L,(b) and Lg\]f)(b)
in terms of the values and derivatives that were used to construct the Lagrange inter-
polating polynomials L, (7) and Ly (7). In other words, we must find the coefficients
a; and ¢, ; so that

(A1) L,(b) = Zajyj and Lg\l,/)(b) = ch’erj.
j=1 j=1

If the solution value yy is not used to form L, (7), then ay, is zero. All the nonzero
a; are finite difference weights for computing the zeroth derivative at 7 = b, using
data at the nodes of the Lagrange polynomial L, (7).

Similarly, if the derivative component value rNy, is not used to form Ly (7), then
¢vk = 0, and all the nonzero ¢, ; are finite difference weights for computing the vth
derivative at 7 = b, using data at the nodes of the Lagrange polynomials Ly (7).

The direct procedure for computing the finite difference weights is as follows. Sup-
pose that L(x) is a Lagrange polynomial with nodes z; and data g; for j =1,...,1.
The finite difference weights w,, ; for computing the vth derivative of L(z) at =

(i.e., L¥(zo) = Z;zl wy,;8;) are d, ; = I/!V;iljj, where V is the | x | Vandermonde
matrix with entries V; ; = (x; — xo)j —1. This direct procedure can be used to obtain
the weights; however, since Vandermonde matrices can be ill-conditioned it is advan-
tageous to use the fast, stable algorithm developed by Fornberg for computing finite

difference weights [14, 15].

Appendix B. Method coefficients. The general form for a Legendre method
from Table 4.2 with ¢ nodes is

q—1

(B.1) Y = o (rm L)yt + 1 Y nFer(rnyL)v;, j=1...q
k=1

where 7, = z; + a + 1 and N; = N(z;,y(%;)). The vectors v, can be derived by
computing the derivatives of the Lagrange polynomial

qg—1 q—1
T —X
(B.2) L(r) = > £;(7)Ny, bi(r) = H p— 927
— Y
= =

at the point 7 = —1, where x; is the jth zero of the gth Legendre polynomial Py (x).
Below we provide several formulas for the v; if ¢ = 2,3, 4.
Legendre method: ¢ = 2, z; = {—1,0},

V] = NQ.
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Appendix C. Numerical experiment for EPBMs with complex nodes.

In Figure C.1, we briefly demonstrate the ability to use EPBMs with complex

nodes by solving the Kuramoto equation (6.1) using the EPBMs with Legendre nodes

from Table 4.2 and the EPBMs with imaginary nodes labeled as “Method A” from

Table 4.4. Both methods are run with @ = 2. Though they offer no computational

advantage, the methods with imaginary nodes retain stability and have similar error
properties to the real-valued methods on this equation.
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