
1.  Introduction
Extreme variability of the stratospheric polar vortex is understood to influence near-surface weather via 
downward coupling with the tropospheric eddy driven jet (e.g., Baldwin & Dunkerton,  2001; Sigmond 
et al., 2013). Sudden stratospheric warmings (SSWs) are examples of such extreme variability that can lead 
to a negative phase of the North Atlantic Oscillation (NAO) or annular mode and can persist for up to 
2 months, having implications for subseasonal to seasonal weather forecasting. However, not all SSWs lead 
to a downward impact (e.g., Karpechko et al., 2017; Runde et al., 2016).

Abstract  Although sudden stratospheric warmings (SSWs) can improve subseasonal-to-seasonal 
forecasts, it is unclear whether the two types of SSW - displacements and splits - have different near-
surface effects. To examine the longer-term (i.e., multi-week lead) tropospheric response to displacements 
and splits, we utilize an intermediate-complexity model and impose wave-1 and wave-2 stratospheric 
heating perturbations spun-off from a control run. At longer lags, the tropospheric response is found to 
be insensitive to both the wavenumber and location of the imposed heating, in agreement with freely 
evolving displacements and splits identified in the control run. At shorter lags, however, large differences 
are found between displacements and splits in both the control run and the different wavenumber-
forced events. In particular, in the control run, the free-running splits have an immediate barotropic 
response throughout the stratosphere and troposphere whereas displacements take 1–2 weeks before a 
near-surface response becomes evident. Interestingly, this barotropic response found during CTRL splits 
is not captured by the barotropically forced wave-2 events, indicating that the zonal-mean tropospheric 
circulation is somehow coupled with the generation of the wave-2 splits. It is also found that in the control 
run, displacements yield stronger Polar-Cap temperature anomalies than splits, yet both still yield similar 
magnitude tropospheric responses. Hence, the strength of the stratospheric warming is not the only 
governing factor in the surface response. Overall, SSW classification based on vortex morphology may be 
useful for subseasonal but not seasonal tropospheric prediction.

Plain Language Summary  The polar vortex - a strong jet that circumnavigates the 
stratospheric winter Pole at ∼10–50 km – is known to influence surface weather. In particular, when the 
polar vortex becomes highly disturbed in events known as sudden stratospheric warmings, a downward 
influence on the surface is observed. Recent studies have debated whether the two types of sudden 
stratospheric warming - displacement events when the vortex is displaced off the Pole and split events 
when the vortex splits into two smaller vortices - have differing near-surface impacts. Here, using 
an idealized model, we examine the near-surface response to imposed stratospheric (longitudinally 
asymmetric) displacement- and split-like events. We find that on seasonal timescales (i.e., approximately 
longer than 3–4 weeks), the surface response is insensitive to displacements and splits. However, on 
subseasonal timescales (less than a month), clear differences are apparent, with splits initially leading 
to a stronger surface response and displacements taking 1–2 weeks for a response to develop. Further, 
varying the location of both the displacement- and split-type forcing does not yield appreciably different 
tropospheric responses. Overall, our study suggests that knowledge of the sudden stratospheric warming 
type is useful for subseasonal weather prediction but may not be useful in improving weather prediction 
on seasonal timescales.
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It has been suggested that the type of SSW, be it a displacement or split event, is important for the tropo-
spheric response (Hall et al., 2021; Mitchell et al., 2013; O'Callaghan et al., 2014; Seviour et al., 2013). In 
particular, Mitchell et al. (2013) found using ERA-40 reanalysis, that split SSWs lead to an overall stronger 
near-surface response for two months after the onset date as compared to displacements. However, this 
result is not robust to SSW definition, as Charlton and Polvani (2007) found there to be no difference be-
tween the two using an alternative identification algorithm (also found by Jucker, 2016). Conversely, using 
a chemistry-climate model with an order of magnitude larger number of events, White et al. (2019) found 
instead that displacements have a slightly stronger and longer lasting tropospheric response than splits. 
Nevertheless, Maycock and Hitchcock (2015) found that differences between splits and displacements were 
small relative to natural variability, so that a very large sample size is required to conclusively identify any 
salient features. Most recently, Hall et al. (2021) found using ERA-Interim reanalysis that differences be-
tween displacements and splits are apparent in surface temperature, but only at lags close to the date of sur-
face impact. However, they found insignificant differences in the NAO strength and duration at longer lags. 
In previous studies therefore, there is no consensus as to whether SSW type plays a role in the downward 
impact, and if so, at which lags during the SSW evolution, any differences are salient.

In examining the tropospheric response to SSWs, a number of studies have imposed zonally symmetric 
heating perturbations to the stratosphere (e.g., Kushner & Polvani, 2004; Polvani & Kushner, 2002). How-
ever, these studies imposed thermal perturbations continuously in order to examine the climatological or 
seasonally evolving tropospheric response. Most recently, White et al. (2020) imposed high-latitude thermal 
perturbations for just a few days so as to capture the 'sudden' nature of an SSW. Despite the lack of plane-
tary-wave momentum torques which drive real SSWs, they found that the tropospheric response at longer 
lags was essentially indistinguishable between free-running and forced SSWs. They concluded that the trop-
ospheric response is generic to a zonally symmetric heating in the stratosphere.

We build upon the work of White et al.  (2020) and use the same idealized moist model (Jucker & Ger-
ber, 2017) to apply zonally asymmetric (wave-1 or wave-2) heating perturbations to the stratosphere for only 
a few days centered at different longitudes. This allows us to examine whether the longer-term tropospheric 
response is dependent on the SSW type (be it a displacement or a split) and on the vortex location. The 
longer-term response is defined here as around 3–4 weeks after the SSW onset and is chosen to approxi-
mately match the timescale by which the splits and displacements in our control run become indistinguish-
able in the stratosphere.

Previous studies have imposed zonally asymmetric stratospheric anomalies to examine how polar-vortex 
anomalies can influence the tropospheric circulation. In particular, Smy and Scott  (2009) examined the 
stratospheric influence on tropospheric baroclinic instability and Charlton et al. (2005) examined whether 
the tropospheric response to a displacement-type SSW (at 45°E) was consistent with a non-local strato-
spheric influence via hydrostatic and geostrophic adjustment (Ambaum & Hoskins, 2002). However, to our 
knowledge, there have been no studies that have tested the tropospheric response to the phasing of split 
and displacement SSWs.

Further motivation is provided by Zhang et al. (2016). Using reanalysis data and model simulations, they 
found that the polar vortex has shifted toward Eurasia in recent decades in response to Arctic sea-ice loss 
and suggest that such a shift has had a subsequent influence on surface weather with cooling over Europe 
and North America. Our experiments aim to shed some light on whether such a shift in the vortex can in-
deed yield near-surface differences on seasonal timescales.

We introduce the model setup and our idealized experiments in Section 2. In Sections 3 and 4 we present 
the results and in Section 5, a short summary.

2.  Model Setup
We use the model of an idealized moist atmosphere (MiMA) developed by Jucker and Gerber (2017). MiMA 
includes a more comprehensive treatment of radiation than a dry dynamical core that has been used exten-
sively in the past (e.g., Domeisen et al., 2013; Polvani & Kushner, 2002) and hence, is more suited to studying 
the interaction between dynamics and thermodynamics. In terms of the model setup, we follow Garfinkel, 
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et al. (2020b), to which we refer the reader, but with some minor changes to the Pacific Ocean heat fluxes 
(see Supplementary Text S4 and Tables S1-S2). Note that the model used here is slightly different to that 
used in White et al. (2020) which followed the setup of Garfinkel, et al. (2020a). Nevertheless, perturbation 
experiments (see Section 2.2) using the same setup as White et al. (2020) yield similar results.

2.1.  Control Run

First, we run a control run (CTRL) for 49 years (360-day years) after discarding an initial spin-up of 10 years 
to allow the mixed-layer ocean to equilibriate. The integrations are all run at T42 horizontal resolution 
(2.8° x 2.8°) with 40 vertical levels up to ∼0.01 hPa. We note that the CTRL climatology and in particular, 
the stationary waves are quite realistic following Garfinkel, et al. (2020a) and Garfinkel, et al.  (2020b), and 
are comparable to that of Coupled Model Intercomparison Project Phase 5 (CMIP5) models.

We identify displacement- and split-type SSWs in CTRL to facilitate comparison with the wave-1 and wave-
2 thermally forced SSWs described in Section 2.2. To identify such SSW types, we use the two dimensional 
moment analysis of the geopotential height Z at 10 hPa, described by Seviour et al.  (2013). The Decem-
ber-March climatological-mean Z is used to define the vortex edge and displacements and splits are iden-
tified as the most equatorward 5% of daily centroid latitudes, and largest 5% of daily aspect ratios yielding 
thresholds of 70.45°N and 2.25, respectively. These ratios are slightly different than those used in Seviour 
et al. (2013) who used the most equatorward 5.7% of daily centroid latitudes, and largest 5.2% of daily as-
pect ratios in ERA-Interim reanalysis in order to approximately match the observed frequencies of splits 
and displacements in prior studies. The choice of thresholds using this method is somewhat subjective and 
we have tested our conclusions using different values. In particular, we have also utilized centroid latitude 
and aspect ratio thresholds corresponding to the 2.5% percentiles, yielding 33 displacements and 32 splits. 
Similar results are found using this smaller subset of events (compare Figures 2 and 3 in Section 3 with 
Figures S2–S3).

In order to increase the number of SSWs of each type in our analysis, we also identify SSWs in an additional 
four 49 years control runs that have slightly different initial conditions to CTRL. These initial conditions 
consist of changes in the imposed q-fluxes and albedo and namelist parameters for the gravity-wave param-
eterization that we do not go into the details of here. However, note that removing these extra events from 
the composites shown in Section 3 does not change the results therein. Overall, including all five control 
runs, there are 67 splits and 61 displacements in 245 years, yielding a frequency of 0.52 events per year 
which should be compared with an observed frequency of 0.68 events per year in Butler et al. (2015) using 
the moments definition of Seviour et  al.  (2013). This slight discrepancy in SSW frequency is consistent 
with the strong vortex bias present in MiMA compared to in ERA-5 reanalysis (see Figure S1). Note that in 
Sections 3–4, the combined 67 splits and 61 displacements from the five control runs as opposed to just the 
sub-sample of events from CTRL, are compared with the perturbation (PTRB) events, and are referred to as 
the control-run displacements and splits.

2.2.  Perturbation Experiments

We extend the experiments of White et al. (2020) by imposing a zonally asymmetric thermal forcing in the 
stratosphere switched on every January 1st in the 49 years CTRL (note that we do not utilize the extra four 
control runs in these experiments). In particular, we add the following forcing term to the temperature 
tendency equation:
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In these equations, t, φ, λ, p, are the model time, latitude, longitude, and pressure, QS and QA are the zonally 
symmetric and zonally asymmetric heating rates (units of K day−1 although hereafter we drop the units for 
brevity), NS and NA are the prescribed duration (in days) of QS and QA, respectively, k is the zonal wavenum-
ber of the heating and λ0 is the center of the first ridge east of the prime meridian. Only these parameters are 
varied in this study (although note that NA is fixed constant; see Section 4.1 for reasoning). All of the other 
parameters in Equations 1–6 are fixed in our study and are defined in Table 1. Note that runs with purely 
zonally symmetric forcing (Equation 4 and with QA = 0) are as in White et al. (2020).

Figure 1 shows example wave-1 (k = 1, λ0 = 225E that is in phase with the climatological 10 hPa stationary 
wave 1) and wave-2 (k = 2, λ0 = 90E that is out of phase with the climatological 10 hPa stationary wave 2) 
forcings, respectively, with QS = 3 and QA = 6. These heating rates are chosen so as to approximately match 
the composited Polar-Cap area-averaged, vertically integrated T  anomalies in the CTRL displacements (see 
later Figure 4 and associated discussion). A list of experiments used in this study is given in Table 2. Note 
that in all of our experiments, the lower boundary of the imposed heating is defined as pb = 150 hPa so as 
to limit the heating to the stratosphere (see Table 1).

Observed split and displacement SSWs are associated with a zonally symmetric warming that encompasses 
the Polar Cap along with regional maxima (e.g., Figure 1 of Butler et al., 2017). To approximate this, we in-
clude a zonally symmetric heating (Equation 4) in addition to the zonally asymmetric part of the warming 
with the latter chosen to be double that of the former (e.g., see Figure 1). We also remove the temperature 
trough of the QA forcing (indicated by the max [0, cos (…)] function in Equation 5).

In these PTRB runs, the focus is on the longer-lag tropospheric response to the imposed forcing. These 
integrations are not well suited to investigating the differences at early lags between the control-run dis-
placements and splits, i.e., the initial downward propagation to the troposphere. This is in part due to the 
complicating factor of the Eliassen adjustment (Eliassen, 1951) to imposed thermal forcing at lags close to 
the forcing. This adjustment manifests as a meridional circulation that in the case of thermal forcing, leads 
to a meridional circulation in the opposite sense to that found during the onset of free-running SSWs as in 
the control run (e.g., see Figure 10 in White et al., 2020). This adjustment can therefore interfere with the 
downward propagation and one must be careful at teasing apart the process by which anomalies actually 
propagate downward to the troposphere from the Eliassen adjustment. Following White et al. (2020), we 
therefore focus primarily on the long-term response (∼3–4 weeks onwards) in the PTRB runs. Nevertheless, 
as will be seen in the next section, this longer-term response timescale pops out as a somewhat natural 
timescale in the control SSWs.
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3.  Control Run Displacements and Splits
We begin by compositing the 67 split and 61 displacement control-run SSWs (i.e., from all five control runs) 
in Figure  2. To calculate the Northern Annular Mode (NAM) index we use the geopotential-height (Z) 
method of Baldwin and Thompson (2009) wherein Z anomalies are first calculated as deviations away from 
the daily climatology, then area averaged over 60–87 N, before being divided by the standard deviation and 
multiplied by −1. Close to the onset date, the NAM has a much more barotropic structure during the splits 
than the displacements, extending down close to the surface (Figures 2a and 2b). In the stratosphere, this 
barotropic structure agrees with Esler and Scott (2005), whereas the extension into the troposphere agrees 
with splits identified in a comprehensive model by Maycock and Hitchcock (2015). Displacement events on 
the other hand take around one week before a lower-tropospheric negative NAM signal is apparent. Fur-
ther, displacements have a more negative stratospheric NAM extending up to lag day 35. In the troposphere 
at longer lags, the two do not exhibit any significant differences.

The longer-term near-surface response in terms of 970 hPa u anomalies is shown in Figures 3c and 3d 
averaged over lags 31–90. Lag 31 is chosen to focus on the longer-lag response and this represents the ap-
proximate lag by which the initially barotropic-NAM response to split SSWs has subsided (Figure 2b). Nev-
ertheless, the results are fairly insensitive to varying these lags, e.g., averaging from lag 21 onwards. As with 
the NAM, the near-surface response to the control-run splits and displacements are similar, with a clear 
equatorward shift of the jet in the North Atlantic and more of an extension of the jet downstream in the 
Central/Eastern Pacific. This extension into the Eastern Pacific, is more enhanced for the displacements. 
Overall, the surface response is more zonally symmetric in MiMA than in composites of observed SSWs 
(e.g., Figure 1 in Hitchcock & Simpson, 2014) which show a clear preferred basin structure. However, the 
surface response still projects onto the NAM (first empirical orthogonal function; Figure S4).

As aforementioned, the response to the control-run displacements and splits become statistically indis-
tinguishable after approximately 3–4 weeks in the lower stratosphere (and even earlier in the troposphere 
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Figure 1.  Example mixed zonally symmetric (QS = 3K day−1) and zonally asymmetric (QA = 6K day−1) thermal forcing 
at 10 hPa for (a) wave-1 with λ0 = 225E that is in phase with the climatological 10 hPa stationary wave 1, and (b) wave 2 
with λ0 = 90E that is out of phase with the climatological 10 hPa stationary wave 2.
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Parameters varied in this study

Parameter symbol Units Description

K Zonal wavenumber of heating

λ0 ° Longitude of first ridge east of Prime Meridian

QS K day−1 Zonally symmetric heating rate

QA K day−1 zonally asymmetric heating rate

NS Days Time duration of symmetric heating (either = 0 or = 10 here)

Parameters fixed in this study

Parameter symbol Units Description

t0 S First timestep at which the heating is turned on (12a.m. on January 1st)

NA = 10 Days Time duration of asymmetric heating

pt = 60 hPa Top level of linear reduction in heating

pb = 150 hPa Bottom level of linear reduction in heating

φS = 60 ° Latitude at which symmetric heating reaches half of QS

Δφ = 5 ° Latitudinal half-width of symmetric heating

φH = 80 ° Upper latitudinal limit of asymmetric heating

φL = 60 ° Lower latitudinal limit of asymmetric heating

Note: Top part of table shows the parameters that are varied in our PTRB experiments, whereas bottom part lists the fixed-value parameters. PTRB, perturbation.

Table 1 
Table of parameters used in the PTRB experiments (see Equations 1–6) along with their units and a description

Wave-1 experiments ( k = 1 )

Forcing magnitude (K day−1) and duration Longitude of 1st ridge (λ0) Text description

QS = 0, QA = 12 (NA = 10) 45E (out of phase) Asymmetric

225E (in phase)

315E (in quadrature)

QS = 3, QA = 6 (NS = NA = 10) 45E (out of phase) Symmetric and 
Asymmetric225E (in phase)

315E (in quadrature)

Wave-2 experiments ( k = 2)

Forcing magnitude (K day−1) and duration Longitude of 1st ridge (λ0) Text description

QS = 0, QA = 12 (NA = 10) 0E (in phase) Asymmetric

45E (in quadrature)

90E (out of phase)

QS = 3, QA = 6 (NS = NA = 10) 0E (in phase) Symmetric and 
Asymmetric45E (in quadrature)

90E (out of phase)

QS = 0, QA = 8 (NA = 10) 0E (in phase) Asymmetric

90E (out of phase)

QS = 2, QA = 4 (NS = NA = 10) 0E (in phase) Symmetric and 
asymmetric90E (out of phase)

Note: In-phase, out-of-phase and in quadrature refer to the phasing of the forcing with the 10  hPa climatological 
stationary waves.

Table 2 
List of PTRB experiments used in this study
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and middle-to-upper stratosphere; Figure 2). At earlier lags however, the 
differences are large and represent the initial downward transmission to 
the troposphere. It is for this reason that the remainder of the manuscript 
focusses on the longer-lag response to such events. For the PTRB runs 
discussed in the next section, this longer-lag focus also ensures that issues 
associated with the Eliassen adjustment to the imposed heating (see Sec-
tion 2.2) are circumvented.

4.  Idealized Experiments
In order to isolate the importance of zonal asymmetries in the warming 
for the longer-term surface impact, we impose in the stratosphere either: 
(1) A zonally asymmetric warming augmented with a weaker zonally 
symmetric warming, or (2) a zonally asymmetric warming, and in both 
cases, vary the phase of the asymmetric part of the warming. This allows 
us to understand whether the location of the vortex anomalies is impor-
tant for the surface response.

Note that herein, anomalies are calculated as deviations away from the 
daily climatology in the 49 years CTRL from which the PTRB runs are 
branched (see Section 2.2).

4.1.  Choice of Forcing Magnitude, Duration and Location

The aim in these PTRB experiments is to impose a warming of similar 
magnitude to that found during the control-run SSWs. To apply a forcing 
of roughly the correct magnitude, we calculate area-averaged Polar-Cap 
(50°N − 90°N) and vertically integrated (mass-weighted over 150–1 hPa) 
T  anomalies for the control-run displacements and splits in Figure 4. The 
control-run displacements and wave-1 PTRB experiments are shown on 

the left and the splits and wave-2 PTRB experiments on the right (control-run SSWs in solid black lines). 
For the PTRB wave-1 experiments it is found that setting QS = 3 and QA = 6 yields similar magnitude tem-
perature anomalies to the control-run displacements (dashed lines in red and blue in Figure 4a). The asym-
metric component is doubled compared to that of the symmetric component to ensure that the symmetric 
part does not overwhelm the asymmetric part of the warming which is our focus. Equivalent asymmetric 
forcing (QA = 12; solid lines in red and blue) also yields similar magnitude T  anomalies to the control-run 
displacements. The magnitude of the vertically integrated T  anomalies in Figure 4 may seem quite small, 
however, this is a result of the mass-weighting that gives greater weight to the lower stratosphere where 
the T  anomalies are generally smaller than in the middle-upper stratosphere (not shown). It should also be 
noted that there is little in the way of significant differences between the various pairs of PTRB experiments 
(pairs tested using a student's t-test are indicated by asterisks in legend), aside from small significant differ-
ences during the recovery stage at lags 70 + . This indicates that the magnitude of the Polar-Cap warming is 
quite generic and is not dependent on the location of the ridge(s) during the SSW evolution.

It is clear that the control-run displacements lead to a warmer Polar Cap than the control-run splits. This 
is a robust feature that is also present for displacements and splits in ERA-5 reanalysis (dashed black lines) 
where the events are identified using the same thresholds as in Seviour et al. (2013) (i.e., a centroid latitude 
of 66°N for the displacements, and aspect ratio of 2.4 for the splits). Note that the differences between 
displacements and splits in both MiMA and ERA-5 reanalysis are significant at the 95% level up until ap-
proximately lag 15 (not shown). In terms of forcing therefore, a more appropriate heating rate is QS = 2, 
QA = 4 for the mixed wave-2 PTRB and QS = 0, QA = 8 for the asymmetric wave-2 PTRB (Figure 4b). We will 
therefore present results using both the stronger wave-2 heating (i.e., QS = 3, QA = 6) and weaker wave-2 
heating (i.e., QS = 2, QA = 4).
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Figure 2.  Northern Annular Mode (NAM) composites of the control-run 
displacements (61 events; top), splits (67 events; middle) and splits-
displacements (bottom). Units are in standard deviations. In (b)–(a), only 
significant differences at the 95% level using a standard student's t-test are 
plotted.
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In these PTRB experiments, the warming is chosen to be switched on for NS = NA = 10 days, which is moti-
vated by examining the vortex morphology. In particular, Figure 5 shows that it takes ∼10 days for the aspect 
ratio for the control-run splits to fall below the SSW threshold of 2.25 (Figure 5b) and for the centroid lati-
tude for the control-run displacements to become northward of the SSW threshold of 70.45°N (Figure 5a). 
Hence, this ∼10 days timescale represents the approximate length of time after the SSW onset date by which 
the vortex no longer satisfies the relevant SSW threshold. Nevertheless, switching on the forcing for a short-
er period, say NS = NA = 3 days as in White et al. (2020) but still maintaining the same overall forcing mag-
nitude (i.e., with QS = 10, QA = 20), yields qualitatively similar results to those presented here (not shown).

We now highlight the various locations of the zonally asymmetric forcing in our experiments. Figure 6 shows 
Z anomalies at 10 hPa averaged over lags 1–3 for the zonally asymmetric forced runs with NA = 10 days and 
for the λ0 = 45E and λ0 = 225E wave-1 (6a,b) and the λ0 = 0E and λ0 = 90E wave-2 (6c,d) PTRB runs. For 
wave-1, these longitudes are chosen so as to either constructively (λ0 = 225E) or destructively (λ0 = 45E) 
interfere with the climatological stationary wave-1. In terms of the former, λ0 = 225E agrees with the av-
erage location of the Aleutian High after the control-run displacement onset (∼ 227E; Figure 3a), whereas 
λ0 = 45E agrees with the most westward location of the Aleutian High maximum in all of the 61 control-run 
displacements (see yellow asterisks in Figure 3a). Note that the λ0 = 315E experiment approximately agrees 
with the most eastward location of the Aleutian High maximum in the control-run displacements. These 
eastward and westward limits of the Aleutian-High maximum are also found if focusing on the 60 N latitude 
circle (which is the latitude of the climatological Aleutian High centre), which may make more sense given 
that the circumference of a latitude circle shrinks considerably toward the Pole. For wave-2, the λ0 = 0E 
PTRB best agrees with the phasing of the ridges in the control-run splits (Figure 3d).

The influence of the forcing on the strength of the Polar Vortex is examined in Figure 7 which shows the 
NAM index at 100 hPa for the wave-1 (a) and wave-2 (b) PTRB experiments. All PTRB runs show a weaken-
ing of the vortex (i.e., a negative NAM) that is of similar magnitude between the various wave-1 and wave-2 
experiments, a consequence of the equivalent forcing. However, none of the PTRB runs yield as negative a 
NAM as in the control-run displacements and splits. In fact, the control-run displacements and splits are 
approximately the same strength in the lower stratosphere. Conversely, above 100 hPa, the discrepancy in 
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Figure 3.  Regional composites of the control-run displacements (top), splits (middle) and splits-displacements 
(bottom) for Z anomalies at 10 hPa averaged over lags 1–3 in the left column, and u anomalies at 970 hPa averaged 
over lags 31–90 in the right column. Units are (left) m, and (right) ms−1. Black contours in the left column indicate the 
climatological Z with contours at ±50, 100, 200, 300, …m for wave-1 (top), wave-2 (middle), and the combined wave-1 
and wave-2 (bottom). Black contours in right column indicate the climatological u with contours at ±4, 8, …ms−1 (right). 
Yellow asterisks in (a) show the location of the maximum Z anomalies for each of the 61 displacements and large black 
square shows the average location. Significant differences in bottom row as in Figure 2.
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vortex strength and warming between displacements and splits as apparent in Figure 4 becomes clearer. For 
instance, u  at 60 N and 10 hPa clearly shows a weaker vortex for the displacements than the splits which is 
also the case in ERA-5 reanalysis (Figure S5 in the supplementary material). Nevertheless, our focus here 
is on the lower stratosphere which has been shown to be more tightly linked to the tropospheric response 
(e.g., Maycock & Hitchcock, 2015; White et al., 2019).

4.2.  Response to Varying the Phase of Mixed Symmetric and Asymmetric Forcing

We now quantitatively assess whether the downward impact on the troposphere at longer lags depends on 
the wavenumber or phasing of the imposed temperature perturbation. As discussed in Section 3, free-run-
ning SSWs in the control runs can be characterized as a quasi zonally symmetric warming over the Pole 
along with one or two localized maxima (depending on whether the SSW is a split or displacement; e.g., 
Figures 3a and 3b) further equatorward.

Experiments are now performed with both symmetric and asymmetric parts of the heating not equal to 
zero (i.e., QS ≠ 0 and QA ≠ 0). In particular, we set the symmetric part as QS = 3 and the asymmetric part 
as QA = 6, both switched on for NS = NA = 10 days which as aforementioned, yields similar magnitude T  
anomalies to the control-run displacements (see Figure 4).
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Figure 4.  Timeseries of T  anomalies area-averaged over 50°N–90°N and vertically integrated (mass-weighted) over 
150–1 hPa for (left) control-run displacements, and various wave-1 PTRB experiments, and (right) control-run splits 
and various wave-2 PTRB experiments. Thick portions of the colored lines represent statistically significant differences 
at the 95% level between the individual pairs of experiments using a standard student's t-test (pairs are indicated by 
equal numbers of asterisks in brackets). Gray shading shows the black lines (i.e., control-run events) ± 1 standard 
deviation. See legend for details of PTRB experiments shown. Also shown are the ERA-5 displacements (a) and splits 
(b) over 1979–2018 defined using the same thresholds as in Seviour et al. (2013); i.e., displacements are defined when 
the centroid latitude becomes equatorward of 66°N, and splits are defined when the aspect ratio becomes larger than 
2.4. Note that the list of events in ERA-5 here matches the list of events in the overlapping period (1979–2009) in 
Seviour et al. (2013).
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The NAM index and 970 hPa u anomalies averaged over lags 31–90 are 
shown in Figures 8a, 8b and 9a, 9b for the λ0 = 45E and λ0 = 225E wave-1 
runs that are out of phase and in phase with the climatological station-
ary wave 1, respectively (see black contours in Figures 6a and 6b). Both 
wave-1 runs show a classical NAM-like response with a “dripping-paint” 
like pattern into the troposphere as observed by Baldwin and Dunker-
ton  (2001). In both runs, the lower-stratospheric anomalies persist for 
up to four months, although weaken substantially after two months. The 
longer NAM timescales in the lower stratosphere agree with the pure-
ly zonally symmetric thermal-forcing experiments performed by White 
et  al.  (2020) who found that this was a consequence of the relatively 
coarse resolution. Indeed, coarser resolution models tend to have more 
persistent annular mode variability (Gerber et al., 2008). Overall, there 
are no significant differences between the two wave-1 experiments (panel 
b–a) indicating that in the presence of a weaker background warming, 
the tropospheric response to asymmetric warming is insensitive to the 
vortex location. Applying the heating at λ0 = 315E (i.e., close to the most 
eastward location of the Aleutian High in the control-run displacements 
shown in Figure 3a) also yields quantitatively similar results (not shown). 
In the λ0 = 0E and λ0 = 90E wave-2 runs (that are in phase and out of 
phase with the climatological stationary wave 2, respectively; see black 
contours in Figures 6c and 6d) shown in Figures 8c, 8d and 9c,9d, there is 
also little difference in the tropospheric response to the forcing location. 

Varying the location to λ0 = 45E yields insignificant differences to the presented runs (not shown). Further, 
near-surface T (Figure S6 in the supplementary material) also shows little difference between the various 
wave-1 and wave-2 PTRBs with a cooling over Eurasia and warming over Eastern North America and the 
Mediterranean as seen in observations (e.g., Hitchcock & Simpson, 2014). Note that the wave-2 forcing ap-
plied here is barotropic in the stratosphere, yet interestingly, there is no barotropic NAM structure close to 
the onset date which is found in the control-run splits (Figure 2a). This provides evidence that the wave-2 
growth mechanism (likely via wave resonance generating a barotropic mode; Esler & Scott, 2005) prior to 
the split is important for the observed barotropic signal immediately after the onset.

To determine if there are any differences between the tropospheric response at long lags to wave-1 and 
wave-2 forcing, i.e., to see if there are differences between displacement and split SSWs as in Section 3, 
composite differences are calculated between various wave-1 and wave-2 runs. The bottom-left panels in 
Figures 8 and 9 show the NAM and 970 hPa u differences between the mixed symmetric and asymmetric 
wave-1 λ0 = 45E and wave-2 λ0 = 0E runs with QS = 3 and QA = 6 switched on for NS = NA = 10 days (i.e., 
panels c–a in each figure), whereas the bottom-middle panel shows the same as the bottom left except for 
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Figure 5.  Timeseries of the composite centroid latitudes and aspect ratios 
for the control-run displacements (61 events; a) and splits (67 events; 
b), respectively. Dashed horizontal lines indicate the thresholds used to 
identify displacements (70.45°N) and splits (2.25) in this study.
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Figure 6.  (Top) Z anomalies (shading) at 10 hPa averaged over lags 1–3 for the λ0 = 45E and λ0 = 225E wave-1 PTRB 
experiments (Bottom) Same as top row except for the λ0 = 90E and λ0 = 0E wave-2 experiments. Units in m. Black 
contours show the wave-1 (top) and wave-2 (bottom) climatology as in Figures 3a and 3b.
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the mixed wave-1 λ0 = 225E run and wave-2 λ0 = 90E run (i.e., panels d–b). The bottom right corresponds 
best to the free-running displacements and splits in terms of the Z anomalies (see Figures 3a and 3b), show-
ing the difference between the mixed λ0 = 225E wave-1 and λ0 = 0E wave-2 runs (panels c–b). Aside from 
slightly significantly more negative u anomalies over North Africa/Southern Europe in all three wave-2 
runs compared to the wave-1 runs, indicating a slightly stronger jet shift in the latter, there is little else that 
is significantly different. This indicates that the tropospheric response is insensitive to the location of the 
child vortices in the stratosphere when a weaker background warming is also present.

To better compare the magnitudes of the surface response across the various PTRB experiments, Figure 10a 
shows zonal-mean zonal wind u  970  hPa anomalies averaged over lags 31–90 for wave-1 PTRB experi-
ments and the control-run displacements and Figure 10b shows the same except for wave-2 PTRB and the 
control-run splits (in both panels see red and blue dashed lines for PTRB and solid black lines for control 
events). It is clear that the mixed symmetric and asymmetric PTRBs (red and blue dashed lines) project onto 
the tropospheric NAM with a dipole straddling the climatological jet maximum. Nevertheless, the anom-
alies are stronger than in the control-run displacements and splits (particularly on the poleward flank of 
the jet), indicating that even though the integrated stratospheric temperature anomalies are approximately 
equal between the PTRB and the control-run events (Figure 4), there is some other additional factor that 
governs the strength of the tropospheric response. The two mixed PTRB experiments yield similar magni-
tude, statistically-insignificant responses in u  for both wave-1 and wave-2 indicating that in a more realistic 
forcing setup with a background warming in addition to the stronger asymmetric warming, the tropospher-
ic response is insensitive to the vortex phasing.

We also here document differences in 970 hPa u  anomalies between the various mixed runs at lags 21–30 
in Figure  11. Figure  S9 in the supplementary material shows regional 970  hPa u anomalies at these 
lags (akin to that shown for lags 31–90 in Figure 9 here). In the control runs, both the displacements 
and splits (black lines) project onto the tropospheric NAM with a similar dipole as found at lags 31–90 
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Figure 7.  Timeseries of the Northern Annular Mode (NAM) index at 100 hPa for (a) control-run displacements and 
wave-1 PTRB experiments, and (b) control-run splits and wave-2 PTRB experiments. See legend for details of the 
individual PTRB experiments. Thick portions of the colored lines represent statistically significant differences at the 
95% level between the individual pairs of experiments using a standard student's t-test (pairs are indicated by equal 
numbers of asterisks in brackets). Gray shading shows the black lines (i.e., control-run events) ± 1 standard deviation.
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(Figures 9–10) but with the displacements leading to a slightly stronger jet shift than splits. At earlier 
lags (not shown), the splits have a larger jet shift in agreement with the NAM index in Figure 2. For both 
the wave-1 and wave-2 PTRBs however, there is not a clear projection onto the tropospheric NAM. For 
instance, for wave-1, the λ0 = 225E runs lead to more of a double-peak structure with  0u  anomalies 
at 40 N and 60 N whereas the λ0 = 45E runs lead to a dipole that is too far poleward compared to that 
expected for a projection onto the tropospheric NAM (with a significant difference between the two 
runs). Regionally, the mixed wave-1 λ0 = 225E run does not project onto the tropospheric NAM over the 
North Atlantic unlike in the λ0 = 45E run (Figure S9). There are similar differences for the wave-2 PTRBs, 
with an overall lack of a consistent projection onto the canonical NAM pattern. The two wave-2 mixed 
runs (i.e., both λ0 = 0E and λ0 = 90E) for example, exhibit dipoles that are located too far poleward, with 
the maximum u  anomaly occurring near the climatological jet maximum, and the minimum occurring 
northward of 75°N. However, note that differences between the various pairs of experiments are gener-
ally insignificant.

It may be surprising that at lags 21–30, the tropospheric response varies so much between various PTRB 
runs, especially considering the similarity between lags 11–20 and lags 21–90 in u  anomalies found in the 
zonally symmetric forced runs of White et al. (2020) (their Figure 2). This is likely due to two reasons: (1) 
the forcing in White et al. (2020) had no zonal heterogeneities unlike here (although note that the forcing 
here still projects onto wave-0), and (2) the thermal forcing was switched on for NS  =  3  days in White 
et al. (2020), whereas here it is switched on for NS = NA = 10 days. The Eliassen adjustment during the 
forcing stage (see Section 2.2 for more details) and the subsequent rearrangement of the stratospheric and 
tropospheric circulation takes longer when the forcing has a longer duration. Due to this, it is difficult to 
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Figure 8.  (Top row): NAM index composites for the mixed symmetric and asymmetric (i.e., QS = 3, QA = 6) λ0 = 45E and λ0 = 225E wave-1 PTRB runs with NS 
= NA = 10 days. (Second row): Same as top row except for the λ0 = 0E and λ0 = 90E wave-2 PTRB runs. (Third and fourth rows): Same as top two rows except 
for the asymmetric (i.e., QS = 0, QA = 12) PTRBs with NA = 10 days. Right column for the top four rows show the composite difference between the middle and 
left columns. (Bottom row): Composite differences (c)-(a), (d)-(b), and (c)-(b). Difference panels only show points that are significantly different at the 95% level 
using a standard student's t-test.
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determine if these anomalies at lags close to the forcing in the PTRB experiments are meaningful in terms 
of the downward transmission of the NAM anomalies.

4.3.  Response to Varying the Phase of Asymmetric Forcing

In the previous section, the mixed zonally symmetric and zonally asymmetric forcing runs produced a 
similar tropospheric NAM response to the control-run SSWs. The forcing in these mixed experiments are 
designed to mimic free-running SSWs that have warm anomalies encompassing the Polar Cap north of 
∼70°N−75°N, with an asymmetric component further equatorward (e.g., Figures 3a and 3b). However, the 
relative importance of the symmetric, more poleward part of the warming, and the asymmetric, more equa-
torward part of the warming, for the near-surface NAM response is not known. Many studies have found 
that zonally symmetric stratospheric forcing encompassing the Polar Cap projects onto the tropospheric 
NAM (e.g., Butler et al., 2010; Song & Robinson, 2004; White et al., 2020), but it is less known if asymmetric 
forcing (i.e., the eddy component) also yields a tropospheric NAM-like response. It should be noted how-
ever, that in the asymmetric runs presented in this section, because we remove the troughs of the heating 
in Equation 5, the asymmetric heating still projects onto wave-0 (i.e., onto the zonal-mean) and thus yields 
a net warming. This can be seen most clearly in Figure 4 whereby both the mixed symmetric-asymmetric 
runs, and the asymmetric runs, yield approximately equivalent Polar-Cap T  anomalies (e.g., compare the 
dashed and solid red and blue lines in Figure 4).

We thus now impose zonally asymmetric heating (with QS = 0) to isolate the importance of the wave-1 or 
wave-2 eddy part of the SSW in the tropospheric response. The magnitude of the presented asymmetric 
experiments is chosen to be QA = 12 which is equivalent in magnitude to the mixed QS = 3, QA = 6 runs 
presented in the previous section (as aforementioned, both yield similar magnitude Polar-Cap T  anomalies 
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Figure 9.  Same as Figure 8 except for u anomalies at 970 hPa averaged over lags 31–90. Black contours as in Figure 3c. Note that the difference panels are 
doubled in magnitude to aid visibility.
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as shown in Figure 4). A forcing duration of NA = 10 days is again chosen to approximate the timescale by 
which the control-run displacements and splits no longer satisfy the relevant SSW criteria (Figure 5).

Figures 8e and 8f and Figures 9e and 9f show the NAM index and 970 hPa u averaged over lags 31–90 
for the λ0 = 45E (e) and λ0 = 225E (f) wave-1 PTRB runs with the heating switched on for NA = 10 days. 
Overall, these zonally asymmetric runs produce qualitatively similar NAM indices and u anomalies to the 
mixed zonally symmetric-asymmetric forcing in Section 4.2 but with weaker magnitudes, particularly in the 
tropospheric response (Figure 9; compare top two rows with third and fourth rows). Although generally in-
significant, there are differences between the two wave-1 runs, with the λ0 = 45E run (i.e., heating that is out 
of phase with climatological wave-1) yielding a slightly stronger tropospheric response that is significantly 
different over the Western Pacific and at higher latitudes (panel f–e; also see Figure 10a). The same is true 
for the λ0 = 0E and λ0 = 90E wave-2 PTRB runs (Figures 9g and 9h), with the heating that is out-of-phase 
with stationary wave-2 (λ0 = 90E), yielding a stronger North Atlantic jet shift as well as stronger anomalies 
over the North Pacific (although note that they are insignificantly different; also see Figure 10b).

Despite the lack of differences between the various wave-1 and wave-2 experiments (both here and in Sec-
tion 4.2), it is worthwhile noting that the near-surface response to these PTRB experiments is not identical 
to that of the control-run displacements and splits (Figure  3). In particular, the North-Atlantic/Canada 
anomalies are more robust and stronger across all runs than the anomalies in the North-Pacific basin (Fig-
ure 9). This was not the case in the control-run events that yielded similar anomalies over the two regions. 
The reason for this appears to be due to asymmetries in Z′ anomalies at longer lags. Figures S7-S8 show Z′ 
anomalies at 10 hPa and 100 hPa averaged over lags 31–90. There are asymmetries present at both levels, 
although at 100 hPa, all runs, no matter where the initial heating is located, show a peak over the North At-
lantic/Canada. This qualitative pattern is also evident at levels below 100 hPa (not shown). Such anomalies 
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Figure 10.  Latitudinal profiles of zonal-mean zonal wind u  anomaly composites at 970 hPa averaged over lags 31–90 
for (a) various wave-1 PTRB experiments and control-run displacements, and (b) for wave-2 PTRB experiments and 
control-run splits (see legend for details). PTRB experiments are shown in colored lines and control-run SSWs are 
shown in black lines. Thick vertical black line indicates the December-February climatological u  maximum. Thick 
portions of the colored lines represent statistically significant differences at the 95% level between the individual pairs 
of experiments using a standard student's t-test (pairs are indicated by equal numbers of asterisks in brackets).
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are in agreement with the arguments of Ambaum and Hoskins (2002) who suggested that the compression 
of the column of air below the vortex is responsible for the negative tropospheric NAM. However, one 
should be wary to draw conclusions as the Z′ anomalies here are an order of magnitude larger than the 
corresponding anomalies in the CTRL events (not shown). We are currently undertaking further work using 
these experiments to better gauge how important the arguments of Ambaum and Hoskins (2002) are for 
the surface response.

Overall therefore, the asymmetric part of the warming yields a projection onto both the stratospheric 
and tropospheric NAM, indicating that the eddy part of the warming is sufficient to generate a longer-
term tropospheric NAM response (although note that the asymmetric forcing by construction, projects 
onto wave-0 in the stratosphere and leads to a net warming). Thus, with the forcing magnitudes used in 
this section, the location of the heating does not appear to matter for the magnitude of the near-surface 
response.

4.4.  Applying Differential Wave-1 and Wave-2 Forcing

In Figure  4 it was noted that the control-run splits are associated with weaker stratospheric Polar-Cap 
temperature anomalies than the control-run displacements despite the two having near-indistinguishable 
tropospheric responses at long lags. In Sections 4.2-4.3, equal magnitude forcing was applied that yielded 
T  anomalies that were approximately equivalent to those in the control-run displacements. In this section, 
we now compare the tropospheric response to differential heating with the same wave-1 heating as in Sec-
tions 4.2–4.3, but with weaker wave-2 heating that approximately yields the same integrated T  anomalies as 
in the control-run splits (see pink and green lines in Figure 4b).

Figure 12 shows 970 hPa u anomalies averaged over lags 31–90 for the λ0 = 45E and λ0 = 225E wave-1 mixed 
runs (top row) and for the λ0 = 0E and λ0 = 90E wave-2 mixed runs (second row). The wave-2 forcing is 
weaker here than the wave-1 forcing with QS = 2, QA = 4 used for the wave-2 run compared to QS = 3, QA = 6 
used for the wave-1 run (the latter being replicated from Figure 9). Like the corresponding stronger wave-2 
runs in the previous section (Figure 9), the wave-2 runs here project onto the near-surface NAM, although 
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Figure 11.  Same as Figure 10 except for u  averaged over lags 21 to 30.
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with a slightly stronger projection in the λ0 = 90E run. This is also seen in the 970 hPa u  anomalies in Fig-
ure 10b with significantly stronger λ0 = 90E anomalies north of 70°N compared to the λ0 = 0E anomalies 
(compare dashed pink and green lines). Similarly for the weaker asymmetric wave-2 runs (fourth row; here 
chosen to be QS = 0, QA = 8 which is approximately equivalent to the mixed forcing), a NAM projection 
is visible albeit with a slightly stronger projection for the λ0 = 90E run and with a more robust projection 
onto the NAM over the North Atlantic/Canada. It is not clear why the weaker λ0 = 90E mixed runs yield 
a significantly stronger near-surface response than the corresponding λ0 = 0E run (dashed green and pink 
lines). Indeed, this difference was not present in the stronger version of this pair of runs (dashed blue and 
red lines in Figure 10b). This may be due to some nonlinearities associated with the phasing of the heating 
and the climatological stationary waves. Nevertheless, this relationship is currently under investigation and 
will be published elsewhere.

When comparing the mixed wave-1 and wave-2 runs (bottom row in Figure 12), there are substantial differ-
ences in the magnitude of the surface response. In particular, the wave-2 runs yield a significantly weaker 
tropospheric response than the wave-1 runs. This is most apparent in the λ0 = 0E wave-2 minus λ0 = 45E 
wave-1 composites (panel c–a) and in the λ0 = 0E wave-2 minus λ0 = 225E wave-1 composites (panel c–b). 
The latter is most closely associated with the locations of the control-run displacements and splits.

This weaker magnitude projection onto the near-surface NAM is perhaps expected given the weaker forc-
ing. However, in the control-run displacements and splits, the differential stratospheric temperature anom-
alies still resulted in nearly indistinguishable near-surface wind anomalies in the longer-term mean (Fig-
ure 3). This therefore indicates that the tropospheric response is not solely governed by the magnitude of 
the stratospheric anomalies, but instead some additional factor is at work.
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Figure 12.  Same as Figure 9 except that the wave-2 PTRB experiments have been replaced with weaker mixed symmetric-asymmetric forcing (QS = 2, QA = 4) 
and weaker asymmetric forcing (QS = 0, QA = 8) that is two thirds of the heating magnitude for the wave-1 experiments. The wave-1 PTRB experiments are the 
same as in Figure 9 (i.e., first and third rows are repeated here for completeness). Wave-2 minus wave-1 differences in the final row are calculated according to 
the panels in this figure.
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5.  Summary and Discussion
In this study, we have examined the longer-term mean influence of displacement- and split-type SSWs on 
the troposphere using an idealized model. A series of transient PRTB experiments spun off from a free-run-
ning CTRL have been performed, whereby asymmetric thermal forcing was applied for a limited duration. 
To determine if the SSW type (be it a displacement or a split) as well as the vortex location is important for 
the tropospheric response, the longitude of the asymmetric warming was varied for both the wave-1 and 
wave-2 experiments.

In the freely evolving displacements and splits identified in the control runs, it is found that at lags of more 
than approximately 3–4 weeks, the tropospheric responses are indistinguishable (Figures 2 and 3). Hence, 
the initial asymmetry of the vortex in the aftermath of the SSW onset, does not matter for the longer-term 
(i.e., seasonal-timescale) response. However, at lags closer to the onset (i.e., subseasonal timescales), there 
are clear differences, with splits being associated with a more barotropic NAM structure that extends deep 
into the troposphere (also found in a comprehensive model by, e.g., Maycock & Hitchcock, 2015), where-
as displacements are associated with a more gradual downward propagation over ∼ 10–15 days (Seviour 
et al., 2016). This disagrees with Mitchell et al. (2013) for instance, who found that observed split SSWs had 
a stronger near-surface response that lasted for longer than displacement SSWs. On the other hand, it agrees 
with Maycock and Hitchcock (2015) who found in a comprehensive model that displacements and splits 
do not exhibit salient differences unless sufficiently large samples are considered. It also agrees with Hall 
et al. (2021) who only found salient differences in the tropospheric temperature response at lags relatively 
close to their defined surface-impact date, but not at longer lags.

Two sets of PTRB runs were performed in this study. The first included both a zonally symmetric and 
a zonally asymmetric component to the thermal forcing (referred to as the mixed experiments through-
out). These were performed to try and approximate, as closely as possible, the control-run displacements 
and splits that have a symmetric warming over the Polar Cap along with larger-magnitude asymmetric 
warming further equatorward (Figure 3). The second forcing type was zonally asymmetric (equivalent to 
the mixed PTRBs in terms of the overall forcing applied) which were performed in order to determine if 
the eddy part of the SSW structure was sufficient to yield a NAM-like tropospheric response. In both the 
mixed symmetric-asymmetric PTRBs and the asymmetric PTRBs, a projection onto the stratospheric and 
tropospheric NAM was apparent (Figures 7–10, 12) although with a stronger and more robust projection 
onto the tropospheric NAM over the North Atlantic/Canada than over the North Pacific. Note that the 
projection of the asymmetric runs onto the NAM should not be so surprising as the forcing projects onto 
wave-0 (i.e., yielding a net warming) courtesy of the trough removal in the forcing profile itself (Equation 5 
and see Section 4.3).

Overall, in our PTRB experiments, few differences were found between the various wave-1 forced displace-
ments and wave-2 forced splits with equal forcing (Figures 7–10). In particular, varying the longitude of the 
wave-1 forcing or the longitude of the wave-2 forcing does not yield significant near-surface differences. 
Similarly, comparing the wave-1 and wave-2 experiments also does not yield significant differences, indicat-
ing that the SSW type is somewhat unimportant for qualitatively determining the tropospheric response at 
long lags. These experiments therefore agree with the differences found in the control-run displacements 
and splits. Thus, in light of the fact that knowledge of SSWs has the potential to improve weather predict-
ability (e.g., Rao et al., 2020; Sigmond et al., 2013), this study suggests that the SSW classification as either 
a split or displacement would not be sufficient to determine the magnitude of the near-surface impact at 
long lags.

The lack of significant differences found when varying the location of the wave-1 forcing also suggests that 
the observed shift in the polar vortex over the last few decades may be less important for near-surface weath-
er than studies have suggested (Zhang et al., 2016). In particular, they found that the trend for the polar vor-
tex to shift toward Eurasia in recent decades may have resulted in cold temperature anomalies over Eurasia 
and North America. However, our experiments (that are much stronger than the shifts considered in Zhang 
et al., 2016) indicate that a polar vortex shift by up to 180° does not result in qualitatively or quantitatively 
different near-surface temperature anomalies (Figure S6) on seasonal timescales. Hence, it is possible that 
the observed vortex shift in Zhang et al. (2016) has a negligible surface impact. Nevertheless, one should 
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note the different timescales considered in our two studies; our heating was imposed for 10 days whereas 
their study focuses on the climatological asymmetries.

An interesting feature in the control-run SSWs is that the displacements yield a weaker and warmer mid-
dle-to-upper stratospheric polar vortex than the control-run splits (Figure 4 and Figure S5). Similar results 
were also found in ERA-5 reanalysis, although in the lower stratosphere, the NAM indices were of similar 
magnitudes in both MiMA and ERA-5 (Figure 7). Despite this, the magnitude of the near-surface response 
was found to be indistinguishable between the two SSW types (Figures 2 and 3). Applying stronger wave-
1 forcing compared to wave-2 forcing however, yielded clear differences in magnitude (Figure  12); i.e., 
a stronger thermal forcing, regardless of whether it is wave-1 or wave-2, elicits a stronger tropospheric 
response. This suggests that the magnitude of the stratospheric warming is not the only governing factor 
in determining the tropospheric response, but instead some other circulation anomaly related to the SSW 
growth and/or evolution also plays a role. Further, it suggests the importance of the lower-stratospheric 
anomalies as opposed to those in the middle to upper stratosphere for the tropospheric response (as suggest-
ed in, e.g., Maycock & Hitchcock, 2015).

Our results provide evidence for a coupling between the zonal-mean tropospheric circulation and the gen-
eration of the wave-2 splits. In particular, the free-running splits in the control runs show a strong baro-
tropic signal that penetrates deep into the troposphere at the onset (Figure 2). However, despite our wave-2 
PTRB experiments having a barotropic structure in the stratosphere (aside from in the lower stratosphere 
where the forcing linearly decreases to near the tropopause), a barotropic NAM signal is not found (Fig-
ure 8). This suggests that the barotropic NAM signal found in the freely evolving splits is likely associated 
with the wave-2 growth mechanism itself. Theoretical studies have shown that the growth of wave-2 in the 
stratosphere can occur when a stratospheric free traveling wave comes into resonance with a forced station-
ary wave, yielding a barotropic mode that gives rise to the split (wave-2) vortex (e.g., Esler & Scott, 2005; 
Plumb, 1981). Our work also suggests that the tropospheric circulation may play a role in this. Nevertheless, 
this is left for future work.

It is worthwhile noting that other factors (e.g., sea surface temperatures or the Madden-Julian Oscillation) 
may mediate the downward transmission of weak vortex events to the troposphere and explain the displace-
ment versus split differences seen in Mitchell et al. (2013), Seviour et al. (2016) and Hall et al. (2021) as well 
as at short lags found here. For instance, Liu et al. (2014) found that the phase of the tropical quasi-biennial 
oscillation (QBO) is important for the frequency of each SSW type. In particular, during a westerly QBO 
phase, splits are more common whereas during an easterly phase, displacements are more prevalent. The 
mid-latitude temperature anomalies associated with each QBO phase may then also have an influence on 
the troposphere. Nevertheless, such external factors, although possible to assess using MiMA (as a QBO is 
spontaneously generated), are beyond the scope of this study and we have not delved into this.

Although in this paper we have focused primarily on the longer-lag response, forecasting the tropospher-
ic response at lags closer to the SSW onset date would also provide important actionable information on 
subseasonal timescales given that during splits for instance, the immediate barotropic response lasts for ap-
proximately 10–14 days. Indeed, there are differences between the various PTRB experiments at shorter lags 
(Figure 11 and Figure S9) that may be involved in the initial downward transmission of the stratospheric 
signal to the troposphere and further work is needed to understand this. This study therefore shows that on 
subseasonal timescales, vortex morphology is important for determining the tropospheric response, where-
as on seasonal timescales, it is relatively unimportant.

Data Availability Statement
The updated version of MiMA used in this study including the modified source code and example namelists 
to reproduce the experiments can be downloaded from https://github.com/ianpwhite/MiMA/releases/tag/
MiMA-ThermalForcing-v1.0beta (with DOI: https://doi.org/10.5281/zenodo.4523199). It is expected that 
these modifications will also eventually be merged into the main MiMA repository which can be down-
loaded from https://github.com/mjucker/MiMA and is documented by Jucker and Gerber  (2017), Garf-
inkel, White, Gerber, Jucker, and Erez (2020a), and Garfinkel, White, Gerber, and Jucker (2020b). ERA-5 
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reanalysis data is documented in Hersbach et al. (2020) and can be downloaded from https://www.ecmwf.
int/en/forecasts/datasets/reanalysis-datasets/era5.
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