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Abstract

Arising from structural graph theory, treewidth has become a focus of study in fixed-
parameter tractable algorithms in various communities including combinatorics, integer-linear
programming, and numerical analysis. Many NP-hard problems are known to be solvable in
O(n - 2°(™)) time, where tw is the treewidth of the input graph. Analogously, many problems
in P should be solvable in 5(n . two(l)) time; however, due to the lack of appropriate tools,
only a few such results are currently known. [Fom-18] conjectured this to hold as broadly as
all linear programs; in our paper, we show this is true:

Given a linear program of the form mina,—p ¢<o<u ¢'z, and a width-7 tree decomposition
of a graph G 4 related to A, we show how to solve it in time

6(71 -1%log(1/¢)),

where n is the number of variables and ¢ is the relative accuracy. Combined with recent tech-
niques in vertex-capacitated flow [3(:521], this leads to an algorithm with O(n - tw? log(1/¢))
run-time. Besides being the first of its kind, our algorithm has run-time nearly matching the
fastest run-time for solving the sub-problem Az = b (under the assumption that no fast matrix
multiplication is used).

We obtain these results by combining recent techniques in interior-point methods (IPMs),
sketching, and a novel representation of the solution under a multiscale basis similar to the
wavelet basis.
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1 Introduction

Linear programming is one of the most fundamental problems in computer science and optimiza-
tion. General techniques for solving linear programs, such as simplex methods [Dan51], ellipsoid
methods [[<ha80] and interior point methods [[<ar&4], have been developed and continuously re-
fined since the 1940s, and have later been found to be useful in a wide range of problems spanning
optimization, combinatorics, and machine learning.

For an arbitrary linear program minaz—p r<z<u ¢'x with n variables and d constraints, the cur-
rent fastest algorithms take either O(n237 log(1/¢)) time [CLS19; Jia '+ 20¢] or O((y/nd - nnz(A) +
d?5)log(1/¢)) time [Bra | 20a; Bra 20c], where ¢ is the accuracy parameter'. When A4 is a dense ma-
trix, these runtimes are close to optimal, as they nearly match the runtime O((nnz(A4)+d*) log(1/¢))
to solve the subproblem Ax = b, where w ~ 2.373 is the matrix multiplication exponent. When A
is sparse, as is the case in many problems arising from both theory and applications, we ask if much
faster run-times are possible.

When n and d are the same order, this problem is highly non-trivial, even for linear systems. It
is only recently known how to solve a sparse linear system in slightly faster than d“ time [PV20],
and sub-quadratic time is insurmountable under the current techniques. It turns out in practice
however, sparse linear systems often have low treewidth, a condition much stronger than mere
sparsity; for example, many of the linear programs in the Netlib repository have sublinear treewidth
(Appendix B). For low treewidth linear systems, a small polynomial dependence on treewidth still
implies a much faster than quadratic run-time, hence making them a particularly suitable target of
study.

Beyond the practical consideration, whether there is a 5(n70(1)) LP algorithm is important in
parameterized complexity. Most algorithms designed for low treewidth graphs rely on dynamic
programming, which naturally give algorithms with run-time exponential in treewidth even for
problems in P, such as reachability and shortest paths [ASK12; CL13; CZ00; PWIK12|. There are
only a few problems in P that we know how to solve in O(n7%W) time [Fom |+ 18]. We refer to
Sections 1.3.1 and 1.3.2 for discussion of these problems.

Recently, [Fom 18] posed exactly this question?:
Can linear programs be solved in O(n - tw®® log(1/¢)) time?
We answer the question affirmatively in this paper:

Theorem 1.1. Gien a linear program ming,—p ¢<e<u c'x, where A € R is a full rank matriz

with d < n, define the dual graph G4° to be the graph with vertex set {1,...,d}, such that ij €
E(Ga) if there is a column r such that A;, # 0 and A;, # 0. Suppose that

e a tree decomposition of G4 with width T is given, and

e 1 is the inner radius of the polytope, namely, there is © such that Ax =b and+r <z <u—r

'The current fastest exact algorithms for linear program take either 20V 18 279 time [HZ15], or the run-time
depends on the magnitude of entries of A.

2We add the log(1/e) term into their original conjecture. Without this term, this conjecture will imply the existence
of strongly polynomial time algorithm for linear programs, one of Smale’s 18 unsolved problems in mathematics.

3There are different ways of associating a graph with the matrix A (see [JIX15; Fom | 18]). We adopt the one
used in the ILP community [JI{15; Eis+19]. We choose this definition so that when applied to linear programming
formulations of flow problems, in which the constraint matrix A is the incidence matrix of the input graph G, we
have G4 = G, and hence the treewidth of the LP is most meaningfully related to the flow problem.



Let L = ||c||2 and R = |[u—{||2. For any 0 < e < 1/2, we can find x such that Ax =b and{ < x < u

such that

T

c'x min c'z+e-LR

Azxz=b,l<x<u

N

in expected time

6(71 -72log(R/(er))).

To keep this paper simple, we refrain from using fast matrix multiplication. Under this restriction,
we note that our run-time is tight, since it nearly matches the fastest run-time for solving the
subproblem Az = b (Corollary 5.8).

Our algorithm involves a pre-processing component: We need to find some suitable reordering of
the rows of A, given by an elimination order, so that matrices in later computations will have
certain desired sparsity patterns. In practice, there are various efficient algorithms for finding a
good reordering, such as minimum degree orderings [G1.89; ADDIG; Fah 18] and nested dissection
algorithms [Geo73; LRT79; KIK98|. In theory, there are also different ways to compute the reorder-
ing. In the previous version of this paper, we applied techniques in [AKX16] and [BW17] to give
two reordering algorithms with suboptimal bounds. They are removed to shorten the paper. After
our paper, |[BGS21| shows a nearly-linear time algorithm to find a tree-width decomposition with
polylog n approximation. This implies the following:

Theorem 1.2. Applying the algorithms in [BGS21], the runtime in Theorem 1.1 becomes

O(n - tw(G4)?log(1/¢)).

Detailed discussions can be found in literature (e.g. [Ren&8] and [L513, Sections E, F|) on converting
an approximation solution to an exact solution. To summarize, for integral A, b, ¢, it suffices to pick
e =279 to get an exact solution, where L = log(1 + diax + ||b]|2 + ||c||2) is the bit complexity
and dpax is the largest absolute value of the determinant of a square sub-matrix of A. For many
combinatorial problems, L = O(log(n + ||b|2 + ||c||2))-

1.1 Convex Generalization

Theorem 1.1 and Theorem 1.2 generalize to a class of convex optimization problem as follows:

Theorem 1.3. Given a convexr program

min clx (1.1)
Az=b,x;€K; for i€[m)]

where A € R4 js g full rank matriz with d < n and K; C R™ are conver sets, with Z;’;l n; = n.
We identify the columns of A in blocks, such that block i contains the n; columns corresponding to
x;. We define the generalized dual graph G4 to be the graph with vertices set {1,---d}, such that
ij € E(Ga) if there is a block r such that A;, # 0 and A;, # 0. We define the product convex set
K =1I"" | K;. Suppose that

e we are given a tree decomposition of G 4 with width T,
e R is the diameter of the set K,

o There exists a z such that Az =b and B(z,7) C K,

e n; =0(1) for all i € [m],



e we are given initial points x; € R™ such that B(z;,r) C K; for each 1,
e we can check if y € K; in O(1) time for all i € [m)].
Then, for any 0 < e < 1/2, we can find x € K with Az = b such that

c'z< min c¢'z+e-|¢)2-R
Az=breK

in expected time

O(n - 7% log(R/r)log(R/(r¢))).

The proof for the convex program and the linear program is almost identical. Any operation
pertaining to the entry A[i, j] in the linear programming case is generalized to operations pertaining
to the 1 x n; submatrix of A from row ¢ and block j. Since each block has size O(1), the overall run-
time relating to all matrix operations is maintained. We analyze our interior point method directly
using this generalized formulation in this paper; the linear programming formulation follows as a
special case.

This natural convex generalization in fact captures a large number of problem formulations. We

illustrate with one example from signal processing, the fused lasso model for denoising [Tib +05]:
Given a 1-D input signal w1, us, - -, un, find an output x that minimizes the potential
n n—1
V(z) = (@i—u)® + A |1 — i,
i=1 i=1

where the first term restricts the output signal to be close to the input, and the second term controls
the amount of irregularity, and A is the regularization parameter. To relate it back to our problem
Eq. (1.1), we consider a generalized formulation: Given a family of convex functions ¢1,...,¢N
of z = (x1,...,2,), where for each i, the function ¢;(z) = ¢;(xg,) only depends on the variables
{z;:j € S;} for some subset S; € [n], we want to solve the problem

N
;gﬁg}l;@(fcsi)- (1.2)
By creating extra variables y; ; for all i € [n] and j € S;, we can write the problem as min ), t;,
subjected to y;; = x; and t; > ¢;(y;;) for all i and all j € S;. The inequality constraints is
equivalent to requiring that (¢,y) lie in the convex set {(¢,y) : t; > ¢;(y;;)}. This is exactly in the
form of Eq. (1.1). The dual graph G4 of this problem is closely related to the intersection graph
G7 of the set family {S;}icn: Specifically, each set of constraints y; ; = x; corresponds to |S;| many
vertices in GG 4, and contracting each such set into one vertex produces Gz. Hence, we have that the
treewidth tw(G4) of this convex program is at most the treewidth of Gz. For the denoising problem
above, the intersection graph is in fact close to a path and has treewidth O(1). Therefore, our result
shows that this problem can be solved in nearly-linear time, without relying on the specific formula
or structure.

1.2 Difficulties

In this section, we discuss a few alternate approaches to our problem and why they likely prove
unfruitful. We will illustrate using problems of the form FEq. (1.2) when it is more straightfor-
ward.



1.2.1 Dynamic programming

Dynamic programming is a natural first approach, as has been applied to other low treewidth
problems. To explain the difficulty of achieving fully polynomial time fixed parameter tractability
in the optimization setting, we consider the following simplified problem: Given a graph G = (V, E))
with a convex function f, : R? — R for every edge e € E, consider the objective function on RY
defined by

fal) = fijlwizj). (1.3)
ijeEE
To divide the problem into smaller one, we consider any small balanced vertex separator S C V;
namely V is partition into three sets S, L and R such that there are no edges between L and R.
We can write the objective function f(x) by

fa(z) = fr(z) + fr(®) + fa—E()-ER) (T),

where fr(z) = > iicpr) fij(@i, zj) and E(T) is the set of edges with at least one end point in 7.
To minimize fq, it suffices to fix g and recursively minimizing x on L and R, and minimize over
all fixed zg. Namely,

min f6(x) = min fo_p(w)-p(r)(@s) + fl@s) + fa(s).

where }Z(xs) = min,, f(zg,zr) and E(ais) = min,, f(zs,xzr). Here, we crucially use the fact
that fo_p(r)—p(r)(z) depends only on the variables in .S, but not L and R; f1, depends only on the
variables in L and S, but not R; similarly for fr. In general, if f is convex, then both fr and fgr
are convex functions on R®. Hence, the formula shows that we can solve the optimization problem
by first constructing the reduced problem on G[L] and G[R], then solve a size |S| optimization
problem.

If the f;;’s are all quadratic functions, then both E and }; are quadratic functions, and it turns out
they can be stored as matrices known as Schur complements. Hence, we can solve the problem with
the approach described above; in fact, algebraic manipulation gives the sparse Cholesky factorization
algorithm with runtime O(n - 72).

However, for general convex function fg, it is not known how to store the functions }E and 3‘;
efficiently, and this will likely require runtime exponential in treewidth. At a high level, the rea-
son is that before we solve the outer problem fg, we do not know at which fixed xg we should
recurse on for fr and fgr. It is known that without adaptivity, exponentially many oracle calls are
needed to minimize a general convex function [Nem94; BS18; Bub19]. This suggests we should
compute E and jfE recursively for each different xg. However, it is likely that we need to access at
least two different points xg, and this already leads to runtime recursion T'(n) > 47'(n/2) + O(1)
which is at least n?. Therefore, dynamic programming appears to be inefficient for general convex
optimization.

1.2.2 Scanning through the variables

When the underlying structure of the variable dependencies is simple enough, a simple scan through
the variables may suffice for the problem at hand; for example, [Dur 19| successfully applies this
approach for function-fitting problems on a path. To illustrate, consider a problem of the form

) def
mme(m) = filwr,wo, 0 wk) + fa(@o, o, Tpg) + f3(@3, 00 Tpga) + o

7



Suppose z* is the unique minimizer of the function and z7, x5, -+ ,x};_, are given. By looking at
the gradient of the function above at the first coordinate, we know that
0 0
8751F(x) = aixlfl(ffax;,'“ ,xy) = 0.

Since x7, x5, -+ ,x)_, is given, this is a one variable non-linear equation on z;, and it has a unique
solution under mild assumptions. Solving these equations, we obtain x;. Now, looking at %F (x),
we have that

(TEQF(QC) = aimfl(xlaxm te ,ﬂfk) + aimfz(%afﬂga s al‘k+1) =0.

Since we already know z7,--- ,z7, this is again a one variable non-linear equation. Therefore, we
can solve this problem one variable at a time.

This approach can be modelled by an underlying graph structure in the following sense: Each
variable x; is represented by vertex i of the graph, and ¢ ~ j if there is some a term fj;, dependent
on both ¢ and j. We say a vertex i is solved if we know z}. In the example above, the graph is a
thick path, and if the first £ — 1 vertices are solved at the beginning, then we can follow the path
to solve the remaining vertices one by one.

Unfortunately, this type of scan-based algorithm cannot be generalized. Consider a convex function
of the form Eq. (1.3) where the graph G is a complete binary tree with n leaves. Let i be a vertex
such that the subtree rooted at ¢ is of height two containing four leaves. Observe that we cannot
solve for the children of ¢ by case analysis, if both ¢ and the leaves are unsolved. Since there are
n/4 many subtree of height two in G, at least n/4 many variables must be known at the beginning,
before we can follow the graph structure to solve for the remaining variables. As such, this approach
does not produce any meaningful simplification.

1.2.3 Tightening the iterations bounds for interior point methods

Another natural approach for attacking the conjecture is to prove that existing polynomial time
methods for linear program run faster automatically for graphs with low treewidth. Currently, there
are two family of polynomial time algorithms — the ellipsoid method (more generally cutting plane
methods) and interior point methods. For cutting plane methods, n iterations are needed in general,
since the method only obtains one hyperplane per iteration, and we need n hyperplane simply to
represent the solution even for the case tw(A) = O(1). In general, these hyperplanes are represented
by dense vectors and will probably take n? time in total.

For interior point methods, the iteration bound is less clear since there is no information obstruction.
In general, it is known that O(y/nlog(1/¢)) iterations are needed to solve a linear program, and
each iteration involves solving a linear system. For the case d = ©(n) in particular, this bound has
not been improved since the ’80s. In fact, it has been shown that the standard interior point method
used in practice indeed takes Q(y/nlog(1/e)) iterations in the worst case [MT14; All+18], and some
of these constructions has treewidth O(1). Even for concrete problems such as maximum flow,
difficult instances for iterative methods often have treewidth O(1) [Kel  14]. These lower bounds
suggest that obtaining an optimization method with O(two(l) (A)) iterations requires a substantially
new algorithm.



1.2.4 Faster iterations via inverse maintenance

Dual to the previous approach is the idea of speeding up each iteration of interior point meth-
ods. Each iteration of these methods require some computation or maintenance involving a term
(AH=*AT)~1; previous work on linear programming focused on inverse maintenance techniques to
accomplish this either explicitly or implicitly. In [CLS19; Bra | 20a; Jia '+ 20¢|, the inverse is explic-
itly maintained and this takes at least d* time in total. [BBra 20b; Bra20c] focus on IPM for the
bipartite matching problem and the maximum flow problem, where a sparsified Laplacian system
AH 'ATx = b is solved directly in each iteration and hence the whole algorithm takes at least d
per step and d'® time in total, where d is the number of vertices. It seems that either approach
cannot lead to nearly linear time (when n = 9(d)).

In our setting, one natural approach is to maintain the Cholesky factorization LLT = AH AT,
This can be done in nearly linear time in total, by combining ideas from numerical methods [Dav06]
and previous algorithms mentioned above. Unfortunately, in general, almost any sparse update in
H leads to Q(d) changes in L~!. Hence, it seems difficult to get runtime faster than d'-> by just
combining inverse maintenance with current knowledge of sparse Cholesky decomposition.

1.3 Related Works
1.3.1 Algorithms With Runtime at Least Exponential to Treewidth

The notion of treewidth is closely tied to vertex separators; specifically, low treewidth graphs have
small vertex separators, and this structure is amenable to a dynamic-programming approach for vari-
ous problems. A number of NP-hard problems such as INDEPENDENT SET, HAMILTONIAN CIRCUIT,
STEINER TREE, and TRAVELLING SALESMAN can be solved with run-times that depend only lin-
early on the problem size and exponentially on treewidth [Bod94] as the result of dynamic pro-
gramming. They are extensively studied as part of the class of fixed-parameter tractible problems.
In general, dynamic programming style approaches based on the tree decomposition unfortunately
almost always lead to an exponential dependence on treewidth, even for polynomial-time solvable
problems.

We point to one particular recent result here, which is a 20(k*) . 1 time algorithm to find k disjoint
paths given k vertex pairs on a planar graph by [Lok - 20]; it appears to be one of the first algorithms
to exploit treewidth in a completely different way from dynamic programming.

1.3.2 Algorithms with Runtime Polynomial to Treewidth

When the problem is linear algebraic, such as solving linear systems and computing rank /determinant,
the dynamic programming approaches often leads to runtime polynomial to treewidth.

For linear systems Ax = b, George first developed the method of nested dissection in [Geo73|, which
leveraged the underlying graph structure of A for the case where it is a grid. This was generalized
by the seminal work of Lipton, Rose and Tarjan in [LRT79], to solving systems where A is any
symmetric positive-definite matrix whose underlying graph has good balanced vertex separators.
This was further extended by [AY 13], to apply to non-singular matrices over any field. The Cholesky
factorization of A is a key part of all aforementioned results; it has a long line of study in numerical
analysis [Dav06], and is used as the default sparse linear system solver in various languages such as
Julia, MATLAB and Python. Our algorithm heavily relies on the machineries developed in this line
of work.



Recently, [Fom 18] shows several problems can be reduced to matrix factorizations efficiently,
including computing determinant, computing rank, and finding maximum matching, and this leads
to O(To(l) -n) time algorithms where 7 is the width of the given tree decomposition of the graph. The
only non-linear algebraic O(To(l) -n) time problem we are aware of is UNWEIGHTED MAXIMUM
VERTEX-FLow [Fom 18], which makes use of the crucial fact that the vertex separator size is
directedly connected to the flow size to achieve a 6(7’2 - n) runtime.

When we are not restricted to nearly linear time algorithms, [Kyn 18] combines nested dissection
with support theory to solve the class of linear systems where A can be viewed as a higher dimen-
sional graph Laplacian. For semidefinite programming, [Z1.18] shows that interior point methods
can solve certain classes of sparse semidefinite programs in O(7%5n!51og(1/¢)) time, where 7 is
a sparsity parameter for SDPs analogous to treewidth for LPs. Both algorithms require solving
super-logarithm many linear systems.

As far as we know, there is no previous work on linear programming in direct relation to treewidth.

1.3.3 Related Works in Optimization

A long line of work in the integer-linear programming community studies solving ILPs with respect to
fixed treedepth, a parameter related but more restrictive than treewidth; indeed, ILPs can be weakly
NP-hard even on instances with treewidth at most two. For an ILP with treedepth denoted td(A),
[is 19] gives a weakly polynomial ILPs algorithm running in time O(g(min{td(A),td(A")}) -
poly(n)), where g is at least some doubly-exponential function. This is followed-up by [Csl - 20],
giving a strongly polynomial algorithm running in QO(td'Qtd)AO(th)nHo(l)time, where A is an upper-
bound on the absolute value of an entry of A. [Eis 19] also discusses how an algorithm for ILP
may be used to solve LP, [brand2019parameterized| builds on this to show an algorithm solving
mixed integer-linear programs in time f(a,td(A)) poly(n), where a is the largest coefficient of the
constraint matrix.

The optimization work in this paper is mainly inspired by techniques for general interior point
methods, where the first proof of a polynomial time algorithm was due to Karmarkar [[{ar84]. After
multiple running time improvements [Kar84; Reng8; Vaig9; NNO1; LS19; CLS19; LSZ19; Bra+20b;
Bra-20al, the current fastest IPMs are the results of [Bra - 20c| and [Jia20a]. We build on this
recent line of work, where ideas from interior point methods, Johnson-Lindenstrauss sketching, and
linear algebraic data structures are combined. For our dynamic data structure, we inspired by ideas
similar to wavelets commonly found in signal processing [RV91], where we maintain IPM information
across iterations at different scales, and process updates in every level of resolution.

2 Overview of Our Approach

In this section, we provide a high-level explanation of the overall approach and the techniques
used. We discuss the more general convex formulation given in Theorem 1.3, but for simplicity, we
assume each n; = 1 and m = n in the statement of the theorem; this allows us to directly refer to
coordinates of all relevant matrices and vectors, rather than blocks. We revert back to blocks for
the detailed proofs in later sections.

Our algorithm is based on interior point methods [NN94|. These methods solve the convex program
by alternating between taking a gradient step, and projecting back to the constraint set Ax = b
under a suitable norm. The movement of = follows some path x(¢) inside the interior of the domain

10



K, with ¢ decreasing by a 1 — O(1/4/n) factor every iteration, starting at some point (1) € K and
ending at the solution x(0) we want to find. We use the common central path defined by

m
x(t) = arg ,Exr;;l:nb T+t ; oi(x;) (2.1)

where ¢; is a self-concordant barrier function (Definition A.3) on K; that blows up on 0K, namely,
¢i(x;) — +oo as x; — JK;. We simultaneously require the dual central path s(t) Eq. (A.2), where
s is maintained similarly to x.

The main difficulty is in following the path x(¢) efficiently. At timestep ¢ of the central path, the
current point x is updated by = < x + 6., where

5y = (H;l - H;lAT(AH;AT)—lAH;I) 5, 5,t) (2.2)

for some non-negative diagonal matrix H, dependent on z and vector §,, dependent on (z, s, ).

Our work therefore focuses on how to quickly and approximately maintain Eq. (2.2) and the ac-
cumulation of §, over the entire central path for the end solution z (and analogously for the dual
solution &5 and s). In Section 2.1, we follow existing results and approximate AH_'AT by AHglAT
where 7 is an approximation of z. This ensures the change in AH_ LAT is low-rank in each iteration,
which allows us to update (AH 1AT)_1 implicitly and efficiently using existing results in Cholesky
decomposition, outlined in Section 2.2. Unfortunately, the change of §, is dense even under a sparse
change of T. In Section 2.3, we propose a novel representation of §,, where only 5(nT log(1/e))
“coefficients” are changed during the central path. This allows us to maintain the solution x im-
plicitly during the whole algorithm using only 6(717'2 log(1/¢)) time. Finally, to maintain AH_ AT
close to AH AT we show how to detect large coordinate changes in this new representation in
Section 2.4.

The main contributions of this paper is the novel representation of the central path and the data
structure to maintain and detect changes under this representation. We believe that this represen-
tation will be of independent interest beyond convex programs with low treewidth.

2.1 Robust Central Path Method

Although each entry of H, and J, is updated at every step due to the dense update of z, a robust
central path circumvents the need to recompute them completely in every iteration, and thus lowers
the cost of each step. This idea has been used since the first interior point method [[Kar&4], and
has led to significant recent progress in convex optimization [CLS19; Bra20; Bra+20a; Bra - 20b;
Jia+20c; Jia+20b; Bra+20c]

In Appendix A, we give our robust central path algorithm (Algorithm 16), which is a slight variant
of the one presented in [L5Z19]. The changes are needed to support some extra approximation
required by our new representation. Theorem A.1 shows that to solve problem Eq. (1.1), it suffices
to implement O(y/nlog(1/¢)) approximate steps

x x4+ (H' - HPAT (AP AT AR Y6 ,(7, 5, 1) (2.3)
s s+tA (AH-'AT) P AH 15 ,(7,5,7)

where 7,5 are vectors close to x, s, and ¢ is a scalar close to t.
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We only need to output (z,s) at the end, and do not need their exact values during the algorithm.
Instead, it suffices to detect which coordinate has changed too much and update the approximation
(z,5) accordingly. For interior point methods, if updated lazily, there are only a nearly linear
number of coordinate changes to T and 5 during the whole algorithm:

Yoz 2B+ 3 s — 50 g = O(nlog(1/e)).
k k

Since T, are n-dimensional vectors, every coordinate is updated only roughly log(1/¢) times on
average, and hence it allows for very efficient updates of the approximate steps. In particular, we
have the following:

Throughout the algorithm, there are only O(nlog(1/¢)) coordinate updates to Hz. (2.4)

2.2 Cholesky Decomposition

In recent IPM works, each iteration involves either computing or maintaining (AH_ IAT)*1 of the
update given in Eq. (2.3). However, this is too expensive for our setting, even for the case of
constant treewidth. The change of the inverse usually is a dense matrix (possibly small rank) which
takes at least €2(d) space to represent. In our algorithm, we instead maintain the sparse Cholesky
decomposition.

AH- ! ATis a positive-definite matrix, and therefore admits a unique Cholesky decomposition AH- AT =
LL", where L is a lower-triangular matrix with positive diagonal entries. The diagonal matrix Hz
changes throughout the algorithm, however, this only changes the entries of L, not its non-zero pat-
tern. In Section 4, we discuss how to compute a permutation of the rows of A (and correspondingly
entries of b), and an associated elimination tree 7 of A, which reflects the non-zero pattern of L.
Suppose the rows of A has been reordered, and then AH_ L ATis factored into LLT. Let 7 be the
height of the elimination tree 7. The following properties hold (Theorem 4.1):

e 7 is a tree on d vertices {1,...,d}, with vertex i representing row/column ¢ of L.
e The columns of A, L, and L' are all 7-sparse.

e The non-zero entries of L™ 'e; and Le; are respectively subsets of the path from vertex i to
the root of 7. Furthermore, they can be computed in 7 time.

o)

e For a single coordinate change in Hz, it takes 7 time to update L exactly.

Now, we can rewrite (AH_'AT)™! as L=TL~!, and take advantage of the sparsity of L via 7 in
the algorithm. In particular, by Eq. (2.4), we have the following:

Throughout the algorithm, there are only O(n7?M log(1/¢)) coordinate updates to L. (2.5)

2.3 Multiscale Representation of the Central Path

To implement the central path steps, we want all variables to change in a sparse way, so we can
update quickly between iterations. In particular, we want to represent x (similarly s) implicitly
by

r = x9+ Bh
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for some vectors zg, h and some basis matrix B.

When Hz and §,, admit only sparse changes between steps, the first term (H.'6,) of Eq. (2.3) is
easy to compute explicitly, which we do and maintain as part of zg. Part of the second term given by

p &t LflAHf_ 125 ., 1s similarly easy to maintain, due to the fact that each column of L~'and A has
sparsity 7 and can be obtained in 79! time. However, computing and maintaining H- YATL=Th
explicitly is still costly. The first key observation of this paper is that the representation

v=xo+H'ATL™Th

has the following properties:

o(1)

1. For any 7, we can compute z; in 7 time.

Note that x; = (z); + h' L' AH_'e;. Since we know each column of A is 7-sparse, we can
compute AH_'e; in O(7) time and it is O(7) sparse. Hence, L™ AH_ 'e; is just a mixture of
O(7) many columns of L=! and since each column of L=! is O(7) sparse, we can compute it
in 79U time. This gives a 70 time algorithm to compute z;.

o(1)

2. After a sparse update to L and Hz, we can maintain the representation in 7 time.

More precisely, given x = xy + H%IATL_Th, L™ = L+ AL, HX*V = Hz + AHz, then we
can find 2§ and A" in 79 time such that z = 2§ + (HR2W)~LAT (Lrew) =T prew,

For the change of H2®Y, we can simply set 25V = zo+ (Hf_1 — (HRew )= DY AT(LPev)~Th. Since
(HZ' — (H2°")~!) is sparse, we can compute the term (H_' — (H2V)~1)AT(L"*V)~Th by
the approach from Property 1 (computing the formula from left to right).

For the change of L™V, we simply need to find A"V such that (L"V)~Th"" = L~ Th,
Rearranging, we have h*®V = (L**")TL=Th = h + (AL)"L=Th. Again, since (AL)" is
sparse, we can compute it from left to right.

From now on, we call h the multiscale coefficients. Since there are only O(nr0®) log(1/¢)) coordi-
nates in Hz and L (Eq. (2.4), Eq. (2.5)), Property 2 shows that we can maintain this representation
in O(nt°M log(1/¢)) time. Furthermore, we have:

Throughout, there are only O(nr°™M log(1/¢)) coordinates updates to the multiscale coefficients.

(2.6)
Finally, Property 1 shows that these multiscale coefficients is as good as explicit representation since
we can read any entry in 79! time. Suppose we know which coordinates of z deviated from Z
significantly, then we can simply use Property 1 to update .

Combining this with heavy-hitter ideas, we can easily get an algorithm of time O(n'2570(M) log(1/¢))
(See [Ye20)] for an earlier draft version of this paper).

2.4 Data Structures for Maintaining Multiscale Representation

A key component of our algorithm revolves around finding which coordinates of x deviate signifi-
cantly from Z. Specifically, we want to find large coordinate in H%/ 2 (r — T), where the term H%/ 2
is to measure the deviation in a correct norm required by the interior point method.

Similar to the discussion above, we can maintain H%/ 2(:15 — ) implicitly as zg + WTh for some

sparsely changing vectors xg, where W def L_IAHT_U2 and h % L‘lAHgl/géu. Here, we focus on

discussing the change of the term W' h; analogous ideas are used for zg.
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First, observe that we cannot maintain WTh = H%1/2ATL_Th, as the rows of A and L~! may
be dense. However, it is relatively easy to maintain v' WTh for any vector v, since v' W'h =
KT Wo = hTLflAHf_ 1 21)7 and we can exploit the column sparsity of A and L~!. If we use a
Johnson-Lindenstrauss sketching matrix ® in place of v and maintain ®W T h, then this allows us
to quickly estimate ||WThl|3.

We construct a data structure called the sampling tree S (Definition 6.13), based on the elimination
tree T, to store a family of sketches of the form ®WTh. In particular, S is a constant-degree tree
with leaves given by the set [n], where leaf i corresponds to W Th);. For any node v € V(S),
let x(v) C [n] denote the set of all leaves in the subtree rooted at v, and let ®,,) denote the JL
sketching matrix restricted to the indices given by x(v). Then at node v, we maintain @X(U)WTh.

By JL properties, we can estimate [[(W'h)| (|3 at cach node v; in other words, we have the

|x(
approximate fo-norm of various subvectors of W h of different lengths. Using this information, we

can apply the standard sampling technique of walking down § from the root to a leaf:
We can sample for a coordinate i proportional to (W' h)? in O(height(S)) < O(r) steps.  (2.7)

A large coordinate (WT'h); means z; and Z; differ significantly. Then we compute z; exactly and
update T; + x;.

T and J, are updated every iteration, hence, we must maintain the latest W and h to support
sampling using S. As there are 6(717') nodes in §, we do not have enough time to update @X(U)WTh
at every node v every iteration. However, observe that we only need to know the latest value of
IOWTR)| w13 during the sampling procedure, and as S is a constant-degree tree, sampling once
only visits O(height(S)) nodes in S. So we may rely on a form of lazy maintenance. Here, we focus
on discussing a coordinate change in ¥; analogous ideas are used for changes in J,,.

For a single coordinate change in T;, we need to update H 12 and L, but crucially the update only
affects @X(U)WTh at select nodes of S. Specifically, for a change in T;, H 1/2 changes by a single

entry, and the value of @X(U)WTh changes only if i € x(v). Hence, for each entry update of Hgl/z,
we only need to update a path in S. On the other hand, a change in Z; causes O(7) columns of L
to update. Each column of L has a corresponding node uw € §, such that for any v € S, the value
@X(U)WTh maintained at v changes only if w is an ancestor or descendant of v. Hence, for each
column update of L, we split the effect into two:

1. “upwards” effect: The updates to ancestors of u. Since u has at most height(S) many ancestors,
we have sufficient time to update these sketches immediately.

2. “downwards” effect: The updates to descendants of u. We cannot afford to update the whole
subtree rooted at u; hence, we delay the update. A node can ever have height(S) many delayed
updates, with one per ancestor. Then, we can perform all the delayed updates in 700 time
when it is accessed during sampling.

Combined with Eq. (2.7), we have:

o)

S can be maintained to support sampling a coordinate ¢ in 7 amortized time. (2.8)

To further lower the cost for the case that 7 is large, we present a more involved construction of a
sampling tree using heavy-light decompositions with height O(logn) (Section 6.6).
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2.5 Proofs of Main Theorems
We now link the various pieces of this paper together to prove Theorems 1.1 to 1.3.

All three settings require a preprocessing step to find a suitable reordering of the constraints Az =
b. Constructing the graph G4 from the non-zero pattern of AH_'AT takes O(n7?) time. Then
by Theorem 4.1, we can find a reordering of the rows of A and a binary elimination tree T for
the corresponding Cholesky decomposition: when a width-7 tree decomposition of G4 is given as
in Theorem 1.1, this takes O(n-7) time and produces an elimination tree of height O(7). Otherwise,
we use [BGS21] to obtain a tree of height O(tw(G4)) which takes O(n - tw(G4)) time.

We can reduce the linear program of Theorem 1.1 to a convex program of the form Eq. (CP), before
invoking Theorem A.1 for the interior point method. Specifically, for the LP given in Theorem 1.1,
each convex set K; is the interval [u;, ;] with n; = 1; we have that ¢;(z;) = — log(u; —x;) —log(z;—1;)
is a 1-self-concordant barrier function for K; minimized by z; = (I;4+wu;)/2; without loss of generality,
we may set w = 1,, and have kK = n.

For Theorem 1.3, we can invoke Theorem A.1 directly. When the barrier functions are not given,
we use the universal barrier ¢; with self-concordance n; for each i (Appendix A.8); since n; = O(1),
we can find the minimizer x; of ¢; as a preprocessing step in O(1) time. As in the LP case, we set
w = 1,, and have k = Y ;" | wn; = n.

Theorem A.l shows that the robust interior point method given as Algorithm 16 produces the
approximate solution as required, and terminates within O(y/klog(k/e-R/r)) = O(y/nlog(R/(er)))
steps.

The data structure CENTRALPATHMAINTENANCE is used to perform one step of the central path
exactly as we need. The cost of a step is analyzed in Theorem 6.1. Let 7 denote the height of
the elimination tree 7 computed during preprocessing, and let N = O(y/nlog(n/e - R/r)) denote
the number of central path steps. To begin, we initialize the data structure via INITIALIZE in time
O(nt%log*(N)). At timestep ¢, Algorithm 16 needs to find 7,3, and compute updates to z, s, t,
which is all accomplished invoking MULTIPLYANDMOVE(t). As MULTIPLYANDMOVE is called N
times over the entire algorithm, the total run-time is O(Nn'/2 4 nlog(tmax/tmin)) - 72 poly log(N) =

O(n1?log(1/e)). At the very end, OUTPUT outputs the result (z, s) exactly in time O(n7?).

Finally, for the setting of Theorem 1.3, since we use universal barrier functions ¢; for i € [m],
computing V¢; and V2¢; as part of the IPM take O(log(Rn/r) time by Remark A.2. Hence, we
incur an additional log(R/r) factor in the overall run-time.

2.6 Wavelet Interpretation

Now, we explain the geometric meaning of this multiscale representation and its connection to
wavelets. The rest of this subsection can be safely skipped as this view is not used in any proof.

In wavelet theory, a complex signal is represented as a linear combination of shifted and scaled
versions of a simple signal. In our context, we are representing the pending change §, by various
linear combinations of vectors H_ YATL=Te;. 1In the case that A is the incidence matrix of a
path, the elimination tree is simply the complete binary tree, that when flattened in a breadth-first
fashion, returns the original path. Here the vertices at different levels of the elimination tree exactly
correspond to dyadic intervals of different lengths, while vertices at the same level correspond to
dyadic intervals of the same length but with a “time” shift. When H = I, the vector H *AT L~ Te;
in fact looks quite similar to the Haar basis (See Fig. 2.1).
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Multiscale basis

domain

Figure 2.1: The multiscale basis {AT L™'e;}; where A is the incidence matrix of a path. We group
the basis by size and shift the basis according to its size for clarity.

More precisely, we define the wavelet transform W et 1AV 2 where YW maps the signal in
the original space to the coefficient space, with the basis elements corresponding to vertices of
the elimination tree. Here we list only some similarities between this and the standard wavelet
transform:

1. Applying the wavelet and inverse wavelet transform recovers the signal:

WTWh = h for any h € Range(W").

2. For each point in the original space, it is only covered by a few basis elements with different
scales:
We; lies on O(7) paths on the elimination tree.

3. For each basis element, it covers the original space with different scales:

The support of W'e; is roughly a subtree.

4. There is a fast wavelet transform:

o(1)

We can apply W and W'to any vector in nr time.

The key difference is that our wavelet basis does not represent any signal, but only the signal in the
range of H—1/2AT.

To illustrate the multiscale coefficient, we consider the fused lasso problem” in Fig. 2.2. The central
path is a 1-D signal that smoothly moves from a constant at ¢ = 1 to a recovered signal at ¢ = 1075.
Following this smooth transition is expensive, hence we consider the robust central path, which is
noisier but converges to the same recovered signal. The noise comes from the approximation of = by
7°. However, maintaining this robust central path is still quite expensive, because all coordinates

4We pick this problem because it is easy to represent the whole central path as a surface plot.
5We emphasize x; is the robust central path, not Z;. We only use T to approximate the linear systems. We cannot
use T as the solution because it does not satisfy the condition Az = b.
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Figure 2.2: Consider the fused lasso problem, with the upper left figure showing the input and true
signals. The upper right figure shows the standard central path for this problem. The lower left
figure shows the robust central path implicitly maintained in our algorithm. The lower right figure
shows the multiscale coefficients we explicitly maintain in the algorithm.

change at every step in the robust central path. The crux of this paper is representing the robust
central path by the multiscale basis { AT L™ e;};, under which the coefficient changes sparsely.

Finally, we note that choosing this wavelet basis is quite natural from the view of physical science.
Consider applying the interior point method for the maximum flow problem on a path: In this
case, the linear system AH,'AT is simply a weighted Laplacian on a path, and the central path
is simply the solution of some partial differential equations. Numerical differential equations in
general face the same computation issues as us, that is, to represent the solution in a sparse way.
It has been known since the ’90s that both the Laplacian (more generally, elliptical differential
equation), its inverse, and the solution can be represented sparsely using the wavelet basis such
as [BCROL; DIKO97]. The idea of using wavelets to approximate the solution has been applied to
many partial differential equations [Sch+ 13]. Arguably, this paper shows that the idea also applies
to the “partial differential equation” defined by a central path, where the self-concordance theory
ensures everything is well-behave enough for this to happen.

3 Preliminaries

In this section, we introduce the notations we used throughout the paper.

We say a symmetric matrix A € R™™ is positive semidefinite (PSD) if " Az > 0 for all z € R”
and positive definite (PD) if 27 Az > 0 for all € R™. For symmetric matices A, B € R™", we use
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A > B to denote A — B is a PSD matrix. We define operators <, =, < analogously.

For a vector v € R™, we use |[v||2 to denotes its euclidean norm. For a PSD matrix A € R"*", we

let ||v]|a = Vo T Av.

We use e; to denote the standard unit vector. We use 0,,1,, to denote all-zero and all-one vectors
in R”. We define 0,,,x,, and 1,,x, analogously. We write I, € R™ to denote the identity matrix.
When dimensions are clear in the context, we drop the subscripts.

We use upper case letters to denote matrices, and lower cases for vectors and scalars. We use A - B
to denote the matrix-matrix multiplication and A -z to denote the matrix-vector multiplication for
readability. When readability is not an issue, the operator - is omitted. To distinguish from the
vector dot product, we always use ' y.

For any matrix A € R™*" we use Ag to denote the matrix restricted to the column (block) indices
given by the set S. We say a block diagonal matrix A € @] ;R™*" if A can be written as

Ay
Ao

Am

where A; € R"*™ A, € R™2%"2 and A, € Rm*m,

We use O(+) to hide log®!(n) and (loglog(1/¢))°M) factors. We similarly define Q and ©. For any

et—e” "

2

positive integer n, we let [n] denote the set {1,2,...,n}. We use sinh z to denote and cosh z

to denote %

For a tree T = (V, E), we write v € T or v € V(7)) interchangeably to denote v € V. For a rooted
tree T, we say a set S lies on a path of T if there is a path P from the root of 7 to some node in
T,and S C P.

In our pseudocode, we use font to denote data structure objects, FONT to denote functions and ob-
ject types, and regular math font to denote other variables stored in a data structure. Throughout
our algorithms, we assume there is a basic object type LIST which gives us random access to all
its elements. We write DATASTRUCTUREA extends DATASTRUCTUREB in the object-oriented pro-
gramming sense: that is, DATASTRUCTUREA contains all the variables and functions from DATAS-
TRUCTUREB, accessible either directly by name when there is no naming conflict, or with the
keyword super.

4 Elimination Tree

Any positive-definite matrix M admits a unique Cholesky factorization M = LLT, where L is a
lower-triangular matrix with real and positive diagonal entries. In this section, we review some
existing techniques [Bod 95; Dav06] for computing a permutation of the linear constraints Az = b,
for A € R¥™™. Our goal is to ensure that after permuting the rows of A, the Cholesky factorization
LL"T = AH_ LAT will have certain desired sparsity patterns, which is then reflected in an associated
elimination tree.

Let the rows of A be labelled 1,2,...,d. Recall we are given block-diagonal structure n =3y ;" n;
for A and Hz. We identify A in column blocks, with A; denoting the n; columns in block 7. We simply
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use H in the remainder of this section, as we only require its non-zero pattern which is independent
of T; H is an n X n block-diagonal positive-definite matrix, and without loss of generality, we may
assume all entries in each block of H are non-zero. In this case, observe that the n; columns in
block i of AH~'/? all have the same non-zero pattern, which we denote by 4A; C [d]. We use the
convention that a tree on one vertex has height 1.

The main results of this section is as follows. We give two cases for the run-time, corresponding
to Theorem 1.1 with a given tree decomposition, and Theorem 1.2 without the decomposition.

Theorem 4.1. Let A be a d x n matriz with block structure n = Y ;" n;, and suppose we are
given the generalized dual graph Ga. We can compute a permutation P of the rows of AH /2
(equivalently, an ordering 7 : [d] — [d]), and a tree T on d wvertices, so that in the Cholesky
factorization PAH 'ATPT = LLT,

e cach vertex of T corresponds to a row/column of the Cholesky factor L, and

o the non-zero entries of Le;, L™ e; are respectively subsets of the path from vertex i to the root

m T.

The second property implies the column sparsity of L and L~' are bounded by height(7T). The
following run-times and associated tree height are possible:

1. 6(n - T) if a tree decomposition of the dual graph G4 of width T is given. height(7T) =
O(7logn).

2. O(n - tw(Gn)) without a given tree decomposition. height(T) = O(tw(G4) polylogn), where
tw(G a) is the treewidth of G A°.

Proving Theorem 4.1 requires a number of concepts that may be unfamiliar to the reader. We begin
by presenting them and their basic properties in the subsections below.

4.1 Dual Graph and Treewidth

We begin with the necessary definitions for completion.

Definition 4.2. Recall the generalized dual graph of the matrix A € R¥™ with block structure
n =Y ", n;is the graph G4 = (V,E) with V = {1,...,d}, and ¢j € E if and only if 4;, # 0 and
Aj, # 0 for some r, where we use A;, to mean the submatrix of A in row ¢ and column block 7.

Equivalently, G4 is the dual graph of AH~'/2 by the definition in Theorem 1.1. In particular, the
non-zero pattern of (AH~'/2)(AH~'/2)T is precisely the adjacency matrix of G4.

Definition 4.3. A tree-decomposition of a graph G is a pair (X,T'), where T is a tree, and X :
V(T) + 2V(&) is a family of subsets of V(G) called bags labelling the vertices of T, such that

L Usev(r X(8) = V(G),
2. for each v € V(G), the nodes t € V(T') with v € X (¢) induces a connected subgraph of 7', and
3. for each e = wv € V(G), there is a node ¢t € V(T) such that u,v € X(¢).

SHere, we defined the treewidth of a directed graph by simply ignoring the directions of the edges. This definition
is compatible with first writing the directed max-flow as an LP, and then taking the treewidth of the dual graph of
the constraint matrix.
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The width of a tree-decomposition (X,7T) is max{|X(t)| —1 : ¢t € T}. The treewidth of G is the
minimum width over all tree-decompositions of G. Intuitively, the treewidth of a graph captures
how close the graph is to being a tree.

The following structural results about treewidth are elementary.

Lemma 4.4. If G is a graph on d vertices and tw(G) = 7, then |E(G)| < dT. O
Lemma 4.5. If G' is a subgraph of G, then tw(G") < tw(Q). O
Lemma 4.6. tw(K;) =t — 1. O

There are some basic relations between the sparsity of a matrix A and the treewidth of its dual
graph:

Lemma 4.7. Any block of A with sparsity T induces a clique of size T in G4. It follows that
max{|A4;| : Ai a column block of A} < tw(A)+ 1. O

Treewidth is a natural structural parameter of a graph, with close connections to graph algorithms
of a recursive nature. At a high level, it is generalized by the notion of well-separable graphs. We
are particularly interested in its connection to vertex separators.

4.2 Balanced Vertex Separator

Definition 4.8. Let G = (V,E) be a graph. For any W C V and 1/2 < a < 1, an a-vertex
separator of W is a set S C V of vertices such that every connected component of the graph
G|V — S| contains at most o - |W| vertices of W. In the particular case when W =V, we call the
separator an a-vertex separator of G. The separator number of G is the maximum over all subsets
W of V of the size of the smallest 1/2-vertex separator of W in G.

We sometimes denote an a-vertex separator S by (G1,S,G2), where V(G1) USUV(G2) = V(G),
and G and G are disconnected in G\ S.

Similar to treewidth, separator numbers are monotone.

Lemma 4.9. Let G’ be a subgraph of G. For any constant 1/2 < a < 1, the size of the smallest
a-vertex separator of G' is at most that of G. O

The following theorem relates the treewidth of a graph and the separator number.

Theorem 4.10 ([Bod 95|, Lemma 6). If G is a graph with treewidth T, then there exists a 1/2-
balanced separator of G of size at most 7+ 1. Ol

Now we return to ideas for computing the permutation and elimination tree.

4.3 Elimination Tree

Let G = (V, E) be the generalized dual graph of A, that is, its adjacency matrix is given by the
non-zero pattern of AH 'H'. Let m : V + [d] be an ordering of the vertices of G, which we will
call an elimination order. We say a vertex v € V' is eliminated at step 7(v). The filled graph of G
corresponding to m, denoted by G, is constructed as follows:

20



Algorithm 1 Construct G-
Gy« (V,E)
for ¢ from 1 to n do
for each v € V such that 7w(v) > ¢ do
if 3 a path P from 771(i) to v in G, and all u € P — v satisfies 7(u) < i then
add an edge between 7~ !(i) and v in G
end if
end for
end for
return G}

This construction of G;f is also known as the elimination game on G, which intuitively models the
canonical Cholesky factorization algorithm on PAH'ATPT = LL", where P is the permutation
matrix for 7: Indeed, eliminating the vertex 7—1(i) at the i-th iteration of the elimination game
can be viewed as moving the 771 (7)-th row of A to the i-th row in the factorization algorithm, and
adding the edge between 7~ 1(i) and v for the specified vertices v € V indicates that the vi-th entry
of L is non-zero in the factorization algorithm. It turns out the adjacency matrix of the filled graph
G} precisely gives the nonzero structure of the triangular factor L. Hence, our goal is to choose 7
to decrease the number of edges in G .

Formally, u,v € V(G}) are adjacent if and only if there is a path P from u to v in G, such that all
interior vertices w on P satisfies m(w) < min{m(u), w(v)}.

Definition 4.11 (Elimination Tree). The elimination tree corresponding to 7 is the tree T defined
by the following parent-children relation: For a vertex v € V| its parent is argmin{m(w) : w €
Ng+(v), m(w) > w(v)}; in words, it is the vertex w that is eliminated earliest after v, that is
reachable from v in G using a path whose interior vertices are all eliminated before v. Different
elimination orders give rise to different elimination trees. The height of the shortest elimination
tree over all choices of 7 is the minimum etree height.

When the rows of A are reordered according to 7, the elimination tree reflects the non-zero pattern
in the Cholesky factor.

Lemma 4.12 ([Sch82|). Let L be the Cholesky factor for the matriz AH *AT. Let L; denote the
j-th column. The non-zero pattern of Lj; is a subset of the vertices on the path from j to the root in
the elimination tree corresponding to the identity permutation.

Example 4.13. The figure below shows the relationship between a matrix, its Cholesky factor,
and the corresponding elimination tree. On the left is a 10 x 10 matrix AAT, with rows labelled
{1,...,10}. In the middle is the Cholesky factor L of AAT. On the right is the elimination tree,
where node i in the tree corresponds to row i of the matrices AAT and L.

Lemma 4.14. If uw is an edge in G, then in any elimination tree T of G, there is an ancestor-
descendant relationship between uw and w. It follows that if K is a clique in G, then in any elimination
tree T of G, the vertices of K all lie on the same path from some leaf of T to the root. Ol

The various parameters presented above are related by the following result:

Theorem 4.15 ([Bod 95], Theorem 12). Every graph G on n vertices satisfies

separator number — 1 < treewidth < min elimination tree height < separator number - log n.
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Figure 4.1: Each blue dot represents a non-zero entry in the matrix.

This structural theorem indicates that we can construct an elimination tree 7 of G4 and bound its
height as a function of tw(A). Specifically, we use the standard technique of recursively computing
vertex separators, and using them to generate an ordering 7 of the vertices of V(G 4). Rather than
constructing the elimination tree according to the definition however, we construct a slightly taller
bounded-degree tree, and show it still reflects the sparsity conditions of the Cholesky factor.

In Algorithm 2, we use a list notation (vi,...,vx) to denote the ordering 7 of a set of vertices
{vi,..., vk} with 7(v;) = i. We use + to denote the concatenation of two lists.

Algorithm 2 Constructing an Elimination Order and Tree
1: procedure MAKEELIMORDERANDTREE(G)

2 if |V(G)| < f(7) then

3 let 7 be an arbitrary ordering of V(G)

4 construct a path on V(G) according to 7, let u be the last vertex of the ordering/path
5: return (7, u)
6:
7

8

9

end if
(G1,5,G2) < APPROXBALANCEDSEPARATOR(G)
(m1,v1) < MAKEELIMORDERANDTREE(G1)
(72, v2) <~ MAKEELIMORDERANDTREE(G2)
10: 7 < arbitrary ordering of S
11: construct a path on S according to m, let u be the first vertex of the ordering/path and v
the last
12: set u as the parent of v1 and v
13: return (m + m + 7, v)
14: end procedure

Theorem 4.16. Let G = (V, E) be a graph on n vertices with treewidth T, and let f(7) be some
function of 7. Suppose APPROXBALANCEDSEPARATOR is an algorithm that, given a graph H on k
vertices, computes (Hy, S, Ha) where

1. Hy,Hs C H are subgraphs of H, and V(Hy)U S UV (Hy) =V (H),

2. S is an a-vertex separator of H for some universal constant 1/2 < a < 1, and |S| < f(7),
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3. the algorithm runs in time Tsep(k).

Then Algorithm 2 constructs an elimination order and a binary tree T for G of height at most
O(f(r) -logn), in time O(Tsep(n)).

Proof. We have the following straightforward analysis of MAKEELIMORDERANDTREE: Let T'(k)
denote the run-time on a graph with k£ vertices. Then

T(k) =0(1) k< f(7)
T(k) < T('k) + T((1 — & )k) + Tuep(k) k> f(r)

Solving the recurrence, we have T'(n) = O(Tuep(n)).

In total, MAKEELIMORDERANDTREE recurses to a depth of O(logn), and at each recursive itera-
tion, the contribution to the elimination tree height is the size of the separator |S| < f(7) computed
in the iteration. O

We defer the details of APPROXBALANCEDSEPARATOR to the following subsections, three separate
implementations are provided as required. Now, we prove Theorem 4.1.

Proof of Theorem 4.1. Tt remains to show that the tree 7 returned by Algorithm 2 satisfies the
sparsity properties specified in Theorem 4.1.

Let 77 be the true elimination tree corresponding to the elimination order m computed by Al-
gorithm 2. Note that in a recursive iteration MAKEELIMORDERANDTREE(H), the subroutine
APPROXBALANCEDSEPARATOR(H) will return (Hy, S, Ha), such that in the original graph G, ver-
tices in H; are only connected to vertices in Hy via a path containing vertices in S. Hence, vertices
in H; have no ancestors in Hy in 77, and vice versa. Any path in 77 from a vertex ¢ € H; to the
root goes through some higher-ordered vertices in H; followed by a subset of the vertices S; this is
contained in the path in 7 from ¢ to the root, which includes all higher-ordered vertices in H; and
all of S. By Lemma 4.12, after the permuting according to 7, for each j € [d], the non-zero pattern
of L; is a subset of the path from j to the root in 77; it is therefore also true in 7.

Plugging in f(7) = 7 and O(tw(G)log®n) for each of the two cases and their corresponding run-
times from the subsections below, and using the monotonicity property of treewidth and separator
size, we get the conclusions of Theorem 4.1 immediately. O

A standard implementation of APPROXBALANCEDSEPARATOR given a tree decomposition of G is
as follows:

Theorem 4.17. Let (X,T) be a width-T tree decomposition of a graph G on n vertices. Then in
O(nT) time, we can find a 2/3-vertex separator (G1,S,G2) of G, and tree decompositions (X1,T7)
of G1 and (X2,T) of Gy each of width at most T.

Proof. We assume T" has O(n) nodes to start (a transformation can be made in O(7 - |V(T")]) time
in the recursive iterations, see e.g. [Fom 18] Definition 2.4). By scanning through the bags of
T in O(nT) time, we can find a node ¢t € T such that 7"\ ¢ is two disjoint subtrees 17,75, with
| User, X(s) \ X ()| < 2/3n, and similarly for T5. Then X(t) C V(G) is a 2/3-vertex separator of
G. By removing the vertices X (¢) from all the bags in 7} and 75, we get the tree decompositions
of G1 and (G5 respectively, both of width at most . O
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When the tree decomposition is not given, we can use [B(G:521] to find it approximately.

Theorem 4.18 (|[BGS21|). Given a graph with m edges and n vertices, we can compute a width-
O(tw(G)log® n) tree decomposition in O(m polylogn) time.

5 Sparsity Patterns and Maintaining the Cholesky Factorization

In this section, we discuss the sparsity properties of all the matrices we work with for the central path,
and the required run-time for their computations and maintenance. All of these properties are known
(see textbooks [GLN94; Dav06] for more complete introductions). We include some algorithms and
proofs to familiarize readers for the techniques we will use. As in the previous sections, we have
the constraint matrix A € R?*"™ whose rows are permuted according to Theorem 4.1. Let L be the
Cholesky factor of AH7'AT and let T = ({1,...,d}, E) be the elimination tree for L of height 7.
Note we use the convention that a tree consisting of a single vertex has height 1.

Let P(i) denote the path from vertex ¢ to the root in 7. For any matrix M, we use M; to denote
the i-th column or block, and M; to denote the non-zero pattern of the i-th column or block (i.e.
it is a set of row indices). For example, j € A; if row j of A is non-zero in a column in block i. We
use M* to denote the i-th row of M and M? to denote the non-zero pattern of the i-th row.

We begin with basic properties of A and L:
Lemma 5.1. If tw(A) = 7, then nnz(A4;) < 7 for all i € [n]. In particular, A; is a subset of some
path from a leaf to the root of T .

Proof. By construction, A; form a clique in the dual graph G4, and tw(A) is lower-bounded by the
size of the largest clique in G4. By construction of the elimination tree, any clique in G4 must lie
on one path from a leaf to the root of 7. O

Lemma 5.2 ([Sch82, proposition 5]). £; C P(i) for each i. In particular, the height of the elimi-
nation tree satisfies T > max{|L;| : i € [d]}. O

As a corollary, this relation between the non-zero pattern of the columns of L and T further allow
us to characterize the non-zero pattern of the rows of L:

Lemma 5.3. L' C D(i), where D(i) is the set of all vertices in the subtree rooted at i (including i)
in T. O
5.1 Solving Triangular Systems

Now, we discuss the cost of solving triangular systems.

Algorithm 3 Solving Lz = v

1: x < 04

2: for increasing j with v; # 0 do
3 wj < vj/Lyj

4: v v— 1L

5: end for

6: return x
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Lemma 5.4. Let x = L™, and let S be the non-zero pattern of v. Then, the nonzero pattern of x
is a subset of |J;cg P(i). Furthermore, we can solve for L™ v in O(| L™ v||o-7) time. In particular,
if the non-zero pattern of v is a subset of some path P from a leaf to the root in T, then the non-zero
pattern of L™ v is also a subset of P, and we can solve for L™ v in O(72) time.

Proof. We prove the sparsity pattern by inspecting Algorithm 3. Note that the z; # 0 if v; # 0
or (zj # 0 and L;; # 0). Lemma 5.2 shows that L;; # 0 implies ¢ is an ancestor of j. Hence, the
non-zeros in x can only propagate to its ancestors from the non-zeros of v. As a result, the nonzero
pattern of x is a subset of | J;c 4 P(4).

For the run-time, we note that L; has 7 non-zero entries and hence each step takes O(7) time. Since
the number of steps is exactly ||L~1v||g, we have the run-time O(||L~ v - 7). O

Lemma 5.5. For any v, we can solve for (L~ Tv); in time O(72).

Proof. Note that (L™ "v); = ¢/ L~ Tv. By Lemma 5.4, computing e] L™ takes O(72) time and
the resulting vector has 7 sparsity, so the subsequent multiplication with v also takes 7 = O(72)
time. O

Lemma 5.6. Let S C [d] be a subset of the vertices on some path P from a leaf to the root in T .
Then for any y, we can compute the subvector (L™ Ty)|s = y' L™|s in O(72) time, where L™!|5
denotes L™ restricted to the columns given by S.

Proof. Let S’ = V(P), so we have S C S’. Lemma 5.4 shows that L~ le; is supported on S’ for
any i € S'. It follows that for any i € S, we have e] L~ Ty = y"L~'e; = y|L (L7 e;)|s. Hence,
(L~ Ty)|s only depends on the values of y on S'.

This allows us to write (L™ "y)|s = (L™ ")|srxsyls = (Ls'xs) ™" y|sr. Finally, we note that L, o,
is a (7 + 1) x (7 + 1) upper triangular matrix and hence we can solve it in O(72) time.

O

5.2 Computing and Updating the Cholesky factorization

Next, we study the cost of computing and updating the Cholesky factorization. The crux for
efficient implementation of sparse Cholesky factorization is that both the matrix M and its Cholesky
decomposition M = LL" are sparse, and hence the operations involving 0 can be skipped. There
are many different algorithms for this; the following is one of them.

Algorithm 4 Cholesky factorization of a matrix M
1: for j =1toddo

i—1
2 Ly« \/ Mjj =332 L3,
3 fori=j+1toddo
4: Lij 7 (Mig = 2323 LiwLi)
5 end for
6: end for

7: return L
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By analyzing the number of non-zeros operations of the above algorithm (or other Cholesky factor-
ization algorithms), one can show the following:

Lemma 5.7 (|[GLN94, Theorem 2.2.2|). For a positive definite matriz M, we can compute its
Cholesky factorization M = LL" in time

d
@(Z 1£51%),

where |L;| denotes the number of nonzero entries in the j-th column of L. O

Corollary 5.8. The Cholesky factorization AHE_lAT = LL" can be computed in O(nt?) time.

Proof. By the definition of tree height, for any vertex ¢ in the tree, the length of the path from ¢
to root is less than 7. Then Lemma 4.12 implies |£;] < 7 for all 5. Hence, it takes O(n7?) time to
compute AH_ LAT explicitly. Then, we can apply Lemma 5.7 to compute Cholesky factorization
and it takes time O(d7?) = O(n7?). O

The following two lemmas involve rank-1 updates of the Cholesky factorization, one regarding the
sparsity pattern and one the update time. We state a simplified version of [DI03], which makes a
further sparsity assumption. We include the proof of first lemma for intuition.

Lemma 5.9 ([D103, Section 5|). Given a positive definite matriz M € R4 its elimination tree T
of height T, and the corresponding Cholesky factorization M = LLT. Let (L4 AL)(L+AL)" be the
new Cholesky factorization of M +ww ' . Suppose that the sparsity pattern of M and M +ww" are
same. If we let S be the index set of columns of L that are updated, i.e. S ={j € [d] | AL; # 0},
then S is a subset of some path from k to the root in T where k is the first non-zero index in w.
Consequently, the row and column sparsity of AL are bounded by 7, and nnz(AL) = O(7?).

The same holds for M —ww ' as long as M —ww' is positive definite.

Proof. Since ww ' is a clique in the graph associated with non-zeros of M, it is contained in a path
from k to the root in 7 where k is the first non-zeros in w. Let I be the set of indices in this path.
It follows that M is only changed in the I x I block. Now, we run Algorithm 4 twice, once on M
and once on M + ww' and prove that the difference in L is in the I x I block. The formulas in
Algorithm 4 show that the changes to M and L are propagated in the L in the next step in the

following ways:

e Updating the entry M;; causes L;; to update.
This case is good because we know 4,5 € I.

e Updating the entry L;; causes L;; to update.
By induction, in the last step L;j is updated implies j,k € I. Hence, (j,j) € I x I (only
entries in I x I is updated).

e Updating the entry L;j and Lj; # 0 causes L;; to update.
By induction, we know 4,k € I. Since L, # 0, Lemma 5.2 shows j is on the path of k to the
root. Since k € I, we have j € I. Hence, (i,j) € I x I again (only entries in I x I is updated).

e Updating the entry L;; and L; # 0 causes L;; to update.
Same argument as above.
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In all the cases, the change in L is restricted to I x I submatrix. O

At a high level, since we know L is changed in a 7 X 7 sized block, we only need to update the
factorization on that block. Similarly to matrix inverse, there are simple algorithms for rank-1
update for factorization in time linear to the square of the dimension.

Lemma 5.10 ([D1103, Section 5]). Given a positive definite matriz M € R¥*?  its elimination tree
T of height T, and the corresponding Cholesky factorization M = LL". Let (L +AL)(L+ AL)T be
the new Cholesky factorization of M +ww' . Suppose that the sparsity pattern of M and M +vv "
are same. Then, we can compute AL in O(7?) time.

T

The same holds for M —ww ' as long as M —ww' is positive definite. O

6 Robust Central Path Maintenance

In this section, we present a data structure CENTRALPATHMAINTENANCE to efficiently perform
the robust central path step needed in Algorithm 16. Specifically, we will prove the following
theorem.

Theorem 6.1 (Robust Central Path Step). Suppose Algorithm 16 is run on the convexr pro-
gram Fq. (CP). Given the constraint matriz A € R¥™ with block-diagonal structure n = > 1" | n;,
its binary elimination tree T of height T, and parameters \,€,e¢,,w = 1y, as defined in Algo-
rithm 16, the randomized data structure CENTRALPATHMAINTENANCE (Algorithms 1/ and 15)
implicitly maintains the central path primal-dual solution pair (x,s) (Algorithm 16 Line 51) and
explicitly maintains its approximation (x,s) (Algorithm 16 Line 28) using the following functions:

o INITIALIZE(x, 8, to, k): Initializes the data structure with initial primal-dual solution pair (z, s),
initial central path timestep to, and a run-time tuning parameter k in O(nt?log*(n)) time.

e MULTIPLYANDMOVE(t): It implicitly maintains

v+ HVP(1 - Pr)HS

(6.1)

where Hy % V2¢(z), Pr e Hgl/QAT(AHglAT)_lAHgIM, and t is some earlier timestep
satisfying |t —t| < e - t.

It also explicitly maintains (T,3) such that ||T; — zillz, < € and ||3; — 547, < tew; for all
i € [m] with probability at least 0.9.

Assuming the function is called at most N times and t is monotonically decreasing from tmax
t0 tmin, the total running time is

O ((Nn1/2 + nlog(tmax/tmm)> 72 poly log(N)) .

e OUTPUT: It computes (z,5s) exactly and outputs them in O(nt?) time.

Remark 6.2. The N dependence in the run-time is a result of parameter tuning. If the IPM takes
more than O(y/nlog(1/¢)) steps, the data structure can still run in O(n7?log(1/e)) by choosing a
larger value for the parameter k in INITIALIZE.
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6.1 Multiscale Representation of the Central Path Dynamic

In any call to MULTIPLYANDMOVE, we want to update the central path primal-dual solution
pair according to Eq. (6.1), as well as the approximation pair. Here, we introduce the multiscale
representation used in these computations:

Definition 6.3 (Multiscale Basis). At any step of the robust central path with approximate primal-

dual solution pair (Z,3), we define

W Lt Am 2

where Hy = V2¢(%) and Lz is the lower Cholesky factor of AH_'AT.
Intuitively, the basis element are rows of W, which are represented by vertices in the elimination

tree 7. Note that our data structure never computes or stores W explicitly, as it is a costly
operation.

Definition 6.4 (Multiscale Coefficients). At any step of the robust central path with approximate
primal-dual solution pair (Z,s), we define

h LV AHCZYS, (7,5, D)

where Hz = V2¢(Z), and Lz is the lower Cholesky factor of AH_ 1AT,

Now, we can rewrite the central path update from Eq. (6.1) using the multiscale representa-
tion:
w4z + H'6,(7,5,7) — HZ'PWTh

(6.2)
sS4 s+ tHEI/2WTh.

6.2 Implicit Representation of (z, s)

For the first part of proof of Theorem 6.1, we demonstrate how to obtain an implicit representation
of the robust central path pair (z,s), using the explicitly maintained approximation pair (Z,3).
Rather than directly working with the expression in Eq. (6.2), we rewrite (z, s) in terms of variables
that admit sparse changes between consecutive steps in the central path, in order to more efficiently
maintain them.

Theorem 6.5. Given constraint matriz A and its binary elimination tree T with height T, the data
structure MULTISCALEREPRESENTATION (Algorithms 5 and 6) implicitly maintains the primal-dual
pair (x,s) as defined by Fq. (6.2), computable via the expression

rT=7+ Hgl/Qﬁxcm — H%1/2WT(ﬁrh + )

(6.3)
s =35+ HPWT (Bsh + ),

by maintaining the variables T, Bz, Ce, s, S, Bs, €s, hy Hz and Lz. Note that the variables e, and e
here denote the accumulated error of Byh and Bsh; they are not necessarily small.

The data structure supports the following functions:

1. INITIALIZE(w, 8,7, 8, 1) : Initializes the data structure in O(n7?) time, with initial value of the
primal-dual pair (x,s), its initial approzimation (T,3), and initial approzimate timestep t.
(

2. MoOVE(): Moves

tion.

z,s
x, s) according to Eq. (6.2) in O(1) time by updating its implicit representa-
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<hew

3. UPDATE(Z™V,5

: ates the approxrimation pair (,s) to (T S .
): Updates the approzimation pair (Z,3) to (Z"V,s"V)

Let S = {i € [m] | T2V # T; or 38V #£75;}. Then each call to UPDATE takes O(|S|- %) time,

and each variable in Fq. (6.3) except W

changes in O(|S| - ) many entries.

Algorithm 5 Multiscale Representation Data Structure - Initialize and Move

10:

11

12:
13:
14:
15:
16:
17:
18:
19:

20

21:

22:

23:
24:
25:
26:
27:

28

29:
30:
31:

1
2
3
4:
5:
6
7
8
9

: private : member
Z,5 € R”

Hz € @[y R™M*™
Lf S RdXd

aeR,, eR”
teRy
end members
: procedure INITIALIZE(z € R", s € R", T
T4+ T,5¢ 5,1+t
T+ T,5+ s
€r < 0,650
Bo < 0,8, <0
Hz + V2%¢(7)

INITIALIZER(Z, S, Hz, Lz)
end procedure
: procedure INITIALIZEA(T, S, Hz, Lz)
for i € [m] do
asinh( 1‘%% (Z,3,t))

(5,u)1 - 7 (Z,5,8) T (jv S5,
a <+ a+a? w; ' cosh?(27:(7, 5,1
end for '
Cp H%I/QE

h+ L-'AHZ'S,
end procedure
: procedure MOVE

B Bo + (@)~ 1/2

Bs = Bs + - (@)~1/2
end procedure

Constraint matrix A € R4*" elimination tree T

7,5,c; €R", g4,65,h €RY, B, B €R

Find lower Cholesky factor Lz where LzL. = AH_ AT using T

: datastructure MULTISCALEREPRESENTATION

> Fixed global constants

> Approximate primal dual pair of (z, s)
> Hessian matrix Hy = V2¢(T)

> Lower Cholesky factor of AHzA"

> Implicit representation of (z,s) as in Eq. (6.3)
> Implicit representation of J,, as in Invariant 6.6
> Central path timestep parameter

eR"5eR"teRy)

> By Corollary 5.8

> Lemma 6.8

t)

)

> A, w,, u as defined in Algorithm 16

Proof of Theorem 6.5

We prove the correctness and running time for each operation of MULTISCALEREPRESENTATION,
and that they respect Invariant 6.6. The correctness of the implicit representation in FEq. (6.3) then

follows immediately.

Invariant 6.6. After the data structure MULTISCALEREPRESENTATION is initialized, the correct
central path pair (x,s) is always implicitly maintained and can be computed according to Eq. (6.3).
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Algorithm 6 Multiscale Representation Data Structure - Update
1: datastructure MULTISCALEREPRESENTATION
2: procedure UPDATE(Z"V 5"W) > Lemma 6.10
3. Hnew o v2¢(fnew)

4 UPDATER(Z"V, 5"V, H"V)
5 Find lower Cholesky factor L% where L2V (L2eW)T = AFmew AT > By Lemma 5.10
6 UPDATEW (LY, HW)
7 T+ TV, 5 3"V
8: Hz + H™V, Lz < L™V
9: end procedure
10: procedure UPDATEA(Z"V, 5"V, H"W) > Lemma 6.11
11: S {ie[m] |z #7T; or PV #73;}
122 @V @, 0, 0,
13: for : € S do
14: > A\, w,v, i as defined in Algorithm 16
15: Ty @ —a? . w; ! coshz(w%fyi(f, 5,0) +a? w;! CoshQ(%iwi(EneW,fneW,f))
s A FNewW FNew 7
16: ()i« fasmhv(;(”%:;v(;ne;) Rk - (T, 57V, 8)
17: end for
18: Cgew — (Hnew)fl/2anew

= _hew

19: BV [T A(HeY)1F,
20: ENV 4— gy + By (h™Y — h)

21: enV «— g5+ Bs(h™Y — h)

929 Zhew o 7y 51(1{51/20z _ (Hnew)fl/ZCgeW) _ (I_If_l/2 _ (Hnew)fl/Z)WT(Bxh + 5x)

23 SNV 54 (HY? — (H™Y)V2)WT (Bsh + ¢5)

24: Cp Y, h + h"V

25: Eg 2V g XV

26: T TV 5 s

27: end procedure

28: procedure UPDATEW (LY H™W) > Lemma 6.12
29 ghew . o (Hnew)fl/Z((Hnew)flﬂ _ Hf_l/Q)ATLfT(Bmh + Em)

30: gnew . 5 (Hnew)l/Q((Hnew)—1/2 _ H%l/Q)ATL_T(BSh + &)

31 NV gy + (LMY — L)L T (Beh + 2)

32: ERW «— g 4 (LMY — L)TL_T(ﬁSh +es)

33: T "V, 5 ¢ gnew

34: Eg 2V e 5V

35: end procedure
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Moreover, the following additional invariants are maintained:

=1 i
5, =a 0u(7,5,t) (ii)
p = H:1/25M (iii)
h=L'AH_'S, (iv)

Lemma 6.7 (INITIALIZE). The data structure MULTISCALEREPRESENTATION takes O(nt?) to ini-
tialize. Moreover, Invariant 0.0 is satisfied after initialization.

Proof. Proof of Correctness: We initialize ¥ to = and 5 to s and all other terms from Eq. (6.3)
to zero. Hence, this is the correct representation. Next, we call the helper function INITIALIZEA,
and the remainder of Invariant 6.6 is guaranteed by Lemma 6.8.

Proof of Runtime: Since n; = O(1) for all i € [m], we can compute V2¢(Z) in O(n) time. By
Corollary 5.8, we can find the lower Cholesky factor in O(n7?) time. By Lemma 6.8, INITIALIZER
takes O(n7?) time. Hence, the initialization takes O(n7?) time. O

Lemma 6.8 (INITIALIZER(ZT, S, Hz, Lz)). Given approzimate central path pair (T,s), the Hessian
matriz Hy = V2¢(T), and lower Cholesky factor Lz, the data structure takes O(n7?) time to perform
INITIALIZER. Moreover, (i)-(iv) of Invariant 6.0 are satisfied after initialization.

Proof. Proof of Correctness: The invariants directly follow from the definition.

Proof of Runtime: Since n; = O(1) for all i € [m], each iteration of the for-loop takes O(1)
time. Then, it takes O(n) time to compute @ and ¢,,. Since Hz is a block-diagonal matrix, we can

compute ¢, = H%lmﬁ in O(n) time. Finally, L_' AH-'5, can be computed in time O(n7?) by
Lemmas 5.1 and 5.4. O

Lemma 6.9 (MOVE). Under Invariant 6.6, the data structure MULTISCALEREPRESENTATION takes
O(1) time to move the current central path pair (x,s) by one step according to Fq. (6.2). More-
over, Invariant 0.0 is preserved afterwards.

Proof. Proof of Correctness: Let 2"V, s"V be the updated values of x, s after MOVE is per-
formed. We check that the implicit representation from Fq. (6.3) is indeed the correct expression
for ™Y by comparing it to x:

"V —x = Hgl/Za_l/Zcx - Hgl/QWT (G_I/Qh)
_ Hf—l/2a—1/2Hf—1/2$ _ H_l/ZWT(a_l/QLglAHglﬁ)
= H-'6,(x,5,1) — H-*WT L' AH16,,(, 5, 1)
= H;'6,(z,5,1) — H;*WTh,

where the first step follows by Line 29, the second by (3) and (4) of Invariant 6.6, the third by (2) of

Invariant 6.6, and the fourth step follows by the definition of h. This difference is exactly as given
in Eq. (6.2).
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Similarly, for s"°V, we have

sV — s = H%/2WT(E- Bs)
— tHY*WT (@ 2Lz AHZ'5,)
— tHY W Lz AHZ'6,(%,5,T)
= tHY*WTh,

exactly as given in Eq. (6.2). The first step follows from Line 30, the second and third steps from
(4) and (2) of Invariant 6.6, and the fourth step from the definition of h.

Proof of Runtime: The operation only uses addition and taking square roots of real numbers. [

Lemma 6.10 (UPDATE(Z"Y,5"V)). Under Invariant 6.6, the data structure MULTISCALEREPRESENTATION
takes O(|S] - 72) time to move the approzimation pair (T,3) to (T"V,3"V), where S = {i € [m] |
TPV £ T or 57V #£ 5}, Invariant 6.6 is preserved at the end of the function call.

Moreover, the total number of coordinate changes in the variables involved in the implicit represen-
tation is bounded by O(|S|- ).

Proof. We can update T, s trivially. Immediately afterwards, we must update Hz, L and h in the
data structure, so they correspond correctly to Z"°V. As a result of these updates, Eq. (6.3) will
no longer hold, so we must then adjust the other variables Z, s, ¢,., €4, €5, Bz, Bs used in the implicit
representation, in order to restore the invariant. To simplify the presentation, we accomplish this
via two helper functions, UPDATEhR and UPDATEW.

By combining Lemmas 6.11 and 6.12, we show that the implicit representation expression holds
after all variables are updated. Furthermore, they show the required bound on the total number of
coordinate changes in all the implicit representation variables.

For the run-time, we can compute L"% in O(72 - (||z"Y — Z||o + ||3"°Y — 5|o)) time by Lemma 5.10.
Furthermore, UPDATER takes O(]S| - 72) time. For UPDATEW, we can split the update of L into
|S| many rank-1 updates by updating A((HP*V)~" — H; ')AT in time O(72) for each i € S, where

H; = V%¢;(x;). By Lemma 5.9, the non-zero columns of AL def pnew _ [ 4ie on a path of 7. Then,

each call of UPDATEW takes O(72) time by Lemma 6.12. Hence, the total run-time is O(|S|-72). O

Lemma 6.11 (UPDATEA(Z"V,3"V H"WY)). Under Invariant 6.0, given the new approzimation
pair TV, 3%V and H™V = V2¢(z"V), UPDATEh updates the implicit representation such that
(i)-(iv) of Invariant 6.6 are preserved, and at the end of the function call, the central path pair are
given by

+ (HneW)—1/2Bxcx _ (Hnew)_1/2WT(ﬁmh + 61),
§+ (Hnew)1/2WT(,Bsh+€s).

I
8)

T
S

Moreover, it takes O(|S| - 72) time to perform UPDATEh where S = {i € [m] | TMY # T; or 54V
S;}, and all the variables in Eq. (6.3) change in at most O(|S|- ) many entries.

Proof. Proof of Correctness: First, we check (i)-(iv) of Invariant 6.6: For (i) and (ii), note that

the values of u; and 7; only depend on Z;, 5; and ¢, so it suffices to update only the entries of @ and
9, with indices in S. For (iii) and (iv), they are trivially satisfied by definition.
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After Line 23, we have computed new versions of the variables Z,5, ¢;, h,e.,€s. For the implicit
representation of x, they satisfy:

Fhew (HneW)fl/Qﬁxcgew _ (HneW)fl/ZWT<ﬁxhnew + Egew>
=&+ Bo(Hy ey — (H)T2) — (HZ P = (HP) YW (Boh + )
+ (HneW)—l/Qﬁ:ECgew _ (HneW)—l/QWT(Bmhnew + gneW)

T+ By ey — HZPWT (Boh + €4)
x?

where the first step follows by the definition of z"°" and the second step follows by [,h"Y 4 eheV =
Bzh + €, from Line 20. The proof of implicit representation of s is identical; we omit it here.

The remainder of the function updates the variables to their new versions, giving the desired con-
clusion of the lemma.

Proof of Runtime: Since n; = O(1) for all i € [m], it takes O(]S|) time to compute a"°" and
5, Since H is a block-diagonal matrix, it takes O(|S|) time to compute 2. Similarly, it takes
O(|S]) time to compute (Hnew)_lanew. Then, we can compute h™" by computing h"*% — h in
O(]S| - 72) time using Lemmas 5.1 and 5.4. This also shows h"" — h has O(|S| - 7) many non-zero
entries. Hence, we can compute 2V and €2V in O(|S| - 7) time. Finally, since nnz(H — H*V) =
O(|S|), we can compute (H~'/2 — (H**V)~V2)WT and (HY? — (H*")/2)WT in O(|S] - 72) time
by Lemmas 5.1 and 5.4.

Number of Coordinate Changes: Recall that A" — h has O(|S| - 7) many non-zero entries, so
the number of coordinate changes in e, 5 is also bounded by O(|S]|- 7). The number of coordinate
changes in Z and 5 is bounded by O(|S|-7) since (H Y2 —(H**¥)~1/2)WT and (H'/2—(H™)1/2)wT
both have O(|S|-7) many non-zero entries by Lemmas 5.1 and 5.4, and ||[chY — ¢z |lo = O(]S]). O

Lemma 6.12 (UPDATEW (LY, H"V)). Given H"V = V2¢(x"°V), the lower Cholesky factor L™V
of A(H™)~Y2AT | and current implicit representation of (x,s) given by

v =2+ (H*V) 2 Bpce — (H™)VPWT(Boh + )

s =5+ (H")'2WT(B:h + )

UPDATEW takes O((|S|+|SL|)-72) time to update the variables maintained by MULTISCALEREPRESENTATION,
such that at the end of the function call, the central path pair is given by

B = B () V2B — ()Y 2 00 T (Bl + o)

5 = shew (Hnew)1/2(Wnew)T(65h + Eglew%
where Yrew & (Lrew) L A(H )12 § o {i € Im] | T}V # T; or s}V # 5}, and S, o {i €
(d] | L1 # Li}.

Moreover, if S lies on a path of the elimination tree T, then the running time of UPDATEW is
O(|S| - 72) and the number of coordinate changes in Z,5, e, and €4 is bounded by O(|S| - 7).

Proof. Proof of Correctness:

First, we examine the reason behind the definition of €,°¥: We want to find €},°" such that

(LneW)—T(ﬁxh+EgeW) — L_T(ﬁmh—l-&m).
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Rearrange, we get

new

= (L") ' L™ (Boh + €2) — Bah

= (L — L+ L) L™ (Beh + €2) — Beh

= (LY — L) 'L T (Bsh +&2) + LTL™ T (Beh + &) — Bah
=+ (LY — L) "L T (Boh + ,).

Now, we check the implicit representation of x. At the end of the function, we have

ZFhew (HneW)—1/25 Co — (Hnew>—l/2(wneW)T<5wh + €geW)
— pnew (Hnevv) 1/2ﬁ$cz (HneW)fl/2(HneW)fl/QAT(LneW)fT(ﬁxh+EgeW)
— phew (Hnew)_l/QﬁxCx . (Hnew)_lATL_T(ﬂxh + 590)

:"L‘7

new

where the first step follows by definition of W"V, the second step follows by the property of €&
above, and the last step follows by definition of z™V.

new

The proofs for £;°" and s are identical; we omit them here.

Proof of Runtime: Note that As, enev g = ((Beh + ) TL7H(L™Y — L))T. Then, we
can compute L~ 1(L"Y — L) in O(|S| - 72) time by Lemmas 5.2 and 5.4, and therefore compute
Ae, in O(|Sg| - 72) time. By Lemmas 5.1 and 5.4, we can compute ((H™V)~1/2 — H_l/z)ATL_T
in O(|S| - 72) time, and the result has sparsity O(]S| - 7). Thus, we can compute 7" and 3"V in
O(]S| - 72) time. In total, the function runs in O((|S| + |SL|) - 72) time.

When S, lies on a path of T, we can directly compute (L~ T (B:h + €))|s, in time O(72) by
Lemma 5.6. Then, it takes O(72) to compute Ae,. Hence, the update time in this case is bounded

O(lS| - 72).

Number of Coordinate Changes: By Lemmas 5.1 and 5.4, ((H™Y)™/2 — H-Y2)ATL=T has
sparsity O(|S|- 7). When S, lies on a path, the solution of L=1(L"*V — L) is a 7 x 7 submatrix by
Lemmas 5.2 and 5.4, leading to €2V — ¢, and €2V — ¢4 having sparsity O(7). O

6.3 Approximating A Sequence of Vectors

The central path maintenance involves a number of dynamic vectors, e.g. T,s, ¢, from Eq. (6.3).
These can essentially be viewed as online sequences of vectors, where the sequence length is the
number of central path steps. To work with these vector variables efficiently over the central path
steps, we maintain their £, ,-approximations.

In this section, we introduce the techniques for obtaining /.-approximations of an online sequence
of vectors using a sampling tree data structure, crucially avoiding reading the input vectors in full
at all times to lower the run-time. The underlying idea is standard in sampling, heavy-hitters, and
sketching, see e.g. [CMO5]. We explain how it is used in the context of central path maintenance in
subsequent sections.

Definition 6.13. A sampling tree (S, x) of R™ consists of a constant degree rooted tree S = (V, E)
and a labelling of the vertices y : V — 2/ such that:

e x(root) = [n],
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o If v is a leaf node of S, then |x(v)| =1,
e For any node v of S, the set {x(c) | ¢ is a child of v} forms a partition of x(v).

Theorem 6.14. Given a sampling tree (S,x) with height 1, some 0 < €apx, dapx < 1, length of
input sequence k, a fized but unknown JL-matriz ® € R™™ where 1 = Q(n*log(nk/dapx)), and
upper bound ¢ > 0 such that the sequence {y(z)}é?:l satisfies ||y — ¢V |ly < ¢ for all £ € [k], the
data structure loo- APPROXIMATES (Algorithms 7 and 8) supports k calls to QUERY, such that:

In the (-th call to QUERY, the data structure can indirectly access {yM}e_, using the list of oracles
{O[y(i)]}le as follows:

Oly D). TYPEL(v): access to the vector q)x(v)y(i) for nodev € S,
Oy D] TYPEIL(j): access to entry y](-i) for j € n],
and returns 29 such that ||z — yO|| o < apx with probability at least 1 — Sapy /.

Over the entire input sequence, the data structure makes O(n-C*k? /g2, - poly log(nk¢/(€apx - Oapx)))
type-1 oracle calls and O(Cka/sgpx - poly log(nk(/(€apx - apx))) type-I1I oracle calls, with O(n -1 -
CPk? /2, -poly log(nk(/(gapx - dapx))) additional computation time. It maintains {2}k such that
120 — 4| < eapx for all £ € [k] with success probability at least 1 — Gapy.

For any vector y in the sequence, we show that @, ()
of [|[Yly(v) 3. With such estimations, we can sample a coordinate of y with probability proportional
to yf using O(n) many oracle calls, using a random descent on the sampling tree, where we choose
each child with probability proportional to their estimation. This further enables us to obtain a
(14 ¢)-approximation of y in the £y -norm using O(||y||3/€2log(||y|l2/€)) type-1I oracle calls by the

coupon collection problem. By linearity of @, this then allows us to approximate y® — y(@).

y allows us to obtain a (1 £ %)—approximation

Instead of directly estimating y(© for each ¢, we obtain a £s.-approximation for all y®) — (@) where
[a, b] def {a,a+1,...,b—1,b} is in the set of dyadic intervals of [k].

Definition 6.15. Let k be a positive integer. The set of dyadic intervals of [k] is

{i-2+1,6+1)-2]|i,j € N; (i + 1) - 27 <k}

The following lemma tells us why dyadic intervals help to keep the error sub-linear to the size of
the intervals.

Lemma 6.16 (folklore). Any interval [a,b] in [k] can be partitioned into at most 2logk dyadic
intervals.

Hence, it suffices to obtain a (1 + @) approximation for every dyadic interval.

Before we prove Theorem 6.14, we show that the function SAMPLE(a, b) in the data structure indeed
samples a coordinate i of (y(®) — y(®)) with probability proportional to (y® — y(“))%.

Lemma 6.17 (SAMPLE). Under the same setting as Theorem 6.1/, conditioned on the function
ESTIMATE(a, b, v) always returns ||®, ) (y @ — )3 = (1 £ %)H(y(a) - y(b))|x(v)||%, the function
SAMPLE(a,b) on Line 1 samples a coordinate i proportional to (y® — y(@)2 with O(n - r) expected

running time, and makes O(n) many type-1 oracle calls and O(1) many type-I1I oracle calls in
expectation.
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Algorithm 7 /., Maintenance Data Structure — Initialize and Query

1: data structure /.- APPROXIMATES

2: private : members

3: Sampling tree (S, x) > Fixed global constant
4: Eapx, Oapx € (0,1) > error parameter and failure probability parameter
5: L keN > counter and total length of sequence
6: (eRy > upper bound of ||y — O ||,
7. list {O{y@}}E, > sequence of oracles of input vectors y(*)
8: list {z(i)}fzo > sequence of approximations
9: end members

._.
@

procedure INITIALIZE(S, X, €apx € (0,1),dapx € (0,1),{ € R4,k € N)

11: {0+ 0k« k

12: Eapx < Eapxs apx < dapx, ¢ < (¢

13: y(o) 0, 20 0

14: end procedure

15: procedure QUERY(O[y""])

16: 141

17: O] « O[y"v] > store new oracle to list
18: 2O (-1 > first set the approximation to be the same as the previous
19: Z+0 > set of indices ¢ where we may need to update zi@)
20: for j=0,1,...,|log/| do

21: Zi 0

22: if /=0 mod 2’ then

23: for O(4jC2/5§pX -log® k - log(nk(/(€apxOapx))) many times do

24: Zj < Z; U{SAMPLE({ — 27 + 1,/)}

25: end for

26: end if

27: I+ TUI;

28: end for

29: for allt €7 do

30: zi + O[O TYPEII(4)

31: if |2; — (209);] > capx then > Set zy) — yy) when error is larger than eupx
32: (Z(e))i — z;

33: end if

34: end for

35: return 2z

36: end procedure
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Algorithm 8 /., Maintenance Data Structure — Sample and Estimate

1: procedure SAMPLE(a € [k],b € [k])

2 repeat

3 v root(S),p + 1

4 while v is not a leaf node do ,

5 Sample child v of v with probability py % ESTIMATE(a, b, V')

Zu a child of v ESTIMATE(G” bv u)

6 p< DDy

7 v

8 end while

9: > Since v is a leaf node, x(v) consists of a single index from [n]
10: > For notational purposes, suppose x(v) = {i}
11: '« O[y@). TyPEII(i)
12: " O[y®). TypEII()
13: with probability (yz-(a) - y§b’)2/(10 - p - ESTIMATE(a, b, root(S))), return 4
14: until false

15: end procedure

16: procedure ESTIMATE(a € [k],b € [k],v € S)

17: return ||O{y®}.TypEl(v) — O{y®}. TYPEI(v)|3
18: end procedure

Proof. Proof of Correctness: Let J, denote y® — 4(@) in this proof.

Let v1,v9,...,v,m € V be the sequence of nodes visited in the while-loop on Lines 4 to 8, where vy is
the root node of S and vy, is the leaf node with x(v,,) = {i}, for some 7 € [n] and m < 7. Observe
that at end of the while-loop, p is exactly the probability that v, is sampled. Hence, the algorithm
outputs v, with probability

a b 2
W -y, _
10 pl|®dy[I3 10 [|@6y|13

Pr[i is outputed] = Pr[v,, is sampled] - Pr[i is returned | v, = p

. . . . e . 2
This shows SAMPLE outputs a coordinate ¢ with probability proportional to 57“.

Proof of Runtime: Consider one iteration of the repeat-loop (Lines 2 to 14), where the inner
while-loop visits the node sequence vy, ..., v,;,. The probability to choose child v;41 from node v; is
HCDX(UJ.H)(SyH%/Eu a child of ; |®,(u)0yl5- By our condition on the function ESTIMATE(a,b,v), we

have 1@y (a0 13 = (1 £ 1)[[®y,,6, 13- Hence,

1> ||(I)x(vj+1)5y||%
n Hq)x(vj)(syH%

c a child of v;
Py | o < (1+

Taking the telescoping product, we have

o [P (w2)0yl13 y 19 ) Oy I3 S [LNESU . 12139y 13
”(I)x(vl)éyH% HCI)X(UQ)(SZ/H% ||q>x(vm_1)5yH% ||(I)(5yH%

This iteration of the repeat-loop returns with probability

1
p<(1+-)
n

0y 0. lles,l3 1
1019”(1’52,1“% N 10”(1)521“% 3H‘I’{i}5y”% ~ 50
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where we used [|[®;,6, |3 < (1 + %)651 Hence, the expected number of iteration is O(1).

For each iteration of the repeat-loop, the inner while-loop on Lines 4 to 8 traverses a path from the
root to a leaf node in S, so we can bound the number of iterations by 1. At each node v; along the
path with ¢ children, sampling on Line 5 requires O(r) time and 2c¢ many type-I queries. At the
end of the descent to a leaf, we make 2 type-II queries on Lines 11 and 12 and then 2 type-I queries.
Hence, each call of SAMPLE takes O(n - r) time, O(n) type-I queries, and O(1) type-II queries in

expectation. [l

Proof of Theorem 6.1/. Proof of Runtime: For a fix j € [|logk]], the data structure makes
O(47¢2 log® k- log(nk¢/(eapx - 5apx))/£§px) many calls to SAMPLE, for each 27 calls to QUERY. Since
there are k calls to QUERY in total, the total number of SAMPLE call is

|log k|
%'O ( ¢ log k- log(nkg)> =0 <k2<2 log k - log(nk¢/(capx apx))>
a apx

2
f g2 px Eapx * 0 €

Jj= apx

Combining the bound above and Lemma 6.17, the total run-time is O(m’]C ¢ poly log(nk¢/(€apx - dapx)))

in expectation, with O(/{:2C2/eapx - poly log(nk(/(€apx - dapx)))) type-11 querles and O(nk2c2/sapx
poly log(nk¢/(€apx - 0apx))) type-I queries in expectation.

Proof of Correctness: By the coupon collection problem, for any vector v, we can find all
coordinates 7 of v such that |v;| > 1||v[|2 with high probability, by sampling O(a?®log a) many coor-
dinates, each time sampling coordinate i with probability proportional to vZ. By our choice of r =
Q(n?log(nk/dapx)) and union bound over all type-I queries, we have the function ESTIMATE(a, b v)
always return ||y, (y(@ — N2 = (1 £ %)H(y(“) —y® ) |2 with probability at least 1 — ﬂ

Fix j € [[log/]]. We sample O(47¢? - log® k - log(nkC/(apxOapx)) /€ many coordinates for y) —
y=2) (Lines 22 to 26). By the triangle inequality, and the property that consecutive y©’s change
slowly, we have [y — y(¢=2)|, < 27 . (. Hence, Z; contains all coordinates i such that |(y©) —

YD) > O(eupx/ log k) with success probability 1 — ,p/ poly(nk).

)

Taking the union bound over all j, we have that Z = (JZ; contains all coordinates ¢ such that
|(yO —y =2 FD),| > O(eapx/log k) for all £ € [k] and j € [|log k|] with probability at least 1 — 63‘”‘.

Consider the data structure at the end of iteration ¢. Fix a coordinate 7, and let ¢; be the iteration
when the value of z; was set by Lines 30 and 32. In other words, zi(e) = yl@i). Let 552 = (y® —yt=D)y,
for any ¢ € [k]. Then,

L

> 4| =

t=0;+1

2logk (as+1)27s

2. 29

s=1 t=as27s+1

4 l 4 4;
|y§ ) zl( )\ = \yz( ) yz.( )\ = < 2logk - O(eapx/logk) < €apx,

where the third step follows by Lemma 6.16, and the fourth step follows by the fact that l; is the
last time z; was updated, so for any [a-2/ +1, (a+1)27] C [;, €], we have |(y((@+D2+1) _y(@2)),) ~
O(eapx/ logk).

Taking the union bound again, we have the data structure succeeds with probability at least 1 —d,px.

O
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6.4 Sketching A Sequence of Vectors

In this section, we show how to construct an oracle used in Theorem 6.14 that supports type-I
queries for a sequence of vectors.

Theorem 6.18. Given a sampling tree (S,x) of R™ with height n, and a JL sketching matriz

® € R"™™, the data structure VECTORSKETCH maintains s, def Dy for all nodes v in the
sampling tree through the following functions:

o INITIALIZE(S, x, ® € R™*" h): Initializes the data structure in time O(n -n-1), so that node
v €S maintains yy.

o UPDATE(R"Y € R™): Maintains the data structure for h <= h*Y in O(n-r-||h"Y —h|lo) time.

e QUERY(v € V(S)): Outputs @y yh in O(r) time.

Algorithm 9 Vector Sketching Data Structure

1: datastructure VECTORSKETCH

2: private : members

3 O e R™" > JL matrix
4 Sampling tree (S, x)

5: h eR" > latest input vector
6 LIST {yu foev(s) > sketches indexed by nodes of S, where y, def Dy )h
7: end members

8: procedure INITIALIZE(S, x, ® € R™*" h € R")

9: (Sa X) — (Sv X)
10: b+ P
11: h<<h
12: for all v € § do
13: Yy < q)x(v)h
14: end for

15: end procedure
16: procedure UPDATE(h"Y)
17: for all ¢ such that h}*V # h; do

18: Find leaf node v of S such that x(v) = {i}

19: for all node u € PS(v) do > where P(v) is the path from v to the root in S
20: Yp & Yo — @{i}h + (I){i}hnew

21: end for

22: end for

23: I <= ™Y

24: end procedure

25: procedure QUERY (v € S)
26: return vy,

27: end procedure

Proof. Correctness: In INITIALIZE, we calculate y, directly for all v. In UPDATE when h is updated
to h"*Y, note that y, maintained at a node v needs to be updated if and only if (h"Y — h),,) # 0.
Hence, for each index ¢ with (A" — h); # 0, we need to update at all nodes v with i € x(v), which
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is exactly the path from the leaf node u with x(u) = {i} to the root of S. Moreover, the update
due to coordinate i is precisely ®;; (h"°Y — h).

Runtime: For INITIALIZE, let Layer® (i) % {v € V(S) | depth(v) =i} be the set of nodes in the i-th
layer of the sampling tree. By property (3) of the sampling tree in Definition 6.13, x(v) N x(u) =0
for any u, v € Layer®(i). Hence, we can compute Dy (vyh for all v € LayerS(i) in time O(n - 7). Since
S has height 7, initialization takes O(n -7 - r) time.

For UPDATE, observe that the outer for-loop runs ||h™" — h|| times. The inner for-loop iterates
at most 7 times, as it traverses up a path from a leaf node to the root in §. For each node on the
path, we need to compute z, — ®g3h + Py A" which takes 7 time. Thus, we can bound the total
update time by O(n -7 - |[|h"Y — hl|o).

To find the leaf node v such that x(v) = {i}, we note the function x is fixed, so it can be pre-process
during initialization in O(n) time.

The query time follows by the fact that g, is an r-dimensional vector. O

6.5 Sketching the Multiscale Representation via Simple Sampling Tree

The previous section shows how to construct an oracle used in Theorem 6.14 that supports type-I
queries for a sequence of slowing changing vectors. However, not all vector variables in our main
central path maintenance data structure change slowly across consecutive central path steps. In
particular, we also want to maintain the sketches of matrix-vector products involving W', such as
WTh,WTe, and WT'e, from Eq. (6.3).

Consider maintaining /..-approximations of the sequence of W'h: Using VECTORSKETCH pre-
sented in Theorem 6.18 directly yields a data structure whose update time at iteration £ + 1 is a
function of |(WTh)HD) — (WTh)O|g. Recall that W and h change between central path steps as
a function of changes in Z; unfortunately, even if Z only changes in a single coordinate, W'h can
change densely. Hence, we would like to design a modified data structure whose update time is a
function of ||+ — z® ||y and ||RE+D) — A®)||y instead. In this section and the next, we present
sketching data structures that serve as the oracle needed in Theorem 6.14 for type-I queries, specif-
ically for the case when the online sequence of vectors is of the form {(WTh)(é)}éf:O, for dynamic

W and h.

To this end, we have to crucially utilize the structure of the lower Cholesky factor L and the
elimination tree 7. In this section, we present a simple construction of a sampling tree which
preserves the structural property of the elimination tree 7, and an intuitive implementation of
the sketching maintenance data structure with 6(poly(7)) amortized run-time per update. In
Section 6.6, we show a more involved data structure to lower the run-time, using many of the same
ideas.

This section mainly serves to illustrate our approach to maintaining the sketches, so we assume
each n; =1 and m = n in the block structure of A for simplicity of presentation; the assumption is
removed in Section 6.6.

Theorem 6.19. Given the constraint matrix A, its binary elimination tree T with height T, a
JL matriz ® € R™", and a sampling tree (S,x) with height n < O(T + log(n)) constructed as
in Section 6.5.1, the data structure SIMPLESKETCH (Algorithms 10 and 11) maintains the sketch

@X(U)WTh = CIJX(v)Hgl/QATL%T at every node v € S through following operations:
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o INITIALIZE(S, x, ®, T, h): Initializes the data structure in O(n -7 -n - 1) time, so that node

v € § maintains the sketch @X(U)WTh = @X(U)H%IDATL%T.

e UPDATE(Z"Y, h"Y): Updates all sketches in S to reflect W updating to W™V and h to h"*V,
where WY is given implicitly by V. This function runs in O(||Z"Y — Z|lo - 72 -1 - 1) +

O(||h*Y — h|lg - 7 - ) time.
o QUERY(v): Outputs ,yW " h in O(7% 1) time.

In Section 6.5.1, we give the construction of the sampling tree. In Section 6.5.2, we give the analysis
of each individual function.

Symbol Definition
T elimination tree with vertex set {1,...,d}
(S, x) sampling tree. By convention, we call vertices of S a nodes
D(v) set of nodes in the subtree rooted at v (inclusively)
P(v) set of nodes on the path from v to the root (inclusively)
depth(v) depth of node v in tree (depth(root) = 1)
low(a) the lowest node in tree in the nonzero pattern of a vector a
low(A) the lowest node in tree in the nonzero column pattern of A
LCA(u,v) the lowest common ancestor of u and v
Ag matrix A restricted on coordinates/blocks maintained by nodes in set S
)/ fT(v) function f(v) with specifying the tree

Table 1: Notations in this section

6.5.1 Simple Sampling Tree Construction

We begin with the construction of a simple sampling tree (S, x) which has n leaf nodes, based on the
elimination tree 7. Recall T has d vertices given by the set {1,2,...,d}, where vertex i correspond
to row ¢ of A.

First, we define the function low” (a) : R — [d] by

low” (a) = arg max depth? (i ,
(a) g, max,  dep (4)

which gives the node i at the lowest level in 7 such that a; # 0. Note that low” (A;) is well-defined,
since the non-zero pattern of A; is a subset of a path in 7 by Lemma 5.1.

For each vertex i € T, we construct a balanced binary tree on all new nodes, rooted at node 7' and
with leaf nodes given by the set F; = {c¢; | low” (4;) = i}. Observe if 7 is a leaf node of T, then
F; is non-empty. We construct a new tree S by beginning with S « 7T, and then for each i € T,
attaching the new subtree rooted at i under ¢ in S. After this, the set of leaf nodes in S is given
by U;er Fi = {c; | j € [n]}, with every leaf corresponding to a distinct column of A.

For each v € S, we recursively define its labelling x(v) by:
1 if v = ¢; is a leaf node
x(v) =

Uu a child of vin S X(u) else
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In particular, for i € SNT = {1,...,d}, x(i) satisfies:

x(i) = {j | low” (4;) = i} U U x(4)- (6.4)
j a child of i in T

Let this newly constructed (S,x) be the simple sampling tree. Since T is a binary tree, S is a
degree-3 tree. An example is shown in Fig. 6.1.

Definition 6.20 (7 (v)). Recall we have V(T) = {1,...,d} C V(S). For anode v € S, we define its
T -ancestor T (v) to be the lowest ancestor of v in S that is also in 7. In particular, if v € {1,...,d},
then 7 (v) = v.

For example, in Fig. 6.1, T(5) =5 and T (c3) = 4, where c3 is the bottom left node in S.

Theorem 6.21. Given an elimination tree T with height T, the simple sampling tree with height
T+ O(logn) = O(T) can be constructed in O(nt + nlogn) time.

Proof. Since the newly added balanced binary tree under each v € T has height at most O(logn),
the height of the sampling tree is bounded by 7 + O(logn) = O(7).

For each column A;, we can find low(A4;) in time O(7) since nnz(A;) = O(r) by Lemma 5.1. Hence,
we can find F; for every i € T in O(n7) time in total. Constructing the balanced binary tree rooted
at every i’ takes at most O(nlogn) total time. Finding the sets x(v) at every v € S takes O(nlogn)
total time. Hence, we can construct (S, x) in O(n7 4+ nlogn) time. O

6.5.2 Data Structure for Sketching

Now, we discuss how to maintain the sketches @X(U)WTh at every node v € §. Recall the non-
zero pattern of the Cholesky factor L is reflected in the elimination tree. Specifically, the non-zero
pattern of column L; is a subset of the path from ¢ to the root of 7. Since we have constructed S
to preserve the ancestor-descendant relationships from 7, we will be able to update the sketches in
S in a more clever way.

To better utilizing the structural relationship between the lower Cholesky factor and the sampling
tree, for any v € S, we rewrite the sketches @X(U)WTh = @X(D)H_I/QATL_T}L using the following
notation:

Definition 6.22 (J,, Z},y,). For each v € S, let

def

7. e def
-

- T x def -T * T
o HTPAT 2= 0, LT g = 25 h= 3, )W h

At every node v, we will maintain J,,, and some variant of Z; and y, discussed later.
Let us first examine the sparsity pattern of .J, and Z:

Lemma 6.23 (Sparsity pattern of J,). Let v € S, and suppose J, satisfies (i) of Invariant 6.28.
Let S be the non-zero column pattern of Jy,, i.e. S = {j € [d] | (J»); # 0}. Ifv € S\ T, then
S CPT(T(v)). On the other hand, if v € T, then S C DT (T (v)) UPT (T (v)).

Proof. First, note that for any i € [n], the non-zero column pattern of ®;, H —1/2AT is the non-zero

pattern of column A;. More generally, the non-zero column pattern of J, = @, (,) H —1/24T is given
by the union of the non-zero pattern of columns A; such that j € x(v) for any v € S.
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1 ° i
2 ° ° i
3 ° ° ° B
4 ° ° 4
5 ° ° ° 4
6 ° ° . . ° i
7 ° . . ° ° ° e
8 ° ° ° ° ° ° —
| | | | | | | |

Il Il
cl c2 c3 c4 c5 c6 c7 c8 c9 cl0
sparsity pattern of A

Figure 6.1: Example of simple sampling tree: The tree on the left is the elimination tree 7 for
constraint matrix A, whose sparsity pattern is shown on the right (n; = 1 for all 7). The tree on
the right is the simple sampling tree, where red triangles are newly added nodes, and the bracket
under each leaf node denotes the column that the node will maintain in the data structure.
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In the case that v € S\ T, let i = T (v) be the T-ancestor of v. By construction of (S, x), we have
x(v) C{j € [n]| IowT(Aj) = i}. Hence, the sparsity pattern of any column A; with j € x(v) is a
subset of P7 (i) by Lemma 5.1. Since v is a descendant of i in S, we have y(v) C x(i) by property
of x. Therefore, S C P (i), as required.

In the case that v =7 € T, observe that as a consequence of Eq. (6.4), we have

x(i) = {j € [n] | low” (A;) = k, where k € D7 (i)}.
By Lemma 5.1, for any j € x(4), the sparsity pattern of A; is a subset of a path in 7 containing 4,
that is, it is contained in D7 (i) U P7 (4). O

Lemma 6.24 (Sparsity pattern of Z¥). Let v € T, and let S be the non-zero pattern of the columns
of Zy, i.e. S={i €[d] | (Z,)i # 0}. Then, S C DT (v) UPT (v).

Proof. This directly follows by Lemmas 5.4 and 6.23. O

At this point, we have all the tools to answer queries for the sketch at a node v € S\ T: Given J,
at v € S\ T, the non-zero columns of .J, is a subset of P7 (7 (v)) by Lemma 6.23. Hence, we can
compute the sketch y = J, - L~ "h in poly(r) time during a query. The sketch at a node v € T
needs to be maintained more carefully.

Updates to W via T causes a corresponding update to the Cholesky factor L. We will show later
that if column j of L changes, then the sketches that change are at nodes of § in the subtree rooted
at 7, and the path from j to the root; we delay the updates of L at nodes on the path PT(j).

Definition 6.25 (L[t],t,, Z,). Let {L[t]}:+>0 be a list of Cholesky factors computed at different
times during the maintenance, such that L[t] is the Cholesky factor computed at time ¢, for an
internal time stamp ¢ > 0 that advances whenever L is updated.

At every node v € SN T, we maintain a time stamp t, > 0. Furthermore, we maintain a modified
Z, that depends on L from an earlier iteration given by t,, that is,

Zy=Jy- L[ty ".
Remark 6.26. For any v € T, note that Z, and Z; have the same non-zero pattern, as the non-zero
pattern of L is constant throughout the algorithm.

Similarly, updates to h may cause sketches at many nodes of S to change. Again, we implement
lazy updating for the part of the sketch y, = Z;; - h involving h.

Definition 6.27 (y,). For v € T, let

def
Yo = Zy- (I = Ip7(y)h.

At every node v € SN T, we maintain y, . When Z, = Z*, observe that we can write y, as
Yo = 75 Tpr(uh + 5. (6.5)
It follows that to obtain the latest sketch y, at node v, we can update Z, + Z¥, update y,

accordingly, and then compute ¥y, by Eq. (6.5), noting that the first term can be computed in
poly(7) time given Z and h.

Now, we list the invariants our data structure maintains during the algorithm.
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Invariant 6.28. The variables maintained in the data structure SIMPLESKETCH, as given in Algo-
rithm 10, always preserve the following invariant before and after each function call:

Jo =0 H 2AT veS (i)
Zy=Jy- L[t,] " veT (ii)

0= (L[f] - LIt)prwpfey VET (iii)
yy = Zy (I — Ipr(y)h veT (iv)

where H = V2¢(T), L is the lower Cholesky factor such that LLT = AHY2AT | and t, is the time
stamp of v.

Finally, the following lemma tells us how to compute the latest value Z* = J, - L[f]™", using
Ty =Jy - L[tv]*T maintained by the data structure:

Lemma 6.29. Suppose Invariant 6.28 is satisfied for node v € T, then
* —1 T T
Z5 = 2, — (L7 (LI = Lit)pri - 2))

Proof. Let us denote AL = L[{] — L[t,]. Then (Z*)" = (L[(] + AL)~'J,, and we want to find AZ
such that

z] +(A2)" =z = (L[t,] + AL)"LT) .
We have

(Lit,] + AL)(Z] +(AZ)") = J, = L[)Z,]

(AZ)" = —(L[t,) + AL) N (AL)Z,)
.
75— Zy= AL = — (L[ﬁ]‘l(L[f] - L[tv])ZvT)

v

We split AL into three parts:

AL = (Ip7(v) + IpT @)\ {0} + IT\(DT @)UPT (1)) AL

By Lemma 6.24, the non-zero columns of Z, = J, - L[t,]” " is a subset of D7 (v) UP7 (v). Hence,
I\ (DT () uPT (v)) * Z! = 0. By (iii) of Invariant 6.28, (L[¢] — L[t,]) IpT(w)\{v} = 0, implying that

v

LIOHL ~ L)) 2, = LIOHLI ~ Lt prw) - Z0
O

Now we are ready to prove the correctness and run-time of each function in the data structure.
The correctness of the overall maintenance data structure then follows immediately from the invari-
ants.

Lemma 6.30 (INITIALIZE). Given initial T and h, the JL matrizx ® € R™", and the elimination
tree T with height T, the data structure SIMPLESKETCH initializes the sketches in the sampling tree
in O(n-7-n-r) time. Moreover, the internal state of the data structure satisfies Invariant 6.28
after initialization.
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Algorithm 10 Simple Multiscale Representation Sketching Data Structure — Initialize and Query

1: datastructure SIMPLESKETCH
2: private : members

3:

10:
11:
12:
13:
14:
15:

16

17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:

31

32:
33:
34:
35:
36:
37:
38:
39:
40:
41:

b e R > JL matrix
sampling tree (S, x) > constructed according to Section 6.5.1
elimination tree T
teN > time counter
h e R?
T e R" > W given implicitly by =
H e R™*" > Hessian H = V2¢(T)
LisT {L[t] € R}, > sequence of Cholesky factors at various timestamp ¢
LisT {J, € R™%} c7 > Jy =Dy H1/2AT
LisT {Z, € R™} cs > Zy=Jy - L[t,]” "
LisT {y, € R" }yer >y, = Zy - (I = IpT(y))h
LIST {t, € N}yer > t, is the time of the last update at a node v
end members
. procedure INITIALIZE(S, x, ® € R™*", T € R", h € R?) > Lemma 6.30
(S:x) < (S,x)
b+ O
£+ 0,h<h
Compute H < V2¢(T)
Find the lower Cholesky factor L[¢] of AH *AT
for all v € S do
Jy — @X(U)H_1/2AT > compute J, for all v € S
end for
for all v € T do > these nodes store additional partial computations
Zy+ Jy- L[~ T
yg — Zy - (I — IpT(v))h
ty </ > record that Z, and y, were last updated at time ¢
end for
end procedure
: procedure QUERY (v € S) > Lemma 6.32
if ve S\ T then > directly compute and return the value of sketch
return J, - L[{]"Th
end if
> for v € T, we make use of existing partial computations
AL « (L[] = L[to])p7 1)
Zy 4 Zy— (LI~ -AL-Z))7T > Update Z, to correspond to L[¢], that is, Z, = Z
yg — Zy - (I — IpT(v)) -h
> Z, and y, now correspond to the latest L[], so we update the time stamp of v
ty </
return Z, - Ipr(,) - h + 1y,

42: end procedure
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Algorithm 11 Simple Multiscale Representation Sketching Data Structure — Updates
1: datastructure SIMPLESKETCH
2:
3: procedure UPDATE(Z"Y € R", h"V € R")

> Lemma 6.31

4: for i € [n] where )V # 7; do

5: UPDATECOORDINATE(Z"V, 7) > break up the update into single-coordinate updates
6: end for

7: for all h*V # h; do

8: for all v € P7 (i) do

9: Yo Yy + Zy - Iy - (R = h)

10: end for

11: end for

12: h < hev

13: end procedure

14: procedure UPDATECOORDINATE(Z"Y € R", i € [n]) > Lemma 6.33
15: T; f?ew

16: H"™v = V2¢(T)

17: {+—0+1 > increment timestamp before computing a new Cholesky factor

18: Find lower Cholesky factor L[/] of A(H™")~1AT
19:0  UPDATEL(PT (low” (4;)))

20: UPDATEH (HV, 1)

21: end procedure

22: procedure UPDATEL(S C T) > S is a path in 7, Lemma 6.35
23: for all v € S do

24: > We update Z, to Z; in two steps: first from L[t,] to L[¢ — 1], then from L[¢ —1] to L[/]
25: Zy  Zy — (L[€ — 17 (L= 1] = Lt prew) - ZJ)T

26: Zy 4 Zy— (L[~ (L[] — LIt —1]) - Z]) T

27: yg — Zy - (I - 1737—(1;)) -h

28: ty — £

29: end for

30: end procedure

31: procedure UPDATEH (H"V) > Lemma 6.34

32: AH = H"W — H
33: for all i € [n] such that (AH); # 0 do

34: Find v such that x(v) = {i}

35: for all u € PS(v) do

36: Ju = By (H + AH - Ij;) 712 AT
37: if w €T then

38: Zy 4 Jy- Lt,)™ 7

39: yZ (—Zv‘(I—IpT(U))‘h

40: end if

41: end for

42: end for

43: H « H"V
44: end procedure
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Proof. The correctness directly follows by the setup of Invariant 6.28.

Runtime: By Corollary 5.8, we can find L[f] in time O(n7?). For any non-leaf node v € S, we
note that J, = >, . child of » Ju- For a leaf node v € S, we have x(v) = {i} for some i € [n], so we
can compute J, in time O(7 - r) by Lemma 5.1. Then, we can compute all .J, for non-leaf nodes by
summing the values of its children, iteratively up the tree. Since the height of tree S is 1, we can
compute J, for all v € § in time O(|V(S)|-7-n-7r).

For v € T, by Eq. (6.4), we have

Zv = ((I){HIOWT(AD:U} + (Dx(u)) H2ATL™T
child u of v in T
= P4y PATLT T Y LT
child v of v in T

Thus, for each v € T, we only need to compute the term <I>{Z-||0WT(AZ_):U}H_1/2ATL_T. Since the

non-zero columns of ®; (Ai):v}H_l/zAT lie on P7 (v), this term has O(r - r) many non-zero

llow”
entries, and we can compute it in O(72 - 7) time by Lemma 5.4. Again, by iteratively computing Z,

up the tree, we can compute Z, for all v € T in O(|T|- 72 - r) time.

Because h is explicitly given, we can compute y,, = Z, - (I — Ip7(,)) - h in nnz(Z,) time for each
v € S; then we can compute gy, for all v € T in O(|T|- 72 - 7) time.

Combined with the fact 7 < n and |T| = d < n, the total time is bounded by O(n-7-n-7). O

Lemma 6.31 (UPDATE). Suppose the current state of data structure satisfied the Invariant 0.28.
Given W™V amplicitly by "V, and h™V, the function UPDATE of SIMPLESKETCH updates the
sketches in S implicitly in time O(||[Z*Y — T|lo - 72 -1 - ) + O(||h"®Y — hllo - 7 - r) Moreover, the
function also updates the internal states correspondingly so that Invariant 6.28 is still preserved.

Proof. Note that we can process the updates to W and h consecutively; hence the run-time is a
sum of the run-times of the two steps.

To update T to Z"°V and thus W to W™V we again view it as a sequence of updates, where each
update correspond to a single coordinate change in x, processed by the helper function UPDATE-
COORDINATE. The associated proof is given in Lemma 6.33.

Similarly, we update h to A" by a sequence of single-coordinate updates. By Lemma 6.24, the
nonzero columns of Z, - (I — IPT(,U)) lies on DT(v). Therefore, when h; changes, y,/ changes only
if i € DT (v), so it suffices to update only the sketches at nodes v where v € P7 (i), and the
update is given by Z, - If;; - (h"*" — h), computable in O(r) time. Thus, updating a coordinate
h; takes |P7T (v)|O(r) = O(7 - r) time. Summing over all changed coordinates, we can update h in
O(||h*Y — h||g - T - r) time. O

Lemma 6.32 (QUERY). Suppose Invariant .28 is satisfied. The function QUERY(v) of SIMPLES-
KETCH outputs @X(U)WTh in O(7%r) time. Moreover, Invariant 6.25 is preserved after the function

call.

Proof. Correctness: For the case v € S\ T, the correctness directly follows by definition of .J,,.
Now, we consider the case that v € T. The invariant maintenance of moving ¢, to ¢ directly follows
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by Lemma 6.29. To output @X(U)WTh = ¥, the function computes the expression as given by
Eq. (6.5).

Runtime: For the case v € S\ 7T, the non-zero columns of .J, lies on P7 (7 (v)) by Lemma 6.23.
By Lemma 5.4, the term J,, - L[(]~ T has O(7 -r) many nonzero entries and can be computed in time
O(72r) time. Thus, we can compute J, - L[(]~"h in time O(72 - 7).

For the case v € T, we first note that we can find AL in O(72) time since |P7 (v)| < 7, and the
column sparsity of L is also bounded by 7 by Lemma 5.2. By the sparsity pattern of AL, we can
compute (AL) - (Zv,)T in O(7?r) time. By sparsity pattern of L, we can update Z, + Z; and
yy in O(72r) time by solving O(r) lower triangular system using Lemma 5.4. In Eq. (6.5), we can
compute Zy - Ip7 (- b in O(7 - 7) time since |PT (v)| < 7. Hence, the function takes O(72 - r) time
in total. O

Lemma 6.33 (UPDATECOORDINATE). Suppose the current state of the data structure satisfies In-
variant 6.28. The function UPDATECOORDINATE of SIMPLESKETCH updates the implicit represen-
tation of W by updating the i-th coordinate of T from T; to TV in O(7%-n - r) time. Moreover,
the function UPDATECOORDINATE also updates the internal states correspondingly such that Invari-
ant 0.28 is preserved after the function call.

Proof. Correctness: First, we show that for the change on L, it suffices to updates all nodes on
the path P7 (low” (4;)). We note that only (iii) of Invariant 6.28 depends on the value of L[(], so
we need to update the sketch only if (L€ + 1] — L[ts]) - IpT(u)\ (v} # 0. Since the data structure
satisfies the invariants for ¢, we have (L[¢] — L[t,]) - Ip7(y)\ (v} = O for all v. Therefore, we need to
update the sketch only if

(L[ +1] = L{f]) - IpT(w)\{v} # O-

We use LV to denote L[¢+1] and use L to denote L[¢], where L% (L*")T = AH"1AT +cA;A] for
some ¢ and i. Let AL = L™V —L. By Lemma 5.9, the non-zero columns of AL lies on P7 (low” (4;)).
We denote low” (A;) by u, and rewrite AL as ZwGPT(u)(AL)weE. For each w € P7 (u), we note

that (AL)ye,, - IpT oy #0only if v € PT (w) \ w. Hence, it suffices to update

U PT(w) \w C PT(U).

wePT (u)

The function then uses two helper functions UPDATEL and UPDATEH, whose correctness and run-
time are given in Lemma 6.34 and Lemma 6.35.

Runtime: By Lemma 5.10, we can find L™" in O(7?) time and L changes in 7 columns. By
Lemma 6.34, H changes in coordinate i, so we can update it in O(72 -5 - r) time. Since L changes
in 7 columns, we can update L in the data structure in O(73r) time by Lemma 6.35. Hence, the
function takes O(72 - - 7) time in total. O

Lemma 6.34 (UPDATEH ). Suppose Invariant 6.28 is satisfied. UPDATEH updates H to H™V,
and implicitly adjusts the sketches in' S to preserve Invariant 6.28 in O(nnz(AH) - 7% -1 -r) time.

Proof. Correctness: We observe that Z, changes only if I,(,) - AH # 0. Suppose the i-th column

of H changes, and let v be the node of S with x(v) = {i}. Then observe that for a change in H;, it
suffices to update PS(v).
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For a change in H;, let i (H + AH - I{i})’1/2 — H~'2. Then we can find
@X(U)Izj AT by computing an outer product of a column of ® with row of AT, which takes O(t - r)
time by the sparsity pattern of A (Lemma 5.1). Then for a node v, we can update Z, by compute
@X(U)IA{TATL[tU]*T, which takes O(72 - r) time by Lemma 5.4. We can then update y, in O(72 - r)
time. As height(S) = 7, and we only update along a path to the root, this function takes O(72-n-r)
time for the update to H;. O

Runtime:

Lemma 6.35 (UPDATEL). Given a set S C V(T), the function UPDATEL updates t, to the latest
time at each v € S, and adjusts the implicit representation of the sketch at v to preserve Invari-
ant 6.28. If the number of non-zero columns of AL is bounded by O(T), then the function takes
O(|S|-72-r) time.

Proof. Correctness: The correctness directly follows by Lemma 6.29.

Runtime: By the sparsity pattern of L (Lemma 5.2), we can compute (L[{] - L[t,])- Ip7 (7 (y))" (Z,)"
and AL - (Z,)" in O(7%r) time, and the column sparsity pattern of the result is on a path in 7.
Then, we can update Z, and y in O(7?r) time by solving O(r) many lower triangular systems
using Lemma 5.4. Hence, the total time is bounded by O(|S|- 72r). O

6.6 Sketching the Multiscale Representation via Balanced Sampling Tree

Simple Sampling Tree | Balanced Sampling Tree
Sampling tree height O(r) O(1)
JL dimension O(72) O(1)
Initialization time O(nt%) O(nr?)
Update W time O(||z*™ — o - 7°) o(||z*" — o - 72)
Update h time O(||R™™ — hljo - ) O(||h™™ — hljo)
Query time o4 O(72)
Query time x tree height O(75) O(72)

Table 2: Comparison between two sampling trees.

Combining the simple sampling tree data structure with our IPM algorithm will give us a
O(n7°log(1/e)) algorithm for solving LPs. To make our algorithm competitive when 7 is large,
we demonstrate how to further speed up (Algorithms 10 and 11) to O(72) per step in this section.

More specifically, we have the following theorem:

Theorem 6.36. Given the constraint matriz A, its elimination tree T with height 7, a JL matriz
® € R™™ and a sampling tree (S,x) constructed as in Section 6.0.1 with height O(logn), the
data structure BALANCEDSKETCH (Algorithms 12 and 13) maintains @X(U)WTh for each v € V(S)
through the following operations:

o INITIALIZE(S, X, ®, T, h): Initializes the data structure in O(nt?rlogn) time, so that each node
v € § maintains the sketch @X(U)WTh = @X(U)Hf_l/QATLg.
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Figure 6.2: A rooted tree is given on the left, its heavy-light decomposition is shown on the right;
the ordering is [8,7,6,5,2,1,4, 3].

e UPDATE(Z"V, h™Y): Updates all sketches in S implicitly to reflect W updating to W™ and
h updating to h**% in O(||z"Y — Z||o - 727 logn) + O(||W**™ — hl|o - rlogn) time, where YWV
1s giwen implicitly by T"V.

e QUERY(v): Outputs @X(U)WTh in O(t% - r) time.

We observe that the data structures in Section 6.5 has the same Q(7%) bottleneck for both updating
the multiscale representation and sampling: The data structures are always operating on some path
of the sampling tree S, where we need to solve the lower triangular systems for each node on that
path. In this section, we show how to obtain a balanced sampling tree with O(logn) height and
thus speeds up each operation to 5(7’2).

6.6.1 Balanced Sampling Tree Construction

As a first ingredient in our construction is the following lemma from Sleator and Tarjan’s heavy-light
decomposition.

Lemma 6.37 (Heavy-Light Decomposition [ST&3|). Given a rooted tree T, there exists an ordering
of vertices of V(T) such that the path between any two vertices consists of at most O(logn) many
contiguous subsequences of the ordering, and for any vertices v, the subtree rooted at v corresponds
to a single contiguous subsequence of the order. Moreover, such an ordering can be found in O(n)
time. Ul

First, we construct a sampling tree of R%, denoted by (B,%), as follows: We perform heavy-light
decomposition on the elimination tree 7 with vertex set [d]. Let o1,...,04 denote the vertices
ordered according to Lemma 6.37. Let B be a complete binary tree containing d leaves, where the i-th
leaf is 0; € [d]. We set X (0;) = {0;}. For each non-leaf node v € B, we let x(v) = X(left child of v)U
X(right child of v). It is easy to check (B,X) is a sampling tree of R? by Definition 6.13.

Now, we extend the sampling tree (B,%) on R? to R” to obtain the balanced sampling tree (S, x):
At each leaf node v € B, we add a complete binary tree with vertex set

{i € [n] | coordinate i in j-th block and Tow (4;) = X(v)},
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Figure 6.3: Examples of tree B (left) and S (right) constructed from the elimination tree in Fig. 6.2.
The red triangle in the right graph denotes the newly added nodes in the tree. The bracket under
each leaf node denotes the corresponding column maintained by that node.

where low(A;) is defined by

low(A;) =arg max depth(i).
() 8 ieilAy 20} (@

We denote this modified binary tree as S. Then, each leaf node u of S corresponds to some i € [n],
and we set x(u) = {i}. We can check that for any leaf node v € B,

X(v) = {i € [n] | coordinate i in j-th block and WT(Aj) =x(v)}.
Let this (S, x) be our balanced sampling tree. An example is shown in Fig. 6.3.

Since the height of B is log d, and the height of the newly added binary trees are at most logn, the
height of S is O(logn).

Theorem 6.38. Given an elimination tree T with height T, the balanced sampling tree can be
constructed in O(nt + nlogn) time.

Proof. By Lemma 6.37, we find the heavy-light-decomposition order in linear time. Since B is a
binary tree on this order, we can construct (B,%) in O(dlogd) time. For each block A; where
j € [m], we can find low(4;) in time O(7) since nnz(4;) = O(7) (Lemma 5.1). Hence, we can find
low(A;) for all j € [m] in time O(n7). This gives us x(v) for all v € B. Finally, we can construct
(S, x) in time O(nlogn). Hence, we can construct (S, x) in O(n7 + nlogn) time. O

The balanced sampling tree does not preserve ancestor-descendant relationship of the vertices of
T. However, the following lemma about the Heavy-Light Decomposition will help us get something
close.

Lemma 6.39. Let the sequence ai,as,...,a, be the order produced by Heavy-Light Decomposition
on tree T. For any contiguous subsequence aj, aj11, - .., a,, we have

U P7@) | n| | P7(a)]|]|<2-height(T).

i€ll,r] i€[L,n]\[I,r]
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Proof. It suffices to show that for any four numbers Iy, l2, 71,79 where I; < lo < r9 < 11, We have
P(ai,) NP(ar,) € Pla,) NP(ar,). Indeed, when this is true, we have

U P@)|n| U P@)]|< U P@)|n| U Pla)
]

ie(l,r] t€n]\[l,r] i€[l,l-1 i€(l,r]

+{ U Pa)|n| U Pl

i€[L,r] i€[r+1,n]

and the two terms on the right-hand side can be bounded by [P (a;—1) NP(a;)| and |P(a,) NP (ar41)]
respectively.

Note that P(xz) N P(y) = P(LCA(z,y)), where LCA(x,y) denotes the lowest common ancestor of
x and y in tree 7. Since the ordering aj as, ..., ay, is produced by a depth-first traversal on T,
we observe that the subtree rooted at LCA(ay,, ar, ) contains ay,, ar,, since they are both discovered
during the DFS after a;, and before a,,; consequently it contains LCA(ay,, ar,). It also by definition
contains aj,and a,,. Therefore, LCA(qy,,a,,) is an ancestor of LCA(ay,,ar,), and it follows that
P(LCA(ay,,ar,)) C P(LCA(ay,, ar,)). O

For the sampling tree (B,%), we have the following lemma:

Lemma 6.40 (See e.g. [Ber 08]). Given the complete binary sampling tree (B,X), let ap = X(v),
where v s the k-th leaf of B. For any contiguous subsequence aj,aii1,...,ar of the sequence
ai,...,aq, we can find a node set S C B of size O(logd) such that

U X(w) = {a; i € [1,7]}.
ues

Moreover, this set S can be found in O(logd) time.

6.6.2 Data Structure for Sketching

As our balanced sampling tree S does not totally preserve the ancestor-descendant relationships in
T, we need a more complex maintenance scheme. We first observe that for any node v € S\ B,
the nonzero columns of @X(U)H_I/QAT lies on a path of 7. Therefore, given J, = @X(U)H_I/QAT,

the term @X(U)WT can be computed in O(72) time for v € S\ B. In the last section, for each node
v € T, we delay L’s updates in the columns that lie P7 (v). Here, we define its analogy on B:

Definition 6.41 (A(v),A(v)). Let A : B — 27 be the function

AOE | U PT@) | n| U P @)

iex(v) i€T\X(v)

We also define A(v) : B =27 to be the set of columns that are maintained up-to-date for each v:

Aw)E | U P @) | \A).

iex(v)
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Figure 6.4: Example of A(v) and A(v): on the left is B, where A(v) = {5,6,7,8} is the set of nodes
crossed by both the green path and blue path. A(v) = {3,4} is the set of nodes contained by blue
boxes.

Lemma 6.42. For any nodes u,v € B, if u € PB(v), then A(v) C A(u).

Proof. By definition of A(-) and A(-), we have

( U PTal)\( U PT(ai)).
iex(v) i€T\X(v)

Since (B, X) is a sampling tree, X(v) C X(u). Hence, we complete the proof by noting (Uiey(v) PT(ai)) -
(Uiexw P7 (@) and (UM\X 7(a >) C (Uiern P7(@)). 0
Finally, we define A*®* : 7 — B:

A*(w) € lowB({v € B|ue A(v)}).

Before we proceed, we need to show A"'(u) is well-defined for any u. First, we give an equivalent
definition of A% (u):

A*(u) = lowP ({v € B| D7 (u) € X(v)}).
First, we show that using this equivalent definition, A%®(-) is well-defined.
Lemma 6.43. For any u € T, the set {v € B| D7 (u) C X(v)} is a path on B.
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Proof. Recall that {X(v) | v € B and depth(v) = k} forms a partition of 7 for any k£ < height(B).
Then, for any k < height(B), there is at most one node satisfying both D7 (u) C X (v) and depth(v)
k. We complete the proof by note that if D7 (u) C X(v), then D7 (u) C X (w) for any w € P5(v)

since (B,X) is a sampling tree. O]

Now, we show the equivalence of two definition:

Lemma 6.44. For any u € T and v € B, we have u € A(v) if and only if DT (u) C X (v).

Proof. The only if direction: Suppose u € A(v) and there is a w € D7 (u) but w ¢ Y(v). We note
that w ¢ X(v) implies w € T \ X(v). Then, we have u € A(v) since u € P7 (w). This contradicts
with our assumption that u € A(v).

The if direction: Since D7 (u) C X(v), we have u € X(v) C (Uiey(v) PT(ai)). Then, it suffices to

show u ¢ A(v). Suppose v € A(v), then there is a node w € D7 (v) such that w ¢ X(v). This
contradicts with our assumption that D7 (u) C x(v). O

Intuitively, for each node v € B, we need to maintain the union of paths on the interval [l,, 7,] = X(v),
ie.Uieqty PT(a;). The set A(v) to denote the set of nodes in 7 shared by other nodes the same
level of binary tree B. Lemma 6.39 shows that |[A(v)| = O(7). Hence, we never maintain them
exactly in the sampling tre, but rather compute them as needed. On the other hand, for each node
v € B, we maintain the node u € T exactly only if a; € D7 (u) for i € [l,,,]. Thus, for each node
v € T, it is only been explicitly maintained on a path of B, and A"’(v) denotes the lower end of
that path. In particular, we have the following lemma about A"‘(-):

Lemma 6.45. Let u,v € T. Ifu € PT(v), then A%*(u) € PB(A*(v)).
Proof. We note that D7 (u) implies D7 (v) C X(w) for any w € B. Then, we have {w €

< X(w)
B|DT(u) C x(w)} € {we B|DT(v) C x(w)}. Hence, by the equivalent definition of A%* and
Lemma 6.43, we have A%*(u) € PB(A*®(v)). O

>T(

Similar to the proof of Section 6.5, ideally, we want to maintain

5 def _ _ 5 def 4
7y E (o HVPATLI)™ T and y = Z) - h.

v

To do so, we make use of the following properties:

Invariant 6.46. The variables maintained in the data structure BALANCEDSKETCH, a$ given in
Algorithm 12, preserve the following invariants before and after each function call:

Jy =&y H AT veES (i)
Zy=Jy-Llt,] " veEB (ii)

0= (L[] = L[t,)) - Iy, veEB (iii)
o = Zo(I = Iy veB (iv)

Lemma 6.47 (Sparsity Pattern of Z,). Suppose J, and Z, satisfies (i) and (ii) of Invariant 6.46
for some v € B. Let S be the index set of the non-zero columns of Z,, e.g. S = {i € [d] | (Z,); # 0},
then we have

sc |J PT(a).

i€x(v)
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Proof. By our construction of J,, we note that nonzero columns of J, lies on U,y P7 (a;). By
Lemma 5.4, we have S C U;ex(v) PT (a;). O
We have the following relationship between Z, and Z;; for any v € T

Lemma 6.48. Suppose Invariant 6.46 is satisfied for v, then we have
* —1 T T
Z5 =2, — (L0 (LI - LiL) - Taw 2] )
Proof. Similar to the proof of Lemma 6.29, we have

7; =2, (LAl - Lin)Z])

Let AL % L[] — Lt,]. Then, we can split AL into three parts:

AL = (Inw) + Ixw) + I (A () ur (o)) AL-
We first note that I (s )ux()) - Z) = 0. By Lemma 6.47, the nonzero columns of Z, lies on

| U P7(a;) = (A(v) UA(v)).

i€x(v)

Henhce, I (A@)UR () * ZJ = 0. By (iii) of Invariant 6.46, we have (L[{] — L[t,]) Iy, = 0. Thus,
we have

LML ~ Lit)) Z,) = L[N (LIE — L[t]) - Iagy Zy -
O

Lemma 6.49 (INITIALIZE). Given initial T and h, the JL matriz ® € R™", and the elimination tree
T, the data structure BALANCEDSKETCH initializes in time O(n7?rlogn). Moreover, the internal
state of the data structure satisfies the Invariant 6.46 after initialization.

Proof. The correctness directly follows by Invariant 6.46.

By Corollary 5.8, we can find the initial Cholesky decomposition L[0] in time O(n7?) time. For
computing J,,, we note that J, = > id ¢ of v Je- When x(v) = {i} for some i, we can compute J,
in time O(7r) by column sparsity of A. Since the height of tree is bounded by O(logn), we can
compute all J, in time O(|S| - 7rlogn). For Z,, we note that

Zy = Z JC'L[K]_T

child ¢ of v

Hence, it suffices to compute J, - L[{]~" for all leaf node v € B, which takes O(n7?r) time. By
Lemma 5.4, the solution of J, - L[¢]~" has O(7r) nonzero entries. Hence, we can compute Z,, for
all v € B in time O(n7?rlogn) time. Compute y. takes time O(n7?rlogn) time. O

Lemma 6.50 (UPDATE). Suppose the current state of data structure satisfies Invariant 6./6. Given
WRW implicitly by TV, and h™¢Y, the function UPDATE of BALANCEDSKETCH updates the sketches
in S implicitly by in time O(||z"™ —Z|o - 72r log n) + O(||h**™ — hl|or logn). Moreover, the function
also updates the internal states correspondingly so that Invariant 6.406 is still preserved.
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Algorithm 12 Balanced Multiscale Representation Sketching Data Structure — Initialize and Query

1: datastructure BALANCEDSKETCH
2: private : members

3:

10:
11:
12:
13:
14:

15

16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:

31

32:
33:
34:
35:
36:
37:
38:
39:
40:
41:

d e R™*" > JL matrix
sampling tree (S, x) with balanced binary tree B > constructed as in Section 6.6.1
{eN > time counter
h e R?
T e R" > W given implicitly by =
H € R > Hessian H = V2¢(T)
LisT{L[t] € R™?},5 > sequence of Cholesky factor L at various time stamp ¢
LisT {J, € R™} e > Jy = Dy H1/2AT
LiST {Z, € R™} 5 > Zy =y H V2ATL[t,] T
LisT {y; € R"}ves >y = Zy(I = Inw)h
LisT {t, € N},en > Time stamp for last time update at node v
end members

. procedure INITIALIZE(S, x, ® € R™*", T € R", h € R?) > Lemma 6.49
(S:x) < (S:x)
PP
£+ 0,h<h

Find A(v) for all v € B
Compute H <+ V2¢(7)
Find lower Cholesky factor L[f] of AH 1AT
for all v € S do
Jy — CIDX(U)HAMAT > compute J, for allv € S
end for
for all v € B do
Zy  Jy LI~
Yo < Zu(1 = Ip@))h
ty </
end for

end procedure
: procedure QUERY (v € S) > Lemma 6.51

if v € S\ B then
return J, - L[{]"Th > directly compute the value of sketch
end if
> For v € T, we make use of existing partial computations
AL « (L[] = L[to]) - In(w)
Zy 4 Zy— (L)~ - AL-Z))7T
Yy < Zy - (I = Ipw))h
ty < /£ > update the time stamp for node v
Yo = Zy Iy - h
return v + vy,

42: end procedure
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Algorithm 13 Balanced Multiscale Representation Sketching Data Structure — Updates

1: datastructure BALANCEDSKETCH

2: procedure UPDATE(Z"Y € R, h"¢V ¢ RY) > Lemma 6.50
3 for i € [m] where z}°V # x; do

4 UPDATEBLOCK (2]V)

5: end for
6
7
8
9

for all h}°Y # h; do
v A*(i)
for all u € P5(v) do
yY < Zy - Iy - (B = h)

10: end for

11: end for

12: h < h"eV

13: end procedure

14: procedure UPDATEBLOCK(Z}Y € R™) > Lemma 6.52
15: l+—Vl+1

16: T; f?ew

7. H"V = V2¢(7)

18: Find lower Cholesky factor L[/] of A(H™")~1AT
19: S« PB(A*(low(4;)))

20: UPDATEL(S)

21: UPDATEH (H™V)

22: end procedure

23: procedure UPDATEL(S C B) > Lemma 6.53
24: for allv e S do

25: > We update Z, in two steps: first from L[t,] to L[¢ — 1], then from L[¢ — 1] to L[{]

26: Zy = Zy — (LI =1L = 1] = Lt aw) - Z0)

27: Zy < Zy— (LI~ - (L) — L[t —1]) - Zz])T

28: yg — Zv(I — [A(v))h

29: ty < £

30: end for

31: end procedure

32: procedure UPDATEH (H"V) > Lemma 6.54
33: AH =H"Y - H

34: for all i € [m] such that (AH); # 0 do

35: Find set S such that S = {v € §| x(v) = {j} and coordinate j in i-th block}
36: for all u € J,.g P°(v) do

37: Jy <= Byy(H + AH - Ij5) 712 AT

38: if v € B then

39: Zy < Jy- Lt,] 7T

40: yg — Zy - (I - IA(v))h

41: end if

42: end for

43: end for

44: H « H"V
45: end procedure
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Proof. To update T to z°°V, we view it as a sequence of updates, where each update corresponding
to a single block change in T, and use the helper function UPDATEBLOCK. The proof of correctness
and run-time are given in Lemma 6.52.

Similarly, we update h to A"V block-wise. Suppose h changes in coordinate j. We note that
(Zv)j # 0 only if j € Uep, ] P7(i). Then Zy(I — Ipg))e; # 0 only if j € Uiex) P7 (i) and
j & A(v). Hence, all such v lies on the path PB(A%*(j)).

For each coordinate j of h that changes, it suffices to compute Z, - I;; - (h"" — h). We note this
can be done in O(r) time. Thus, for each h;, it takes O(rlogn) time since |PB(A*(5))| = O(logn).
Hence, we can update h in O(||h"™ — h||o - rlogn) time in total. O

Lemma 6.51 (QUERY). Suppose the state of the data structure satisfies Invariant 6.46 immediately
before a call to QUERY. Then calling QUERY (v) of BALANCEDSKETCH returns @X(U)WTh in O(T%r)
time. Moreover, Invariant 6.28 is preserved at the end of the function call.

Proof. When v € S\ B, we directly compute ®, () H V2ATL[(]"Th = J, - L[(]"Th\"). Let u be the
lowest ancestor node of v in B. Note the row sparsity pattern of .J, lies on P7 (u) by the construction
of S. Hence, we can solve L[f]"'J] in O(7%r) time by Lemma 5.4. Since h(®) is given explicitly, we
compute J, - L]~ Th® in O(7%r) time.

In the other case where v € B, the correctness follows by Invariant 6.46. For the run-time, by
Lemma 6.39, we have |A(v)| = O(7). By the sparsity pattern of L, we can compute (L[¢] — L[t,]) -
INORRA [v]" in O(72r) time, and the column sparsity pattern of the result is on two paths of 7.
Hence, we can update Z, and yy in O(7%r) time. Since |A(v)| = O(7), computing y, takes O(r - T)
time. In total, we can compute @X(U)WTh in O(72r) time. O
Lemma 6.52 (UPDATEBLOCK). Suppose the current state of the data structure satisfies Invari-
ant 0.46. The function UPDATEBLOCK of BALANCEDSKETCH updates the implicit representation of
W by updating i-th block coordinate of T, ®; to T}V, in time O(r%rlogn). Moreover, Invariant 6.6
1s preserved after the function call.

Proof. Correctness: To update L, it suffices to update the nodes in the set S = PB(A*(u)):
Indeed, note that only (iii) of Invariant 6.46 depends on L[¢]. Thus, we need to update the sketch
only if

(L[ +1] = L[f]) - Iy, # O.

We use AL to denote L[¢ 4+ 1] — L[¢]. By Lemma 5.9, the non-zero columns of AL lies on
PT(low” (4;)). Let u = low” (4;), then we have

AL= Y (AL)ue,.

wePT (u)

We note that (AL),e, - Ix(y # 0 only if w € A(v). By definition of A* and Lemma 6.43, we have
(AL)ye, - Ig,y # 0 only if v € PB(A*(w)). Thus, we need to update the set

U PPa*w)).

wePT (u)

By Lemma 6.45, we have A%®(w) € PB(A®*(u)). Hence, UwerT ) PB(A*(w)) = PB(A*(u)).
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Runtime: By Lemma 5.10, we can perform the rank-1 updates on L in O(72) time. Since S =
PB(A*(u)), we have |S| = O(logn). We note when x; updates, we only need to update one diagonal
block of H, hence nnz(AH) = O(1). By Lemmas 6.53 and 6.54, we can update H and L for the
data structure in time O(7%rlogn). Hence, the function takes O(72rlogn) time in total. O

Lemma 6.53 (UPDATEL). Suppose Invariant 0.46 is satisfied. Given the set S C B, then the
function UPDATEL of BALANCEDSKETCH updates the sketches implicitly and t, to the current
time at each v € S. If the number of non-zero column of AL is bounded by O(T), then the function
UPDATEL takes O(|S| - 72 - 1) time.

Proof. Correctness: The correctness directly follows by Lemma 6.48.

Runtime: By Lemma 6.39, we have |A(v)| = O(7). By Lemmas 5.2 and 5.9, we can compute
(L[] = L[to]) - Inqw) - Zv [v]T and AL-Zy[v]" in time O(72r) and the column sparsity pattern of the
result is on a path of 7. Hence, we can update Z, and y, in time O(72r). Hence, the total time is
bounded by O(|S| - 72r). O

Lemma 6.54 (UPDATEH). Suppose Invariant 6.46 is satisfied for €. Given AH such that H[(+1] =
H[l)+ AH, then the function UPDATEH updates H and the internal state of the data structure in
O(nnz(AH) - m2rlogn) time.

Proof. Correctness: We observe that Z, changes only if I, () - AH # 0. Suppose the i-th block
of H changes, and let v € S where x(v) = {i}. For changes on H;, it suffices to update P (v).

Runtime: Since H is a block-diagonal matrix, let H & (H[() + AH - I{i})_l/2 — H[(]7'/?, then

the nonzero pattern of H is an n; X n; submatrix on the block diagonal. Recall n; = O(1), hence,
we can find @X(U)I:j AT by computing O(1) many outer products of columns of ® and row of AT,
which takes O(7r) time by sparsity pattern of A (Lemma 5.1). Then, we can update Z, by compute
@X(U)ﬁATL[tU]_T, which takes O(72r) time by Lemma 5.4. Thus, we can update Z, and y, in
time O(72r) time for each v. As the height of S is bounded by O(logn), this function takes time
O(nnz(AH) - mrlogn). O

6.7 Proof of Theorem 6.1

Proof of Correctness:

At every iteration of MULTIPLYANDMOVE, we call super.MOVE followed by super.UPDATE with
the updated "V, 3"Y values. Therefore, we correctly maintain the implicit representation (z,s)
directly as a result of Theorem 6.5.

Now, we show that
|Zi — xillz; <E and |55 — 54|z, <& for all i € [m].

By construction of £,,- APPROXIMATES data structure, ApproxHEl/ ?2 maintains an {o-approximation
of

1/2~ 1/2
H / $+ﬁx *Cx _WT(ﬁxh+5x) = H*/ Zz.

T T

For any non-negative integer ¢ < k, we have the guarantee

| HY 2D — B0, = | HY? (2D — 20) |y = 69|z < 2o < (@),

x| ©
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Algorithm 14 Robust Central Path Maintenance — Initialize, Multiply AndMove, Output

1: data structure CENTRALPATHMAINTENANCE extends MULTISCALEREPRESENTATION

2: private : member
3. BALANCEDSKETCH SketchW'e,, SketchW'e,, SketchWW'h

> maintains W'e,, W'e,, and WTh, Theorem 6.36

4. VECTORSKETCH SketchH'/2%, SketchH 1/23, SketchH 1/2¢,
“1/2.

o 1/2~ -1/2 o ,
> maintains Hf/ xr, H; '"s, and H / ¢z, Theorem 6.18

5: loo—APPROXIMATES Approfol/Qx, Approfo_lﬂs

6: > maintains £.-approximations of H%ﬂx and H%I/Q.s, Theorem 6.14
7. Sampling tree (S, x)

8: {eN > central path step counter
9: N eN > upper bound on total number of steps
10: k+ /n > number of steps supported before a restart

11: 7+ O(log*(N))

12: ® ¢ R™*" > JL matrix

13: end members

14: procedure INITIALIZE(z € R, s e R",t € Ry, € (0,1))

15: super. INITIALIZE(z, 8, T, S, 1)

16: Initialize ® € R™™ by letting each entry be i.i.d. samples from A(0, 1-)
17: Construct sampling tree (S, x) as in Section 6.6.1.

<

18: INITIALIZESKETCH()

19: {+0

20: sﬁfgl( — rna)ii e ¢ (@) « 20, Oapx 20% > setting the appropriate approximation tolerances
21: 6;(;;,))( — Zmi)i- e (s) « 2at > a,n; as in Algorithm 16

22:  ApproxH~ 2 INITIALIZE(S, x, 5k, Sapxs (@), k)

23: Approfo_lms.INITIALIZE(S, X, sgi)x, Sapx;, () k)
24: end procedure

25: procedure MULTIPLYANDMOVE(t € R} )

26: l+—V0+1

27: if [t—t| >t e or{ >k then > restarts entire data structure

28: INITIALIZE(z, s, ,E)
29: end if
30: super.MOVE()

31: > Oracle O,, Oy for the {,.-APPROXIMATES data structures, Lemma 6.55

32: TV H%1/2 : Approfol/Q:z.QUERY(OQJ{H%/Z&?+ By e — W (Beh +€2)})
33. 5% « HY?. ApproxH2s.QUERY (O {H-*5 + WT (Bsh + £45)})

34: super.UPDATE(Z"*V, 3"°W)

35: UPDATESKTECH()

36: end procedure

37: procedure OUTPUT

38: return 7 + H%l/Qﬂxcw — H%1/2WT(5xh +eg), S+ H%/2WT(BSh +¢5)

39: end procedure
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Algorithm 15 Robust Central Path Maintenance — Helper Functions

datastructure CENTRALPATHMAINTENANCE extends MULTISCALEREPRESENTATION
procedure INITIALIZESKETCH

SketchW T e, INITIALIZE(S, X, ®, 2, &)

SketchW T e, INITIALIZE(S, X, ®, 2, £5)

SketchW T h.INITIALIZE(S, x, ®, , h)

SketchH ~'/2¢,. INITIALIZE(S, X, ®, H/?¢,)

Sketch H'/22.INITIALIZE(S, x, ® H1/2A)

Sketch H~1/25.INITIALIZE(S, X, @, HS /%3)
end procedure
procedure UPDATESKETCH
SketchW T e,.UPDATE(T, ¢,
SketchW T e, UPDATE(T, &)
SketchW " h.UPDATE(Z, h)
SketchH~1/2¢,. UPDATE(H_I/QCQ;)
Sketch H'/27. UppaTE(H./*%)
SketchH~1/25. UppaTE(H /%3)
: end procedure

e e o e
A

—_ =
X >

: Oracle O {Hi/zx + By e — WT(Beh +e2)}

: procedure TYPEI(v € S)

return SketchH'/2Z.QUERY(v) + 3, - SketchH ~1/2¢, . QUERY (v)—
B, - SketchWT h.QUERY (v) — SketchW T e,.QUERY (v)

: end procedure

. procedure TYPEII(: € [n])

return e, (H%n:r + Be o —WT (Beh +€2))

: end procedure

N NN NN NN DN =

: Oracle (’)S{Hf_lmfs\—i— WT(Bsh +e5)}

: procedure TYPEI(v € S)

return SketchH ~'/25.QUERY(v) + S, - SketchWW T h.QUERY (v) + SketchWTe,.QUERY(v)
: end procedure

: procedure TYPEII(: € [n])

return e, (H_ Vg4 WT(Bsh + €5))

: end procedure

W W W W W NN
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where we used Lemma A.9 for the first inequality. Since n = O(logn), k = /n, and dapx = %, we
can choose r = O(log® N).
By Theorem 6.14, if  denotes the output of ApproxZ.QUERY, then it satisfies

|HY 2 — lloo < et = —

X max; ng

In Line 32, we set T = H /2%, so

1H2(Z — 7)o < —

max; n;

Therefore, we have the desired error bound

_ 1/2,__ 1/2 ,_ _
17 — illz, = |HE (@ — 23) |2 < v/ - || Ha P (@ — )| oo <&

Similarly, ApproxH_ /25 maintains an {-approximation of
H 25+ W (Bsh + e,) = H, s,

By Lemma A.9, for any non-negative integer ¢ < k we have

_ 9 9 _
| H 280 < Sa-t < 2af < ¢V,
8 8
where we used t < £ at every step of the algorithm. By Theorem 6.14, if § denotes the output of

Approxs.QUERY, then in Line 33, 5 = H;/Q'sv, and so

t-€

—-1/2 _ (s) _
H- - < = )
1z " (5 = )l < & 2 max; n;

apx
Therefore, we have the desired error bound

t-g

— —-1/2 — —
5 = sill, = 1 (s =5l < Vi o <

where the last step follows by 0 < &; < 3 and hence t € (¢/2,1].

By our choice of dapx, /-\pproxH%/ %2 and ApproxH_ 25 succeed with probability at least 1 — 10%'

Taking the union bound over % many restarts, the data structure succeeds with probability at least
0.9 after IV total steps of central path.

Lastly, we ensure our oracle implementations are correct. For simplicity, we check O,:

Lemma 6.55. Oracles O, and Oy are implemented correctly on Lines 19 to 34 of Algorithm 15 for
the latest query to the {5-APPROXIMATES data structure Approfol/zsc and ApproxH%l/gs.

Proof. The input vector is H%/Qfﬁ—k Be o —WT (Beh+€4). A type-I access at v € S should return
@X(v)(HyQE—i—ﬁgc -ce —WT (Byh+ez)). By linearity of ®, and by construction of the sketching data

x
structures, this is precisely what the oracle implements. A type-II access should return coordinate

i of the input vector, which the oracle does correctly.

The proof for Oy is identical, we omit it here. O
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Proof of Runtime: We split this proof into Lemmas 6.56 to 6.58.

Lemma 6.56 (Initialization time). The initialization time of CENTRALPATHMAINTENANCE is
O(n7%log? N).

Proof. By Theorem 6.5, initializing MULTISCALEREPRESENTATION takes O(n72) time. We can
construct the balanced sampling tree in time O(n7 4 nlogn) by Theorem 6.38. By Theorems 6.18
and 6.36 and our choice of 7, the initialization of each sketch takes O(n72log* N) time. Hence, the
total initialization time is bounded by O(n7?log® N). O

Lemma 6.57 (MULTIPLYANDMOVE time). Suppose that the function is called at most N times
and t is monotonic decreasing, the total running time of MULTIPLYANDMOVE is

N 1/2 1 max/ min
0 (( 24 +n 08 (fmax /¢ )> 72 polylog(n/e)) .

Et

Proof. By Theorem 6.5, MOVE takes time O(1) time for each call. By Theorem 6.36, the sampling
tree has height n = O(logn). Then, each UPDATER takes time O(log* N) per coordinate change
by Theorems 6.18 and 6.36. By Lemmas 6.59 and 6.60, each type-I query takes O(721log® N) time
and type-II query takes O(72) time. Thus, the running time of ApproxH%/zx and Approfo_l/Qs is
bounded by O(n72 - poly log(N)) for every k := \/n steps by Theorem 6.14 and our choice of o and
g in Algorithm 16. This also implies

f0+k
3 I — 5Ol 4[5 — 50l = O(n - poly log(N)).
{=£y

Hence, by UPDATE time in Theorem 6.5, the running time for this function during the algorithm is

% -O(n - 72 - poly log(N)) = O(Nn'/?72 - poly log(N)).

and the total number of entries change during algorithm for each variable in Eq. (6.3) is

@) (NTLI/QT - poly log(N)) .

We note that Approfol/ 2 (resp. ApproxH_ 1/ 23) requires oracle queries to previous versions of
variables maintained CENTRALPATHMAINTENANCE, including all the sketching data structures and
the variables maintained in MULTISCALEREPRESENTATION. We resolve this by using persistent data
structures throughout, costing an O(log N') multiplicative factor in all run-times, see e.g. [Dri+89].

Hence, by Theorems 6.18 and 6.36, the total running time of UPDATESKTECH during algorithm is
bounded by O(Nn'/272 - poly log(N)).

t-ei or £ >k = /n. Hence, we can bound
O(% + log(tmax/tmin)/€t). Each restart

Note that the algorithm will restart whenever |t — ¢
the total number of restart by log; ., (tmin/tmax) +
takes O(n72log? N) time by Lemma 6.56.

>
N
k
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Thus, the run-time of MULTIPLYANDMOVE is bounded by

1 tmax/tmin N
O <Nn1/272 polylog(N) + nr?log* N (og( Z [tmin) + k))
t

=0 <<Nn1/2 + nlOg(tm:X/tmin)> 72 poly log(N))
t

=0 ((Nn1/2 + nlog(tmax/tmin)) 72 poly log(N)) .
where the last step follows by the choice of ; in Algorithm 16. 0l

Lemma 6.58 (Output time). OUTPUT runs in O(nt?) time.

Proof. We note that we compute 5,h + €, exactly in time O(n). Recall that W = L%lAHg 1/ 2,
we can compute W' (Bzh + €4) in time O(’I?,TZ) by Lemma 5.6. Hence, we can compute x in time
O(n7?). The analysis for s is identical, we omit it here. O

Lemma 6.59 (Query time). Type-I queries to the oracles O, and O4 run in O(7% -log® N) time.

Proof. By the run-time of QUERY in Theorems 6.18 and 6.36 and r = @(Iog3 N), the total query
time is bounded by O(72 - log® N). O

Lemma 6.60 (Compute time). Type-II queries to the oracles O, and Oy run in O(7%) time.

Proof. We show the claim for O,: Since Hz is a block-diagonal matrix and n; = O(1), we can
compute e:(H%/2§+ Bz -c) in O(1) time. Now, it suffices to show we can compute e,] W (B,h+e;)

in O(72) time. By the definition of W, we have
eI WT (Boh + €2) = (Boh + £2) T Lo P AH- ;.

By Lemmas 5.1 and 5.4, we can compute y = L%IAHf_l/zei in O(7?) time and y has O(7) many
non-zero entries. Then, we can compute the product (8;h +e,) "y in O(7) time. Hence, the total
run-time for a type-II query to O, is O(72). The proof for O, is identical; we omit it here. O
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A Robust Interior Point Algorithm for General Convex Sets

In this section, we give a robust interior point method for the optimization problem

min ¢z (CP)
Axz=b,x, €K, for ic[m)]
where A is a d x n matrix, z; € K; C R™ and x is the concatenation of x; lying inside the domain
K%Y [T, K; € R™ with n = )", n;. The main result of this section is the following:

Theorem A.1. Consider the convex program Fq. (CP). Given v;-self-concordant barriers ¢; : K; —
R with its minimum x;. Define the following parameters of the convex problem:

1. Inner radius r: There exists a z such that Az =b and B(z,r) C K.
2. Outer radius R: We have K C B(x, R) for some x € R™.
3. Lipschitz constant L: ||c|l2 < L.

Let w € RYy be any weight vector, and k = Yot wivi. For any 0 < e < 1/2, Algorithm 16 outputs
an approzimate solution x in O(y/klog(m)log(™El)) steps, such that Az =b, x € K and

ET

clx <  min ¢'z+eLR.

Ax=b, ze K

Remark A.2. If the barrier functions ¢; is not given, we can use w; = 1 and universal barrier
functions ¢; for K; [NNO4; LY 18]. In this case, the algorithm takes O(\/ﬁlognlog(%)) steps, and
the cost of computing a good enough approximation of V¢; and V2¢; both takes n?(l)
for each 7, assuming the following mild conditions:

o(1)

1. We can check if z; is in K; in time n,

log( "TR) time

2. We are given z; such that B(z;,r) C K.

Our algorithm and the proof is a simplified but strengthen version of [[.5Z19]. We introduce ap-
proximate t in the algorithm to simplify our main data structure. We introduce a new reduction for
finding initial point, which allows us to output x exactly satisfying Az = b. We used the potential
cosh(]|---||) instead of exp(]| - -|) as in [L5Z19] and this simplifies the proof and the algorithm for
the data structure.

Although we will simply use w; = 1 for all ¢ in this paper, we support the use of other weights in
case it is useful in the future. Another improvement over [L5Z19] is that our bound is tight even
for the case some v; is much larger than other v;. We note that it is an interesting open question
to extend it to dynamic weighted barriers such as the Lee-Sidford barrier [[.519] (beyond the case

A.1 Overview

Our algorithm is based on interior point methods which follow some path z(t) inside the the interior
of the domain K. The path starts at some interior point of the domain x(1) and ends at the solution
x(0) we want to find. One commonly used path is defined by

x(t) = arg Igninb 'z +tp(x) with ¢(z) def Zwlqz(azz) (A1)
o= i=1
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where ¢; are self-concordant barrier functions on K;. The weights w € RY} are fixed throughout
the algorithm.

Definition A.3 (|Nes98]). A function ¢ is a v-self-concordant barrier for a non-empty open convex
set K if dom¢ = K, ¢(x) — +o0 as x — JK, and for any x € K and for any u € R"

DP¢(x)[u, u, u] < 2[|ullg24(z) and [[Vo(@) || (v2g(@)) -1 < V-
A function ¢ is a self-concordant barrier if the first condition holds.

For many convex sets, we have an explicit barrier with v = O(n). For the case of linear programs,
the convex set K; = [¢;,u;] and one can use the log barrier —log(u; — x) — log(z — ¢;). It has
self-concordance 1. Throughout this section, we only use the fact that v > 1 to simplify formulas.

Lemma A.4 ([NesOg, Corollary 4.3.1]). The self-concordance v is larger than 1 for any barrier
function.

Since ¢; blows up on 0K;, x(t) lies in the interior of the domain for ¢ > 0 (if the interior is non-
empty). By the definition of x(¢), 2(0) is a minimizer of the problem Eq. (CP). In Appendix A.2 to
Appendix A4, we explain how to follow the path from z(t) to x(0) assuming xz(t) is given for some
t. In Appendix A.6, we show how to find the initial point x(¢) (for some t) quickly by reformulating
the problem into an equivalent form.

A.2 Interior Point Algorithm

In this section, we discuss how to follow the path z(t) efficiently. To lower the cost of each step,
we maintain our (x,s) implicitly. Throughout the algorithm, we only access an approximation of
(x,s), which called (Z,5). Our algorithm takes O(y/)_, w;v;log(1/¢)) steps and each step involves
solving some linear system according to (7, 3).

To analyze the central path, we use the norm induced by the Hessian of ® throughout this pa-
per.

Definition A.5 (Induced Norms). For each block K;, we define ||v||4, def [l w26;(z:)s V1|3, o

V][ (v26;(2s)) 1 for v € R™. For the whole domain K = [[i”; K;, we define ||v|, def [l v2@) =
« def — « n
w2, and ol < ol a1 = /5 w7 (leals,)? for v € RY,

This norm depends on the Hessian and so it changes as the parameter x changes. The following
lemma about self-concordance implies when the parameter x is not changed rapidly, then the ap-
proximate solution for previous iteration will not be too far from the solution of next iteration.

Lemma A.6 (|[Nes98, Theorem 4.1.6]). Given a self-concordant barrier ¢. For any x € dim ¢ and
any y such that ||y — x|, < 1, we have y € dom ¢ and that

1
(1= ly = =) V20(z) % V200) % g V0l
Instead of following the path x(t) exactly, we follow the path
s/t+wVe(zr) = p, (A.2)
Az =b,
Aly+s=c
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Algorithm 16 A Robust Interior Point Method for Eq. (CP)

1
2
3
4
5:
6
7
8
9

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

21:

22:

23:

24:
25:
26:
27:
28:

29:
30:

31:
32:
33:

: procedure INTERIORPOINTMETHOD

Input: linear program A € R¥" b € R?, ¢ € R™ with inner radius r and outer radius R
Input: v; self-concordant barrier functions ¢; : R™ — R for i € [m] and its weight w € RZ,
Let ¢(z) € Sy widi(ai), L= [lell2.m = S wivs

> Modify the convex program and obtain an initial (x, s) according to Theorem A.18

Let t = 21(n + k)% - LB . & with 6 = 1/128

Compute z. = argmingex ¢' = + té(r) and zo = argming,—p ||z — |2

Let x = (¢, 3R+ zo — x¢, 3R) and s = (—tVo(z,), m, )

Let the new matrix A" = [A, A, —A], the new barrier and new weight

wewz{@ iticm wnew:{wi if i € [m]

—logx elses 1 elses

> Find an initial (z,s) for the original linear program.

(M, 2@ 203)), (s, 52, 5(3))) «— CENTERING(A"Y, ¢V w"¥ z,5,t, LR)
(z,5) + (z ) + 22 — 20 )

> Optimize the original linear program.

(z,s) < CENTERING(A, ¢, w, z, s, LR, w)

Return «

end procedure
procedure CENTERING(A, ¢, w, x, S, tstart, tend)

> Definitions
A = 641og(256m Y10 wi), € = 1ro% @ = 5
e = (min; 5-), h = # where v; is the self-concordance of ¢;

>ty wivi
def def N
ph(m,8) = sift + wiVei(x), v, s) = |k, 9)]l3,
sinh( 27 (2,5))
V(@) [T wy cosh2(*w]<x s))

Uy(r) S cosh(Ars/wi), Bz, 5) & Ty (v (x, 5))
def ,—1/2 T 1 AT\—1 -1/2 def 9
P, S H P AT(AHY AT YAH; "? and H, < V2¢(x)

> Main Loop

c;?(a:, s) def

f:t:tstart,f::cjzs,k:().

while ¢t > t.,q do
Maintain 7,3, such that ||7; — x|z, <&, [|5; — sill3, < tew; and [t —t] < et
Oi < —a - c(T,3) - pk(z, ) for all i € [m]
Pick 6, and d, such that Ad, = 0, 6, € Range(AT) and

|HY25, — (I — Pr)H; 25,15

< Ex
[F H 25, — PeHZ 25,2 < 7o
k< k+1,t<+ max((1 — h)t,tend), T < T + 0z, S < 5+ 0
end while
Return (z, s)

34: end procedure

72



where 1 is close to 0 in (V2¢(x)) ™! norm. We enforce p close to 0 using the following potential.

Definition A.7 (Potential Function). For each ¢ € [m], we define the i-th coordinate error
def i
pi(z,9) = < +wiVei(w:) (A.3)

and its norm ~!(z, s) Hul(x s)|,- We define the soft-max function by

for some A > 0 and finally the potential function is the soft-max of the norm of the error of each
coordinate

(I)t('rv 5) = \Il)\(’yt('rv 5))

When (z,s) or t is clear in the context, we may ignore them in the notation. The algorithm
alternates between decreasing ¢ multiplicatively and a Newton-like step on Eq. (A.2) and the proof
simply shows the potential @ is bounded throughout. In Appendix A.3 and Appendix A.4, we
explain how we design our Newton step. In Appendix A.5, we bound how ® changes under our
Newton step. Finally, we give the proof of Theorem A.1 in Appendix A.7.

A.3 Gradient Descent on V¥,

Since our goal is to bound ®(z,s) = Wx(v), we first discuss how to decreases Wy (r) by directly
controlling . Suppose we can make step r < r+4, with step size ), w; 1(52 < a?. Then, a natural
choice is the steepest descent direction’:

oy = arg min (VU(r), o) .

Using that W)(r) = 31, cosh(A ), we have V, U,(r) = w% sinh(w%ri) and hence
—a- Slnh(—n)

\/Z w; smh2( )

The following Lemma shows that the direction ¢ indeed decreases Wy. Furthermore, this step is
robust under ¢, perturbation of r and ¢ perturbation of 4. To avoid the extra difficulties arising
from 0 divided by 0, we replace the sinh by cosh in the denominator.

Lemma A.8. Fiz any r € R™ and w € RYy. Given any T € R™ with |r; — 7| < gf for all i and
—o - smh( i)
\/Z w; ! cosh (wA )

with 1/21- wi_legi < %. For any step size 0 < a < 8%\, we have that

al T
g 6) < U,\(r) — —= ~1cosh?(A\— A/ -1
AT+ 0,) A(7T) 5 ;wl cosh”( wi) +« ;wl

"We use the * to highlight this is the ideal step and to distinguish with the step we will take.

+ e (A.4)
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Proof. By Taylor expansion, we have
1
UA(r +6,) = Up(r) + (VUA(r),d,) + §5jv2%(?«’)5r

where 7 = r + td, for some ¢t € [0, 1].

For the first order term (VW (r),d, —&,) in Eq. (A.5), we have that

Z w; Slnh(—m)smh(—rz).
\/Z w; ! cosh? (—7“])

Using Lemma A.31 and the assumption |r; — 7| < g, we have

<V\I/)\(T‘>, 5r — 5r> =

D WD 6 . o A 1. A
_r. - . > — - N = .
smh(win)smh(win) > 7smh (win) - smh(win)'
Hence, we have
<V\II)\(T)>5T - 57")
6 Z w; smh2( -T;) 1 S wit ‘sinh(w%ﬂ-)
ST e 70 ——
\/Z w; ! cosh? (—r] \/Z] w;  cosh (w—ij)
__6 Saules®@T) o S 1 T !sinh(2.7:)

(A.5)

7 \/Zw cosh? (—r] +? \/Zw cosh2( + \/Zw smh2(

—1 20 A = / —1
< - 704)\\/2 w; "~ cosh (Em) + a\ Zwi

Using Lemma A.31 and the assumption |r; —7;| < gi again, we have

2 1 2 = E 1 h2
\/ : wl COS (wz’r‘) \/ i w,L COS (wzr)

Putting this into Eq. (A.6), we have

(VU(r), 6, —&r) < a)\\/Zw ! cosh?( —m)—i—a/\ /Zw L

For the first order term (VW) (r),e,) in Eq. (A.5), we have that

(VUA(T),er) = Z A smh( A )5m'

\/Zw ! sinh?( 7«,\/2107—12

< a)\\/Zw ! cosh?( —rl)

74

(A7)

(A.8)



For the second order term 6§, V2W, (7)§, in Eq. (A.5), we note that

5T V20 (7)5, _A2Zw 252, cosh(A—).

w;
Note that
1 L a- sinh(%?i) 1
st < Yo ) v S
- w Y cosh? (A7,
p \/Z] w;  cos (ijJ)
a Y
< —=—. A9
atg=- (A.9)
In particular, this shows that |d,;| < %2,/w; < 2w;. Using this and Eq. (A.9), we have

5TV2U,(7)d, = \2 262 ; cosh(
» VEUL(7) Zw cos wl)

2 -1 i
?A Z w; |04 cosh()\a)

7

9o w; 162 2
< ?A / o \/Zw cosh”( wz)
9o 2)\2 <\/Z w; ! coshQ()\;i)>
8 —1 2y i
7\/212 w, * cosh ()\Ez) (A.10)

where we used FEq. (A.9) at the third last inequality and Lemma A.31 at the second last inequality.

//\

Putting Eq. (A.7), Eq. (A.8), and Eq. (A.10) into Eq. (A.5) gives

Up(r +6,) =Ux(r) + (VTA(r), 5,) + %53 VA3,

Using a < %, we can simplify it to

36 1 19,1 NG, ~
< —(E=Z_Z_Z E , - E ;
Ua(r+6,) < Uy(r) <49 S 2(8) 7) a)\\/ : w; ~ cosh ()\wi) + a\ : w,
@A -1 2 TZ‘ —1
S Uy(r) — o E w; ~ cosh ()\E) +a | g w; .
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A.4 Gradient Descent on ¢

In the last section, we discussed how to decrease ¥, by changing the input r directly. But our
real potential ®(xz,s) = U, (y!(z,s)) is defined indirectly using (z,s). In this section, we discuss
how to design the Newton-like step for (x,s). Note that the non-linear equation Eq. (A.2) has an
unique solution for any vector u. In particular, the solution x is the solution of the optimization
problem mina,—pc' z+t> 1 wi¢i(z;) —tp' x. Hence, we can move p arbitrarily while maintaining
Eq. (A.2) by moving = and s.

Since our goal is to decrease ®(z,s) = Wy (), similar to Appendix A.3, a natural choice is the
steepest descent direction:

6, = arg min (V,Wx([lpillz,)s 1+ ) (A.11)

[Spll5=cx
with step size a. We can view this as a gradient descent step on ® for p with step size a. Recall
that W (r) = 327, cosh(A7h). Hence, Vs Ua(llill,) = - sinh(3 [lpll;,) and

Asinh( 2 sl3,)

wi ||l

L Asinh(241(x,s)
Voilw) = —

Vi Uallpallz,) = V(i)™

Solve Eq. (A.11)%, we get
asinh(241(z, 5))

Wi

5 (x,8) =— - pk(x, s).
st m 1 . ¢
iz, s) - \/ijl w; ! SlnhQ(w%'y;(x, s))

To move u to p + 6, approximately, we take Newton step (8%, 8%)%:

%5; + V20(2)8 = 6%z, 5),
Adr =0,
AT+ 6% =0.
Using H, to denote V2¢(z), we solve the system above, and get
Sr=H;'0% —H'AT(AH'AT) " AH, 57 (2, 5),
0t =tAT(AH'AT) T AH, 57 (2, 5).
def

Let the orthogonal projection matrix P, = HQI/QAT(AHm_lAT)_lAHglﬂ, then we can rewrite it
as

8 = Hy (1 — Py)H Y257 (@, 5),

0 = tHy 2Py H, 257 (2, 5).
Our robust algorithm only uses Hz, Pz and 5;(@, 5) where (Z,3) is some approximation of (z,s).
Formally, our step on z and s is defined in Line 30. Note that we allow for an extra error for
(0z,05) on top of the error due to T and 5. Also, we replace sinh by cosh in the denominator as in
Lemma A.S8.

8The derivation of the formula is not used in the main proof as this is just a motivation for the choice of the step.
Therefore, we skip the proof of this. An alternative choice is the gradient step on min,,_; 47,4 s—c ®*(z,s). This
step will be very similar to the step we use in this paper. But it contains few more terms and may make the proof
longer.

9We use the * to highlight this is the ideal step and to distinguish with the step we will take..
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A.5 Bounding ¢ under changes of z and s

To use Lemma A.8 to bound the potential, we need to verify |y}(z"V

Eq. (A4).

new )

) S — Yz, s)| < g and
A.5.1 Verifying conditions of Lemma A.8
Recall that the ideal step we want to take is
5;,i = —a- cg(m, s) - ,uﬁ(:n, s).

where « is the step size. A rough calculation shows

(@, 8Y) = |l + 617,

* a T2 -1
1llx;

= 7:($7 5) — Q- Cg(l'v 3) : ’7;;(1‘, S)

This shows that Fq. (A.4) should roughly holds. Formally, in Lemma A.13, we prove this holds for
the step we take in Algorithm 16. First, we bound the step size for each block 6, ;.

Lemma A.9 (Step size of d,). Let o f 10z.illz;, then

In particular, we have oy < %a. Similarly, we have \/2111 w;1(||5s,i||%i)2 < %Oz - 1.

Proof. We have

m
S wio? = [0,z < (I = P Hz 28,12 + 20 < || Hy 26,2 + 20 < a+2a <
=1

| ©
L

where the first inequality follows by the choice that 6, ~ (I — Py)H, 1 25#7 the second inequality
follows by I — Pz is an orthogonal projection matrix and, second last equality follows by the step
size for ,, and the last equality follows by & < é.

For 05, we note that

m

_ . . = ~1/2 Tl _-_9
Dy (100l15)? = 10:lls < FI PeHz *0,ll2 + 2ot < E|H; %8,z +20f < St
=1

where we used t < %t and £ <

N

L
32°
To bound the change of v, we first show that p"®" is close to p + 9.

Lemma A.10 (Change in p). Let pl(z™, s"%) = pl(x, s) +5ﬂ,i—|—6§“) with B; e Hegmﬂii, we have

\om wi B2 < 15za.
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1

Proof. Let g1 = H%/Qéx — (I - PT)H%IH% and g9 = ¢t Hgl/Qés — P3H51/25M. By definition of u,

we have
1;(1,new7 SDGW) :Sit 4 w,qu, (l,nevv)
1
=pi(x, ) + 705 +wi(Vei(a™™) — Vei(xi))
=pi(w,8) + O + wi(Voi(a") = Vi(w;) — V2 (T:)0,)
1)
b (HY (o1 e) + ALy, (A.12)
r i ot ot
a<.“‘2) E(#,3)

where the last step follows by 6,,; = %5” +w; V20 (Ti) 0 i — (wiV2¢i(Ti)) 2 (e1 + e2).
To bound 6&“’1), let (") = uz™Y + (1 — u)z, then we have
e fwi = Voi(@h) = Voila:) — V2 6i(T)0s,
_ /0 1 (V201(a™) = V201(32) ) b0l
By Lemma A.6, we have

1

(1=t = Tillz,) 2 V21 () = V2eu(a™) < @ V26i(T). (A.13)
(1 fla" = 7illz,)?
Note that
u) u _ _ __9 __25_
ot = Fills, < 127" = zills, + 12 = Fillz, < ullduille, +8 < @i +E< ga+E<

where we used ||z; — Til|z, <&, o < 2o (Lemma A.9) and 2a < € (by the algorithm description).
Combine two inequalities above and using that € < %, we get

— 5eV20(T;) = V2i(x ™)) — V2¢;(Ti) < 52V24(T:). (A.14)
Using this, Fq. (A.13) and the algorithm description, we have

(V20i(=™) = V2i(@) ) (V2i(a)) " (V2i(a™) = V26u(z1))

<y (V) - Faim) (Tam)) (Vo) - Vo)
16 8
j%v%i(@) < 40E°V20i(T)).

(1-155)
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This implies

*

(ot ).
—\/5 (V2¢i(z®) — V2¢3(7;)) | (V2i(20)) " (V21 (2®) — V20(T1)) bz
<\/40525T V2¢(T:)5].

<V40 - 8|65,
9\F
8

- Eay.

Hence,

*

1, < [ (FPotet®) V) b

du < 7.2ew;q;. (A.15)

To bound the term 5§”’2) in Eq. (A.12), we use the definition of induced norm (Definition A.5) and
Eq. (A.13) to get

\/Z wi ([ )2 )2 = D2 = | HY (o1 + ea)I%
7

1 1/2 .
< ot I HY (a1 + )%
T 168
< 2|ley + e2]|2 < 4Ea. (A.16)

where we used |[e1]]2 < Ea and |lez]]2 < Ea at the end according to the algorithm description.

To bound the term 5(”’ ) in Eq. (A.12), we note that
1 1t—t _
\/Zw (= - t\t|\/§jwi 13l
i
3 t—t - . 9
Qtrt\\/zwi (1634l
(2

< 2a5tt (A].?)

H—H —

where we used Eq. (A.14) on the second inequality, Lemma A.9 |t — | < &t at the end.
Using e = gD 4 2 4 c3) Fq. (A15) and Eq. (A.16), we have

\/Z w ([l ]2,)2 < 7.25\/m+ 4za + 204t < 152
7 7

Now, we can check the condition |r; —7;| < gi in Lemma A.8. The following Lemma shows that it
is true when +!(z, s) < w; for all 4, which holds when @ is small enough.

O
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Lemma A.11. Assume v!(z,s) < w; for alli. For all i € [m], we have
(2, 5) = i (T, 3)|5, < 32w,

Furthermore, we have that |7 (z, s) — vL(F,3)| < 5Ew;.

Proof. For the first result, note that

_ 1 s _
i, 8) = i@ 513, < Zllsi = 5illz, + will Vou(wi) — Vi@,

Let 2 = uw; + (1 — w)&. By Eq. (A.14), we have V2¢;(z(") < (1 4 52) V26, (%) = 2V2¢4(T:)
and hence o5
V2oi(a(") (V2i(2) 7 VP0i(ay") 2SIV 0u(m).

Therefore, we have

*

5 _
< 2 llas = il - (A.18)

Using ||s; — 5|5, < tew;, we have ||uf(z, s) — pi(Z,5)[1%, < 28w;.

Finally, we note that ~f(z,s) < w; and [[V;(z;)||%, < 2||[Ve(4)|%, < 2v4. This implies that

S; S; t.., S; t—t
155 = e < (1= )1z < 2(T)(wi +v;) <

EW;j.
t t t 1

N | =

and hence the result.

For the second result, note that

< iz, s) = (@ )z, + iz, )|z, — lui(z, )3,
< 32w, + 2|2 — Tl | i (@, )13,

= 3zw; + 287} (w, s) < BEw;

hf(l‘a 3) - /Vzt(fa 5)’

where we used the algorithm description and Lemma A.6 O

A.5.2 First Order Approximation of v

In this subsection, we will show that v; is close to v} (z, s) — a - ct(z,5) - 74(,s). First, we need the
following helper lemma to bound ~;, Y7, w; ! sinh2(w%’yf (Z,35)) and ¢(Z,3). In this helper lemma,
we assume that ® is not too large, which is the invariant maintained throughout the algorithm.

Lemma A.12. Suppose that ®'(x,s) < cosh(\), then we have
o iz, 5) < w;. and 7L(T,3) < 2w;.

e 0< (7,5 <A
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Proof. For the first inequality, note that ®(z,s) < cosh()\) implies that +!(z,s) < w; for all i.
Hence, Lemma A.11 shows that

5wi
8A

Hence, we have 74(7,3) < 2w;.
For the second inequality, we note that
P sinh(;-7} (7, %))
G (.%', 8) i 1 YN .
— m — —
AH(@.5) - /L] ;! cosh? (244(7,5))

Since 7; > 0 (by definition), we have cf- >0. If ’yf(f, 5) > 5t, we have that

- w; sinh (2 ?E,E
gy < ImEAEI)

Vf (jv §) ’ COSh(wAifyi (Ta 3))

Wi

where we used w; > 1. If 'y?(f, 5) < 5, we use that |sinh(z)| < 2|z for all |z| <1 and get

A (= =
T _ 2117’72 ($, 5) 2\ <\

< <
AH@,5) [ ) eosh? (2k(w,5)  wi AT w0y

O

Finally, we can bound the distance between y"*V and v — acy. Here we crucially use the fact that
sinh(x)/z is bounded at x = 0 and it makes our argument slightly simpler than [[LSZ19].

Lemma A.13 (Change in v). Assume ®'(z,s) < cosh()\). For alli € [m], let

ot (g —l(x,s) + a-(z,3) AL, 5).

lel new
Eri = Vi )

,S
Then, we have

t
122 < 90E\a + 4 max m «o
e 7 w;

Proof. For notation simplicity, we write ¢ = ¢£(%,3). Also, we use 7/(z, 2, s) to denote ||ui(z, s)|I3.-

Using 6,; = —a - G - pf(Z,’5), we have

A 2, V) =[x, 5) + Spi 4 £0I7
— |z, 5) — oz (T, 5|5, + [P
— |z, 5) — aEipl(z, 5)|5 + o - |ub(z, s) — (@, 9|15, + 1V,

=(1— o)l (w,5) £ ot - ||pl(w, 8) — ph(@ 515, £ )1, (A.19)

where we used that 0 < a¢; < al < 1 at the end Lemma A.12).
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In particular, we have that

V@ 2, ") < A, 5) + ozl (w, ) — ph(@,5)|I%, + 191,
<

Vi, 8) + 4aciEw; + B (A.20)
where we used Lemma A.11 and Lemma A.10 at the end. Hence, we have

‘,Ylt(xnew,mnew’ SneW) _ ,Yf(xnewjx’ SneW)‘ — ‘Hug(xnew, SneW)Hx?ew _ Hug(xnewy sneW)Hzi
L2 — @i, 5 (2, 8" |,
<3H(sx’i”§i%ﬁ(xnew,x’ SneW) — 3ai,yf(xnew’x’ Snevv)

Bal(z, s) + 12acEw; + 35; (A.21)

where we used Lemma A.6 on the first inequality, =}V — z; = d,; on the second inequality, the

definition of a; on the second equality, Eq. (A.20) and a; < 1 on the last inequality.
Using Eq. (A.19), we have

P, 7, 5)

—i(w,5) + atl (T, 3)

<|(1 — a2V (@, 8) — Vi, 8) + 0T (T, 5)|

+ gl (x, s) — pE@ S)|I%, + e

<atiyi(z, s) — VLT, 5)| + o gl (w, s) — uh(@, 5|5 + P17,

<aci(bew;) + ac;(45w;) + B;

<L9acgw; + B; (A.22)

where we used Lemma A.11, Lemma A.10 and v}(z, s) < w; at the second last inequality.

Combining Eq. (A.21) and Eq. (A.22), we have

new new )

‘E’V‘,i| < ’yf (JJ , L, S new . new new new) |

_ fyf(.’l}, 8) + O[éi"}éf(f,g)‘ =+ ‘fyf(xneW7x .S ) o ’Y,f(!l? .T,8

9acEw; + Bi + 3ai(x, s) + 12ac;w; + 36;
2

<
< 21acEw; + 3aivi(z, 5) + 45 (A.23)

where we used Lemma A.11 at the end.

Now, we bound the ||&,||,,—1. We first note that

‘ sinh?( %i'yf(f,g))

D ey Wi

i wj_1 coshQ(w%ﬁ(f, 35)

vH(T,5)2

m
2
1=1 Z

2
m -1 w; . 2
" w,  ——+——sinh
221_1 7 )\2%;(%5)2

Sy wy eosh (AL, 9))
)

S it cosh® (Al (x5

Py wj_l cosh2(w%fy§(f, 3)

<\
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where we used that Sml;g# < cosh?(z) for all z at the second last inequality. Using this and
Siwia? < 3a? (Lemma A.9) into Eq. (A.23), we have

m m
x,s
e 12"1 <21V2a )z 4+ 3 max (7’ ) sz‘@? +4 Zw;lﬂf
i—1 i=1

1=1
<21V20\E 4 4 max < ) a + 600
where we used />, wia? < 3a (Lemma A.9) and />, ™ w2 < 158a (Lemma A.10) at the

end.

O

A.5.3 Bounding the Movement of ®

After verifying conditions in Lemma A.8, we are ready to bound the change of ® in one step of
(z,5).
Lemma A.14 (Change of ® after (z,s) step). Assume ®(x,s) < cosh(\/64). We have

Pl (2™, ") L Pl (x,5) — — Zw cosh2 (x,8)) + aX /Zw

new

Proof. Let r; = AH(x,s), Ty = YHT,35) and d,; = ~(z™Y,s — iz, s). Now, we verify the
conditions in Lemma A.8 for r;, 7; and d,. Lemma A.11 shows that

new )

_ _ Ws
|T‘Z’ _Ti| < 5w,~5 < _—

8A

where we used the assumption € < ﬁ.

W

¢
821 < 90aAg + 4 max <%($’8)>

Next, Lemma A.13 shows that

b = —av- CL(Z,3) - AL(E,3) + s

with

t
2 _ vi(z, s) 90aX 4 e
€ 1\90a/\6+4max< a < o T e a < 3

Wy

where we used |yf(z,s)| < § (due to ®'(x,s) < cosh(\/64)), &

¢ (Z,5), we have

< m. Using the formula of

asmh( - 1(z,3)) —« sinh(iﬂ)

Opi = — 5 +5Tz: >
\/Zgnzlw; cosh (w—jyj(f 5 \/Z] s ! cosh ( ;)

)

+Er
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and this exactly satisfies the conditions in Lemma A.8.

Now, Lemma A.8 shows that

Ol (2™, s"V) < Pl(x,5) — — Zw cosh2 (x,8)) + aX /Zw

Now, we bound the change of ® after changing ¢.

Lemma A.15 (Change of ® after ¢ step). Assume that ®'(x,s) < cosh(\). Let t"®V < (1 —h)t for

1
h < WTTM We have

" (z,5) < B(x, s) + 16h)\2 Vi cosh(ME (2, ) fwi).
i—1

Proof. By definition of v, we have

new

W (,8) = |+ wi Vi), = |

S *
= +w;iVoi(zi)||5,

1 1
< t - . . A

< (14 2R)VE (=, 8) + 2hy/viw; (A.24)
where the last inequality follows by the definition of self-concordance, h < Wﬁ and v; > 1.
For ®™" we have
" (z Z cosh( M Jw;) < Z cosh(M, Jw; + 2hA(YE Jwi + /17))-

i=1

Since ®¢(z, s) < cosh()), we have 7! /w; < 1. Since we have self-concordance v; > 1 , we have

" (z, ) Z cosh( MY} Jw; + 4hA/1;)

< ®'(x, s) + 8hA Z Vi cosh(Myf Jw;)
i=1

where the last inequality follows by Lemma A.32.

Similar to the argument in FEq. (A.24), we have

v (w,8) = (L4 h)yi(e, s) — 2hy/vw;.

Hence, we have 7} (z,s) <" (z,8) + 2hy/T7w;. By Lemma A.32 again, we have
cosh(My! Jw;) < 2cosh( ML Jwy). (A.25)

This gives the result.
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Combining the bound of ® under (z, s) change (Lemma A.14) and the bound of ® under ¢ change
(Lemma A.15), we get the bound on ® after 1 step.

Theorem A.16. Assume ®'(z,s) < cosh(A\/64). Then for any 0 < h < M\/ﬁ’ we have

new A
O (£, s1V) L (1 — B AT z,8) +a w L
) € (1 @) o, [ S

In particular, for any cosh(\/128) < ®!(z, s) < cosh(\/64), we have that
(I)t"ew(xnew’sneW) < (IJt(:U,s).

Proof. By Lemma A.15 and Lemma A.14, we have

(I)t“ew (xnew neW)

, S

<O (x Z w; ! cosh?( %tnew x,8)) + a\ Z w; !

neW A U A new
<Pl (x,s) + 16h)\z\/171cosh (z,8)) — % Zw;l cosh2( vf (z,8)) + aA /Zwi_l.

=1 =1

By Cauchy Schwarz inequality, we have

new (6% Zz 1 \/ITZCOSh( 72 ([E, S))
w; cosh2 A (2, 8)) >—
Z (,5)) 27 Tﬂ o

>16h ) \/ujcosh(iy;"ew (z,5)).
Wy
=1

Hence, we have that

new )\ new _
QU ("W, sV <D (2, 5) — Oil\ Zw ! cosh?( ’yf (x,8)) + a Zwi !

where we used Fq. (A.25) at the second inequality.
If ®'(x,s) > cosh(A\/128), we have
Pl (z, ) S cosh(A/128)  exp(A\/128)

8\/21»101‘_ 8\/21-101‘ N 16\/22-101'

exp(64log(256m ), w;)/128)

16\/ Zz Wy

164/m > w; 1
=———= " =\/m2> w; .
16/ wi ; ’
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Hence, we have ®¢"" (2%, s7°V) < &t (x, 5).

A.6 Initial Point Reduction

Since Algorithm 16 requires a point on the central path, we modify the convex program to make it
happen. To satisfy the constraint 2 € K, we start the algorithm by solving mingecf ¢ 2 + tp(z) for
some parameter t. Since & may not satisfy the constraint Az = b, we write 2" = z(1) 4+ 22 — £
where (1) acts as the original variable and z(?, z(3) R, are the extra variables. We put a large
cost vector on (2 and z®) to ensure the solution is roughly the same. The proof shows that if
we optimize this new program well enough, we will have 2"V = (1) 4+ 22 — () ¢ K and hence

"V gives a starting point of the original program. The precise formulation of the modified linear
program is as follows:

Definition A.17. Given a convex program mina,—p zck ¢z with inner radius r, outer radius R
and Lipschitz constant L. For any ¢, we define the modified convex program by

. (0,20} + (¢, 2@ 4 (@, 20

where P; = {z() € K (2@, 20)) ¢ ]RQZ% c Az 4+ 2@ — 20y = b}, D = ¢, @) = m,
B = 35, T = argmingei ¢! z+tp(x) and zo = arg mina,—y || —zc||2. We define the corresponding

dual set by
D, = {sM e K*, (s?,583)) e RQZ% AT y4sM) = W ATy = @ _ATy160) = O for 4y € R,
We define the corresponding central path problem

i L (2 .3 o
(m(l),m(gn)’lxn(g))ept ft (1’ sy L, T ) ( )

where f;(z1), 2@, 2®)) = (W 20 +(c@ 2@+ 23 11 (M)~ 37 loga: —ty logx 3,
The main result about the modified program is the following.

Theorem A.18. Given a conver program minAz—p rek c'x with inner radius r, outer radius R
and Lipschitz constant L. For any 0 < § < %, the modified linear program (Definition A.17) with

t>210(n + k)5 % . % has the following properties:

e The point (¢, 3R+ xo — ¢, 3R) is the minimizer of Fq. (A.26). The corresponding s variables
are (—tV(Z)(IC), m, %)

o Giwen any primal (D, 23 20)) € Py and dual (sV, 52, 54)) € Dy that approzimately min-
imizes fy at t' = LR as promised by Algorithm 16:

s/t + w; Vi (! )H* < % for alli € [m], (A.27)
:cl(-j)sl(-j) €l+ E]t, for alli € [n],j € {2,3}.

Let 2"V = 2 4 2@ — 20) gnd s*V = s then we have that Az™™ = b, 2™V € K,
ATy + "V = ¢ for some y and

15 /' + w0,V i (25 nen < 58/ + w0,V i ()2 0y + 6.
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Proof. The proof is separated into Lemma A.19 and Lemma A.26 O

First, we prove the first conclusion in Theorem A.18.

Lemma A.19. The point x ey (e, 3R+ xo — xc, 3R) is the minimizer of fi over Py (Eq. (A.206)).

The corresponding s variables are (—tVo(x.), m, %)

Proof. We will show that = € P; and that it minimizes f; over R3", not just P;.

For the set constraints, we note that () = 2z, € K by the definition of z. and z®®) = 3R > 0 by
the definition. For #(?), we note that z € K with Az = b and hence ||z, — z.|]2 < ||z — 2|2 < 2R

(since K has radius R). Hence, $§2) > R for all i € [n]. Hence, (1, 22 2(3)) e P,
For the optimality, we note that
Vo filz) = W + 9o (V)
=c+tVp(z.) =0

where we used that z, = argmingc ¢’ + to(z). We note that

t
Voo fi(z) = @ — @ 0

and similarly V ) fi(x) = 0. Hence x is the minimizer of f;.

O
Next, we show that the minimizer of fy(x) for ¢ = LR is far from the boundary of K for =M and
has small () and z(®). The proof for both involves the same idea: use the optimality condition of
fy. Throughout the rest of the section, we are given (z(), 23 z(3) € P, and (s, s, s()) € D,

satisfying Eq. (A.27). The following lemma shows that (z(}), 2 2®)) is the minimizer of some
function g and we use it to prove the properties of x.

Lemma A.20. (z(V, 2?2 20)) is the minimizer of the function
g(zM, 22 0 def <E, x(1)>+<c(2), x(2)>+ <c(3), x(3)> +t'p(zV) —Z LLZ(Z) log 551(2) —Z ugg) log xz(g)
i=1 i=1

over the domain Py for some ¢ = M) —#/(sW /¢’ + Vg (z(V)), Bt < /‘1(2) <Y, B < NE’B) < 1Lt

Proof. Let p® = 2®s® and u® = 23)sG). By the definition of P; x Dy, we have that

(2)

V$(2>g(g;) = 0(2) _ % — 6(2) i 8(2) _ ATy,
(3)

vz(g)g(m') — 0(3) _ % _ C(S) o 8(3) _ _ATy

for some y. For the gradient with respect to z(!), we note that
Vowg(z) =+ t'VoaM) = M) — s = ATy,

This shows that x satisfies the optimality condition for g, namely Vg(x) = [4, —A, A]Ty.
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The gradient of g is a bit complicated. We avoid it by considering the directional derivative at x on
the direction “z — z” for some z € K promised by the definition of inner radius. Since our domain
is in P; C R3”, we need to lift z to higher dimension. Now, we define the point

o0 —,

/

2 =20 = %R.

By construction, we have that z € P;. Now, we define the path p(8) = (1 — 3) - (¢, 22 2()) 4
B - (21,23 20)). Since p(0) minimizes g, we have that %g(p(ﬁ))mzo > 0. In particular, we
have

0 <ddﬁg(p(5))\ﬁ=o

=@+ t'Ve(zM)) Tz — (1) (A.28)
n 2) n (3)
@ _ My @ @) (3) _ My (3 (3)
+ Zl(cz e )(% ;") + Z;(Cz e )(z; z;”).

Now, we bound the terms one by one. To bound the first term in (A.28), we need following lemmas
relating the self-concordance barrier and the distance to the boundary.

Lemma A.21 ([Nes98, Theorem 4.1.6, Theorem 4.2.6]). Given a v-self-concordant barrier ¢. For
any x,y € dim ¢ such that Vo(x)" (y — ) > 0, we have ||y — z||» < v+ 2y/v. In particular, for
x* = argmin, ¢(z), we have

{z: ]l —2%lor <1} Cdome C {2 : |2 — 2™[lo» < v+ 2V}

Lemma A.22. Given a v-self-concordant barrier ¢ for the interval [, 5]. For any z,z € (a, ),

we have that 3
Vo' (@) < -

min(x — o, f — )

and
z—a B—z

F @)z~ 2) + 1)z — o] < 2 — o max( ).

r—a B—x

Proof. For the first result, we bound ¢” in two case. If ¢/(x) > 0, then ¢'(z)(x —a) > 0 and
Lemma A.21 shows that |a — 2|/¢"(z) < v + 2y/v < 3v. Hence, we have \/¢"(z) < 24. If
¢'(x) < 0, similar argument shows that /¢ (z) < ;’%I

For the second result, we split into four cases. First, we note that both sides on the equation is
invariant under affine transformation. Hence, we can assume o =0 and 8 = 1.

Case 1) ¢'(z)(z — ) > 0.
Lemma A.21 shows that

V'(2)|z — x| < v+ 2y < 3.

Together with the fact that |¢'(x)| < \/v¢’(z), we have
1
§ @)z - o)+ T @z - 2] <22
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Case 2) x €
Since ¢'(z)(z — z) <0 and z,x € [0,1], we have

[12w1_@]

¢ (z)(z —x +16\/¢” I—x\\ @' (z) < E - 3612 = 312

where we used the first result at the end.

1
Case 3) z < 135

Let " = argmin, ¢ 1) ¢(x). Lemma A.21 shows that there is an interval I = [~7, 7] such that
¥+ 1C[0,1] Ca*+ (v+2yv)I Cz* + 3vl.

In particular, this implies that z* € [&,1 — —] Since z < 2

125> We have that x < z* — .

Now we use this to show ¢'(x) < %\/ . Note that

¢ () / ¢ (1)t = — / oy

Lemma A.6 shows that [z — ———, lies in dom ¢. In particular, this implies that
| = Zor =t Vo) o Inp P

1
¢" ()

. Hence, we have

<z<z’ —x (A.29)

and hence z* > 1 + ——
3" ()

where we used ¢"(t) > 1¢”(z) for all [t — 2| <

1
= 20/¢ (z)

Since ¢'(z)(z — ) <0 and ¢'(z) < 0, we have z > x and

(Lemma A.6).

/ 1 " 1 /"
¢(2)(z =)+ 7/ T @)= — 1) < —3 VT @) (=~ o)

Z—T 1 z

16z 16 16z

where we used z >

\/m at the end (Fq. (A.29)).

Case 4) x > 1 — 1

1 1—2

By the same argument as case 3, we have ¢/(z)(z — 2) + £ /8" (2)(z — 2) < 15 — (0]

Combining all the cases, we have the result.
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Now, we can bound the first term in (A.28).

Lemma A.23. We have that (¢+t'Vo(z™M))T (2D —2(M)) < (652 — 167 ) LR where 77 is the minimum
distance between 1) to the boundary of some K, i.e. 1 = min; mingegx, ||lq — 337; H2

Proof. Recall that ¢ = ¢() — #'a with a = 8(1)/t/ + Vo (zM). By the assumption on (z, s), we have

that
[|ews[” (1) for all i € [m)].

Hence, we have
490 T )
=T (M — My —¢ Z o 2 m,gl)) + Z inqﬁi(x(l))T(zi(l) - a:z(»l)).
=1

LR U CY R Y N o (DT (D)
<2LR+16;w2||zi 2l +1 ZwZV@(x( ) (2 =) (A.30)

where we used [[c(V ]y < L and [|z(V — 2| < 2R (the radius of K is bounded by R).

To bound the last two terms, we define (Z be the ¢; restricted on the line between zfl)

(1)

and z;
Note that qg is a v;-self-concordant barrier function on some interval [« 5]. Let z and x be the scalar
such that ¢(z) and ¢(x) corresponding to ¢i(zi(1)) and qﬁi(xgl)). Then, we have that

def 1 ~
us Vo) a4 ) = 1Pl = P @) - )+ 56/ a)lz —al
1 z—a PB—z
2_ -
s i 16" <w—a ﬂ—m)'

Let 7; = mingesr;, [lq¢ — x Hg and ¢; be a minimizing ¢q. Suppose o < x < z (the other case is
similar). Since K is convex, there is a hyperplane separating ¢; and K;. Let h be the ¢5 distance
to the hyperplane. Note that & is linear on K and that h(a) > 0, h(z) > r (because B(z,r) C K;).
Hence,

r—« z—x T —
m=h(e) = T=h(z) + 2= h(a) > T
Hence, we have
z—a T
r—a T

In particular, we know that u; < 402

This shows u; < 4 12 ;

1677 — ﬁ for one of the 7. For other

terms, we can simply by it by 4v2. Putting these into Eq. (A.30), we have

~ DT ' rt’
@E+t'Vo(aW)NT (=W — 2y < 2LR + 4t Zwﬂ/ ~ 16y

/

<2LR+ 4tk — —.
+ 4tk 161

Using t' = LR and k > 1, we have the result.
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For the second term and the third term in (A.28), we have the following
Lemma A.24. We have that

n (4) n
Z(Cf’]) e )z — &) < 3LRn - R sz(])
=1 i =1

for both j =2 and 3.

Proof. We only prove the case j = 2. The proof for j = 3 is similar. As proved in Lemma A.19,

t t

|xo — xc||2 < 2R. Hence 052) = IRFze—a; © [, %]. Hence, we have

2) (2)

(€9 = B0 o) P52 - 0,0 0
arg ) (2)
t t t (2) ,
<— . —R— — .g! 2
RtV R T
t @
Bt — — 2.7,
3 R x;
Summing over all 7 and using ¢ = LR gives the result.
O
Combining (A.28), Lemma A.23 and Lemma A.24, we have
t n
< 2 L L L 7 (2) (3) .
0< (6k 1677) R+GLRn — — z;(x + ;7))

Hence, this shows that (z(1), 2, 2(3)) satisfies Eq. (A.27) implies that it is far from dK (i.e. 7 is
large) and z(®), 2®) are small:

- (2)
1677 5LR g < 6n + 6K

In particular, this shows the following;:
Lemma A.25. We have that n > g (nJmQ and > (x; (2) +$( )) < 30(n + K2) - % ‘R.
Now, we are ready to prove the second conclusion of Theorem Theorem A.18.

Lemma A.26. Let 2" = z() 4 2@ — 20 gnd sV = s then we have that Az"*¥ = b,
"V e K, ATy + s"V = ¢ for some y and

15 /' + w0,V i (25 e < |57 /8 + iV i ()] o o

Proof. Note that Az"™" = b by definition. Lemma A.25 shows that z(1) is n >
0K . Since 2™V = z(1) + z(2) — 20) we have

r
W far from

LR
Wy < 2@y + 2@ < 30(n + £?) - R

new
[ —
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where we used 2, 23) > 0 and Lemma A.25. Hence, we have that

new _ ..(1) R LR
|z x| < 212(71 + 5)4 v Lt
n T t

<1

by the choice of ¢t. In particular, this shows that z"*% € K.
Next, ATy + 5% = ATy + s(1) = ¢ by construction.
Finally, to bound s/t + wV, we note that Lemma A.22 shows that V2¢;(z(1)) < 977%2. This gives

1 3v 1
=2l < e =2l

new

where we used our choice of J. Using this and Lemma A.6 gives [[v|[zrew < (1 + ¢

Vi) = Vi(w)]|* ) < §. Hence

)vll,o and

(2

1875 /8 4 wi V(27 || 3mew
Y new new\ || *
<+l '+ wiVei (@™ o)
) *
=1+ Dls ¥+ wiVoi(al") + (Vou(ai™) = Vo)

6 * 5 new *
<O+l +wiVoia D + (14 ) IToi™) = Vou(e )

)

s/t + wiei (@) ) + 6.

A.7 Main Result

To prove Theorem A.1, we first need the following lemma showing that the iterate x is a good
solution when ¢ is small enough.

Lemma A.27 ([L5Z19, Lemma D.3|). Let ¢;(x) be a vi-self-concordant barrier for K;. Suppose we
have ||% + V(z;)||5, <1 fori € [m], ATy +s=c and Az =b. Then, we have

'z < min cla+ 4t E V.
Aw:b,azenﬁl Ki

Theorem A.1. Consider the convex program Fq. (CP). Given v;-self-concordant barriers ¢; : K; —
R with its minimum x;. Define the following parameters of the convex problem:

1. Inner radius r: There exists a z such that Az =b and B(z,r) C K.

2. Outer radius R: We have K C B(xz, R) for some x € R™.

3. Lipschitz constant L: ||c|l2 < L.
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Let w € RYy be any weight vector, and k = Yo wivi. For any 0 < e < 1/2, Algorithm 16 outputs

an approzimate solution x in O(y/rklog(m)log("E8)) steps, such that Az =b, x € K and

er

clx <  min ¢’z +eLR.

Azx=b, ze K

Proof. Theorem A.18 gives an explicit point on the central path. Hence, we have ®!(z,s) = m <
cosh(A\/128) initially. Theorem A.16 shows that ®!(z, s) < cosh(\/128) throughout the first call of
CENTERING. After we obtain the approximate central path point ((x(l), a:(2),:c(3)), (3(1), 52 3(3)))
at t = LR for the modified convex program, Theorem A.18 shows that (:L'(l) + 23 — z0), s(l)) is

an approximate central path point at ¢ = LR for the original convex program. Furthermore, 7}

is increased by § = L for all . Hence, ®~ is increased by at most exp(+az) factor. Hence, we
y 128 ’ y Pl12g

have ®Lf(z,s) < cosh(\/64). Now, Theorem A.16 shows that ®(z,s) < cosh()\/64) throughout
the second call of CENTERING.

Now, we verify the output. Note that Ad, = 0 and J, € ImA'. Hence, throughout the algorithm,
we have Az = b and ¢ — s € ImAT. Finally, for the optimality, we note that w;¢; are w;v;
self-concordant. Lemma A.27 shows that

m
e < min ez + 4teng E W;il;.
A.Z’:b7$61_[;7;1 Ki i—1

Since the algorithm terminates at tenq = €/(4Y 1~ w;v;), we have the error bounded.

A.8 Using the Universal Barrier

In this subsection, we discuss the case if the barriers ¢; : K; — R is not given. In this case, we can
use the universal barrier, which has self concordance n;.

Theorem A.28 ([NN94; LY18]). For any conver set K, the universal barrier function ¢(x) =
log Vol(K°(z)) is a n self-concordant barrier where K°(x) = {y € R" : y'(z — x) < 1,Vz € K}.

The gradient and Hessian of the universal barrier function ¢ can be computed using the center of
gravity and the covariance of K°(z).

Lemma A.29 (|LY 18, Lemmal|). For any convex set K C R™ and any x € int(K), we have

Vo(r) = —(n+ Du(K°(x)),
V2¢(z) = (n+ 1)(n + 2)Cov(K°(x)) + (n + 1) u(K°(2))u(K°(2)) "

where u(K°(x)) is the center of gravity of K°(x) and Cov(K°(x)) is the covariance matriz of K°(x).

Computing center of gravity and covariance takes polynomial time. See for example [[.V15] for a
survey.

Theorem A.30 (|[DFK91; SV13]). Given a membership oracle for a conver set K C R™ with cost
T. Assuming B(0,7) C K C B(0,R), we can compute x and A such that

o u(K)llcovizoy1 S and (1 -)A < Cov(K) < (1+2)A

in time O(n®MT log(R/r)/e?).
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Next, note that the membership oracle of K°(z) involves optimizing one linear function over the
convex set k and it can be done using membership oracle of K and the ellipsoid method. Therefore,
for any x, we can compute an approximate gradient g and the Hessian H of the universal barrier
function such that

lg = Vé(@)llvzp@y1 <& and  (1—e)H = V?(z) < (1 +e)H
in time O(n®MT log(R/r)/e%) where T is the cost of the membership oracle of K.

Finally, we note that as long as ¢ < gc for some large enough ¢, our robust interior point method
works with those approximate gradient and the Hessian with the same guarantee. Since the proof
is essentially same, we skip the analysis here. We note there are known explicit barrier functions
with good self-concordance for most commonly used convex sets and in this case, we do not need
heavy machinery like the above to compute them.

A.9 Hyperbolic Function Lemmas
Lemma A.31. For any x,y € R with |y| < %, we have

1 1
|sinh(x + y) — sinh(z)| < ?\ sinh(z)| + =
Similarly, we have |cosh(z + y) — cosh(z)| < 1 cosh(x).

Proof. Note that sinh(z+y) = sinh(x) cosh(y)+cosh(z) sinh(y). Using that || cosh(z)|—|sinh(x)|| <
1, we have

|sinh(z 4+ y) — sinh(z)| < |sinh

< |sinh

x)|| cosh(y) — 1| 4 cosh(z) sinh(y)
2)|(| cosh(y) — 1] + [sinh(y)[) + | sinh(y)|

The first result follows from this and | cosh(y) — 1| + | sinh(y)| < 2 for |y| < &
cosh(z) cosh(y) + sinh(x) sinh(y). Hence,

)=
< (cosh(y) — 1) cosh(z) 4 sinh(z) sinh(y)
< (cosh(y) — 1 + | sinh(y)|) cosh(x)

—~~

For the second result, note that cosh(x + y
|cosh(z + y) — cosh(z)]

1
? cosh(z).

Lemma A.32. For any x > 0 and 0 < y < 1, we have
cosh(z + y) < (1 + 2y) cosh(x)

Proof. Note that cosh(z + y) = cosh(z) cosh(y) + sinh(z) sinh(y) and exp(x) = sinh(x) + cosh(z),
then we have

cosh(xz + y) = cosh(z) [exp(y) — sinh(y)] + sinh(x) sinh(y)
< cosh(x) [exp(y) — sinh(y)] + cosh(z) sinh(y)
= cosh(x) exp(y)
< cosh(z)

+ 2y cosh(x),
1.

where we use exp(y) < 1+ 2y for 0 <y <
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B Treewidth vs. Problem

Treewidth vs Problem size

Size in Netlib Instances

Number of variables n

Time vs Problem size
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Figure B.1: The left plot shows some upper bound of treewidth vs d for all 109 feasible linear
program instances in Netlib repository. We compute a upper bound of treewidth using [[KIK98].

1/2 and ’I’L3/4

This shows that treewidth is between n
right plot shows that the runtime n7?

programs in this data set.

for many linear programs in this data set. The
is sub-quadratic in the input size nnz(A) for many linear
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