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User Response Prediction in Online Advertising
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Online advertising, as a vast market, has gained significant attention in various platforms ranging from

search engines, third-party websites, social media, and mobile apps. The prosperity of online campaigns is

a challenge in online marketing and is usually evaluated by user response through different metrics, such

as clicks on advertisement (ad) creatives, subscriptions to products, purchases of items, or explicit user feed-

back through online surveys. Recent years have witnessed a significant increase in the number of studies

using computational approaches, including machine learning methods, for user response prediction. How-

ever, existing literature mainly focuses on algorithmic-driven designs to solve specific challenges, and no

comprehensive review exists to answer many important questions. What are the parties involved in the on-

line digital advertising eco-systems? What type of data are available for user response prediction? How do

we predict user response in a reliable and/or transparent way? In this survey, we provide a comprehensive

review of user response prediction in online advertising and related recommender applications. Our essential

goal is to provide a thorough understanding of online advertising platforms, stakeholders, data availability,

and typical ways of user response prediction. We propose a taxonomy to categorize state-of-the-art user re-

sponse prediction methods, primarily focusing on the current progress of machine learning methods used in

different online platforms. In addition, we also review applications of user response prediction, benchmark

datasets, and open source codes in the field.

CCS Concepts: • Information systems→World Wide Web; Online advertising; Information retrieval; Users

and interactive retrieval; Information systems applications; Computational advertising; Data mining; Multime-

dia information systems; • Computing methodologies→ Machine learning;

Additional Key Words and Phrases: Click, conversion, impression, landing page, demand side platform, sup-

plier side platform, data management platform, dwell time, bounce rate, user engagement, factorization ma-

chines, deep learning, knowledge graph, graph neural network, convolutional neural network, recurrent neu-

ral network

ACM Reference format:

Zhabiz Gharibshah and Xingquan Zhu. 2021. User Response Prediction in Online Advertising. ACM Comput.

Surv. 54, 3, Article 64 (May 2021), 43 pages.

https://doi.org/10.1145/3446662

This work is partially sponsored by the U.S. National Science Foundation through Grant Nos. IIS-1763452 and CNS-1828181

and by the Bidtellect Inc. through a sponsorship agreement.

Authors’ addresses: Z. Gharibshah and X. Zhu, Department of Computer & Electrical Engineering and Computer Science,

Florida Atlantic University, 777 Glades Road, Boca Raton, FL 33431; emails: {zgharibshah2017, xzhu3}@fau.edu.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee

provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and

the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be

honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists,

requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2021 Copyright held by the owner/author(s). Publication rights licensed to ACM.

0360-0300/2021/05-ART64 $15.00

https://doi.org/10.1145/3446662

ACM Computing Surveys, Vol. 54, No. 3, Article 64. Publication date: May 2021.

https://doi.org/10.1145/3446662
https://doi.org/10.1145/3446662


64:2 Z. Gharibshah and X. Zhu

1 INTRODUCTION

Online advertising [195], as a multi-billion dollars business, provides a common marketing ex-
perience when people are accessing to online services using electronic devices, such as desktop
computers, tablets, smartphones, and so on. Using the Internet as a means of advertising, different
stakeholders act in the background to provide and deliver advertisements to users through numer-
ous platforms, such as search engines, news sites, and social networks, where dedicated spots of
areas are used to display advertisement (ad) along with search results, posts, or page content.
Similarly to traditional media, such as print magazines and newspapers, where specific spaces

are assigned to be sold for ads, a portion of online services and websites are filled with clickable
components to display marketing messages. Under such circumstances, the ads to be displayed
to audience (i.e., users) are either pre-sold (i.e., negotiated) by sellers (publishers) to buyers (ad-
vertisers) or they are dynamically selected through a real-time bidding (or auction) [151, 173]. In
online advertising, advertisers are bidding an ad opportunity, but only the winner has the chance
to serve their ads to users (so only the winner needs to pay to the publisher for the purchase of
the auctioned ad opportunity). During the whole process, the effectiveness of the online advertis-
ing is typically evaluated through signals made by users toward the displayed ads. These signals
are typically considered as user responses starting with a click on ads in web-pages or a tap on
screen in mobile apps. Once displayed ads are clicked by users, the payment/revenue is generated
between advertisers and publishers. As a result, for both advertisers and publishers, it is crucial to
design a user response-based pricing model.
Predicting a click, as the first measurable user response, is an important step for many digital ad-

vertising and recommendation systems to capture the user propensity to following up actions, such
as purchasing a product or subscribing a service. Based on this observed feedback, these systems
are tailored for user preferences to decide about the order that ads should be served to them. In the
era of search engines and social websites, companies like Google introduce paid search advertis-
ing [128] via user intents recognized through the query keywords. In social media marketing, plat-
forms like Facebook provide advertisers with user demographic information from user-generated
content for viral marketing [24]. In conventional advertising in TV or printed newspapers, monitor-
ing the effectiveness of ads is difficult. However, online advertising leverage performance metrics
for targeting ad audience, so stakeholders can immediately obtain ad advertising feedback, through
clicks, conversions, and other types of user response, to adjust their budget, price for bidding, and
so on [151].
The essential goal of different types of advertising systems, either traditional media based or

modern online advertising based, is to find the best matching between audience (users) and ads,
given contextual features in each platform. From computational perspective, this is equivalent to
finding a way to accurately predict positive or negative user responses to an ad, given observed
user data. It is shown that the accurate prediction of user response metrics can directly determine
the revenue for both publishers and advertisers [1, 17]. The variation of the problem is defined by
the availability of context in different platforms. The context in search engines are query generated
by users. In display advertising, the context is considered as websites visited by users, and in-app
advertising the context is the specific logical stage in mobile apps for marketing.
For years, industry and academia have developed numerous approaches to use holistic data to

predict positive response of users where the positive response is typically defined in the form of
the estimation of click-through rate on ads or user interactions for purchasing a product, i.e., a
conversion. Such approaches vary from data hierarchy [1, 2, 68, 99], clustering [47, 119, 124, 158],
collaborative filtering [82, 95], classification [13, 26, 53, 122, 164], to graph- and network-based
analysis [146, 149].
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As data are becoming rapidly available, machine learning-based approaches have been used
in nearly all domains to solve different types of challenges for knowledge discovery [194]. For
online advertising, this is especially true. Since the very beginning, industry has been actively
seeking effective and efficient computational methods to tackle the data volumes and real-time
decision challenges. Many approaches, such as deep learning and factorization machine-based
methods, demonstrate a great potential to accurately estimate user responses [44, 57], but the data
intensive nature and the real-time requirement have made the accurate user response prediction
for online advertising extremely challenging. Here, we briefly summarize the major challenges as
the following fourfold:

• Scalability: In real-world advertising eco-system, the number of visited web-pages is ex-
tremely large. Combining with factors like the number of unique visiting users and the
amount of ads, it results in a giant dataset for analysing. In many studies [19] machine
learning has been applied to predict user response and boost the personalizing of digital ad-
vertising. It is important to design solutions for large scale advertising data [17, 38, 110, 150].
• Response rarity: Statistics shows that the rate of click and conversion of all types of ads
is not more than 2% over all displaying ads. Therefore, finding a way to overcome class
imbalance issue and mitigate the adverse effects on prediction results is a challenge for the
prediction algorithms.
• Data sparsity: This issue in online advertising and recommender systems stems from two
factors. First, the majority of input data consists of categorical features that need to use bi-
nary representation, resulting in high-dimensional vectors with very few non-zero values.
Additionally, interactions between users and items follow the power law distribution, mean-
ing majority users are interacting with a small number of items and products.
• Cold start: This is the common challenge for new new ads, products, and services, because
no historical user information available is available to be used for estimation.

Indeed, many solutions have been proposed but primarily focus on new methods for user
response prediction. Several works propose to study current business model and technologies
evolved from traditional media buying [18, 173], or review display advertising literature and new
directions [23]. In Reference [173], the authors go over the business model of real-time bidding by
introducing keys actors in the market for ad delivery. From economic perspective, Reference [23]
outlines the eco-system of display ad market and non-guaranteed selling channels provided to
buy and sell ads in real time. It reviews the disciplines regarding the ad pricing decision made
by different actors like advertisers and publishers and other intermediary nodes. The study in
Reference [18] reviews the technologies provided for online and mobile advertising, including
pricing models implemented between advertisers and publishers, inherent networking schemes
by addressing the user privacy and malicious ad related activities.
Unfortunately, all existing works, including the literature review, do not provide a complete

overview about types of user response and underlying technical solutions in online advertising.
Answers to many key questions remain unclear for both industry and academia, especially for
someone who just steps into the online advertising field. What are the main advertising platforms?
What type of user response can be modeled/predicted using computational approaches? What are
the features and the source of features useful for use response prediction? How to utilize features
for use response prediction? What are the main types of technical solutions for user response pre-
diction?Are there any benchmark and online resources (datasets/software) available for evaluation
purposes?
In this article, we provide a comprehensive literature review of the latest computational meth-

ods for user response prediction in online advertising, with a focus on machine learning-based
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approaches. To the best of knowledge this is the first survey study that is focusing on computa-
tional approaches for user response prediction. Our review covers different types of user response
prediction tasks ranging from click-through rate prediction to user post-click experience evalu-
ation. Our survey includes the description of the online advertising eco-system, platforms, data
sources, and early studies for user response prediction. We also consider the most recent work in
this context that propose more advanced algorithmic designs and feature extraction methods.

2 ADVERTISING ECO-SYSTEM AND USER RESPONSE

In this section, we introduce key components and important concepts of online advertising eco-
system. For ease of understanding, we summarize key concepts and their descriptions in Table ??.

2.1 Online Advertising Eco-System

Online digital adverting heavily relies on real-time bidding (auction) [173] for advertisers to make
decisions to display ads in online portals. In this architecture, an ad exchange network connects
sellers (publishers) and buyers (advertisers), so they can negotiate to respond to ad requests in real
time. To participate in the ad bidding, publishers and advertisers connect to the ad exchange net-
work through Supply-Side Platforms (SSP) and Demand-Side Platforms (DSP), respectively,
to cast auctions (for SSP) and manage bids (for DSP), therefore ads are eventually delivered to dif-
ferent media platforms, e.g., a third-party website, search engine result page, or the web-page of
social networks.
In Figure 1, we illustrate an online advertising eco-system. The workflow starts with an event

when a user, i.e., an audience, launches an URL request from a publisher’s web-page. The ad re-
quest for ad placements is sent to SSP to trigger an ad auction call (i.e., an opportunity). If the
requested web-page contains available ad placement, then the ad call will be submitted to Ad Ex-
change Network, leading to negotiations with advertisers through DSP based on bidding mecha-
nism. The winning advertiser will insert ad script in the user requested page, so the ad is eventually
delivered to the user. In the case that the displayed advertisement matches to the user preference,
user response in the form of click or further user engagements, like purchasing or subscription, is
generated.
The revenue of advertisers and publishers, in the online advertising, is based on the user re-

sponse such as clicks or conversions. Therefore, serving users with ads best matching to their
preference is of interests to both advertisers and publishers. Under such circumstances, using con-
text to find users’ preference plays an essential role for user response prediction. The information
from publisher websites is usually obtained from crawling the web-pages to summarize the con-
text. It is then complimented by online analysis of cookie data and browsing history made by users.
Such information allows system to identify user interest and response regarding ad impression.

2.2 User Response Types

In web applications like web search engines, display advertising, recommendation systems, or e-
commerce platforms, a user response to advertisements starts with a simple click on the ad or a
touch on the screen in mobile app. This action is considered as an implicit positive user response
that will direct users to a landing web-page. If ad content matches user preferences, then it en-
courages users to follow up promoted messages by generating the next clicks that can end up
with desired activity such as a purchase. In online advertising the initial click or final purchase
actions over displayed advertisements are considered as the critical measures to evaluate the per-
formance of user response predictive models. Online advertising systems are generally integrated
with recommendation systems in e-commerce platforms to provide users with ranked items based
on explicit user’s rating and implicit feedback. These feedback can be measured using different
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Fig. 1. Advertising Eco-system. From left to right, a process is triggered when users start to interact with on-

line services through either visiting a web-page, searching an item, or checking the social media in publisher

website. In the case that the web-page has web placement available, the publisher sends ad request through

SSP node to the Ad Exchange. The bid request related to requested ads are forwarded from Ad Exchange to

DSP nodes that represent advertisers. After getting relevant user information, such as user profile and their

previous interaction, through DMPs, the auction is set up to gather bid among DSPs. The bidder with the

highest bid wins and its ad script is forwarded to the publisher to be embedded in the page requested by

users.

metrics to show the performance of the advertising systems. In the following subsections, we de-
fine prevalent metrics in this domain.

2.2.1 Click-Through Rate. Click-through rate (CTR) value is one of the most important met-
rics to evaluate the quality of ads and the performance of campaign ads. Two elements to calculate
the click-through rate values are clicks and impressions. The click-through rate is typically defined
as the number of click events over impressions or the percentage of served advertisement ending
up with user click events,

CTR =
# o f Clicks

# o f Impressions
. (1)

The number of impressions are perceived as the number of times an ad or a promoted product
is served to the users’ device that is engaged to an active online platform, where the publisher
can be the website of search engine, a social media, or a third-party website. A click event is an
indicator of user engagement, which can be a mouse click on ad creatives on a desktop system or
touching them onmobile devices. The definition of click event is extended in different applications
like the number of downloads [79] or in the social media context as positive and negative actions
like reply, commenting, sharing, dismiss, and so on [70]. A common issue that frequently exists
regarding this metric is the data class imbalance problem where the number of clicks compared to
the number of impressions is very few. Some studies [66, 187] suggest that relying on this metric
to evaluate the performance of e-commerce search results can be noisy and generate misleading
outcomes.

2.2.2 Conversion Rate. To evaluate user experience and activities after the click, metrics are
introduced to evaluate ad campaigns following cost-per-conversion business model. The desired
actions for advertisers like purchases, subscription of service, registrations, and installation of a
software, are considered examples of conversion events.
Conversion rate is simply defined as the proportion of users who visited ad creative in online

portal and chose to take any above-mentioned actions after opening the landing website,

CVR =
# o f Conversions

# o f Impressions
. (2)
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A conversion is generally considered as a user response following a temporal order of events
starting with the page visit, ad display, click, to the conversion. In the case where the sequence of
conversion, click, and visit of ads are all available, the prediction of conversion rate is defined as
a post-click conversion prediction. The essential goal of the problem is to estimate the probability
of a conversion event given clicks and the context [88, 160].

2.2.3 User Engagement. Recommender systems have been commonly used in different appli-
cation platforms range from social networks and news feed services to e-commerce portal and
entertainment data stream services. The common problem in these system is the overload of infor-
mation that users are confronted with the high volume of items being overwhelming to browse.
The priority of these systems is to attract more users by replying their requests with a relevant list
of items matched with their preferences. So, the common objective is to recommend a small set of
items that includes promoted ones to get immediate implicit user feedback (e.g., CTR) while keeps
users activating. User engagement objectives have been studies differently in prior research. There
are some studies that model active users by following churn-rate and dwell time analysis. Recent
studies havemodeled user engagement usingmulti-objective optimizations. So two recommending
and online advertising are optimized together to satisfy user experience in the long-term [185, 186].
With the advent of smartphones and the increase in their popularity among users, there is a

surge of interest in developing softwares operating on this platform. As a result, a new online
advertising, called in-app advertising, emerges where specific spots on screen before completing
a transition in the app are designed for commercial ads. In this context, some studies proposed to
provide personalized ads [66, 163] that are evaluated by studying different users’ activity patterns
to model users’ engagement. Because smartphone platforms are personalized with respect to in-
dividual users, user response can be extended to the user engagement concept with the general
questions to learn the factors that can (1) retain user being active to use an online service, like
streaming providers and (2) also help gain revenue through directing people to take a desirable
action with regard to ads. Therefore, several researches [85, 127] investigate features leading to
user engagement with regard to mobile apps, and a recent work [8] proposes to study factors that
are resulting in users being disengaged from mobile apps through hierarchical clustering models.
In video streaming platformss like YouTube, video ads have become a modern effective way of

conveying commercial messages via telling a story to users. In this context, video completion rate
value is a metric designed to evaluate the effectiveness of video advertisements and user engage-
ments.1 As shown in Reference [63] the content, position, and length of video ad along with the
length and the provider of host videos in addition to user connection information (geography and
connection devices) are key factors to impact video completion rates and evaluating the effective-
ness of video ads.
In the context of e-commerce system, use engagement is generally evaluated by ranking metrics

used in information retrieval systems. The performance of ranking in the produced ordered lists is
established by considering a samples of users who have positive interaction with items. Generally,
there is a chance that items preferred by users are missing in the list.Mean average precision at

rank K (MAP@K),mean average recall at rank K (MAR@K) and Normalized Discounted

Cumulative Gain (NDCG) at rank K, are the frequent metrics that give more details about the
ranking performance. The MAP@K assesses how much system can incorporate relevant items in
the list. The second one MAR@K checks how well model can create a list from all available items
being relevant to user preferences. Due to the fact that the relevancy of items to user preferences

1It is defined as the percentage that videos are watched to the end. The more time the video ad is watched by users, the

higher the chance it may influence users to take follow-up actions.
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Table 1. The characteristics of different user response types

Metric Abundance Accuracy
User feedback Illustration of

user preferences
Description

Implicit Explicit
Click-Through
Rate

High Low � Positive Often not the final goal

Conversion Rate Low High � Positive Needs a domain specific definition
User Engagement High High � Positive Assumes a direct trend between retention

& engagement
Takes short-term or sequential user behav-
ior and intents

User rating scores Low High � Pos. and Neg. Sparse data

are not the same, NDCG@K consider the performance to put the more relevant items before the
others in the recommended list S . It gives more significance to hit rates happened at higher ranks of
the recommended list. According to Equation (4), for each item in the recommended list, rels,r = 1
represents a case that the item s ranked at r is matched with the ground truth; otherwise, it would
be rels,r = 0. A log factor is used to assign a penalty with regard to position of items in the list,

MAP@K =
# of recommended items beinд relevant

# of recommended items
MAR@K =

# of recommended items beinд relevant

# of relevant items
, (3)

NDCG@K =

∑
s ∈S
∑K

r=1

rels,r
log2 (r + 1)

# o f recommended items
.

(4)

2.2.4 Explicit User Feedback. In contrast to implicit user feedback, explicit rating score infor-
mation allows users to express their interests or opinions through online methods like surveys.
Compared to implicit user feedback, this information are scarce, since they require users to pro-
vide additional input with regard to items via surveys and online forms. In addition, they may
come with bias in user’s opinions. Implicit feedback are frequently analyzed through models for
classification tasks where explicit user responses are adopted for regression tasks such as rating
prediction so that user rating score with regard to new items are estimated by the system.
Table ?? summarizes characteristics and challenges of different user response types.

3 FEATURES FOR USER RESPONSE PREDICTION

User response prediction plays an essential role for online advertising and recommender sys-
tems [68], where the prediction is typically defined as the probability of users making a positive
response on promoted item in a marketplace, ad, or news article in online platforms [95, 135, 151].
The performance-based advertising is the paradigmmainly followed in online advertising systems,
where the predicted probability is not only used as an indicator to present user preferences, it is
also involved in bidding strategies to determine the revenue of advertiser and publishers [125].
Figure 2 shows the workflow of typical user response prediction models consisting of two main

stages. The first stage is related to data collected from different data sources (Users, Advertisers
and Publishers) in online advertising systems. After the pre-processing and labeling steps, data
samples are described with series of features (fields) along with label (class) values that are nor-
mally specified as binary user response value such as 1 for click, conversion, purchasing, and so
on, and 0 otherwise. For recommendation systems, the output in Figure 2 is an ordered list of
promoted/recommended products. For the prediction task, it will output probability of users mak-
ing an interaction (e.g., a click) on items in the list. Like typical machine learning problems, the in-
put data should be described through feature vectors to capture the class correlation, meaning that
features need to be discriminative for the prediction task. Therefore, during the second (learning)
phase, features are extracted using different approaches, such as (1) using data fields to represent
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Fig. 2. The schema of user response prediction workflow. Embedding layer is the common paradigm to

deal with high-dimensional binary representation in user response prediction. They can either be set by pre-

defined values or be trained as internal parameters in end-to-end models like deep learning methods. The

output can be considered as two types of user responses (a) a scalar value of predicted score for an interaction

between given user ui and item Ij (b) a ranked list of regular and promoted items ordered by predicted user

response scores.

users, pages, and so on, and create sparse features or (2) using embedding-based approaches to
create dense features.

3.1 Type of Features

To accurately predict user response, it is important to train models using discriminative features.
In the following subsection, we will discuss features studied by various methods.

3.1.1 Multi-field Categorical Features. The typical input data fed into online advertising sys-
tems are generally formed as multi-field categorical values. Contrary to continuous features that
are generally found when dealing with images or audios, the input data contains an array of cate-
gorical fields including Gender, City, Age, Id, . . . and device type and ad category, . . ., to describe
users and ads or the other related objects in the system. An event representing the user interaction
with online advertising includes features from different actors like users, publishers, advertisers
and the context in online advertising systems. A representative list of categorical features cor-
responding to user profile and behavior, advertisement and publisher’s web-page is provided in
Table ??. The one-hot encoding is the conventional approach to deal with this type of data [48]. As
shown in Figure 3, each field is shown as a binary vector. The dimension of vector is determined
by the number of unique values that are taken in the field in which one entry is set as one while
the remaining as zero. In this example, fields like gender has the length of 2 and the length of week-
day is 7. The simple way to represent features is the concatenation of these vectors that typically
creates a high-dimensional sparse binary vector. In the mathematical way, considering the input
data with n feature fields and xi is the hot-encoded vector of the field feature i with dimension of
Ki where

∑n
j=1 |xi | = k . In the case k = 1, we have one-hot-encoded vectors while k > 1 refers to

multi-hot-encoding [39, 97, 190] that feature field is represented bymore than one value entries. To
handle the high-dimensionality issue, the common approach for many classification-based meth-
ods is employing the embedding step to generate condensed embedding vectors. These vectors
can be concatenated like x = [x1, . . . ,xi , . . . ,xn] to create input layer of different user response
predicting models.

3.1.2 Textual Features. In search advertising, ads are displayed in the search result pages, in-
corporating textual data such as headline, relevant keywords and the body to highlight the details
of promoted products. Many research proposes to treat click-through rate prediction task as the
similarity learning between users’ query keywords and keywords of ads using their proposed
text-based similarity. For example, keywords in the title and body of advertisements [6, 33] and
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Table 2. Representative categorical features corresponding to the

main online advertising objects

Object Code Features
User Id, location(Area, city, country), IP, Network Spec, Browser cookie, Gender, Age , Date
Advertiser Ad id, Ad group Id, Campaign Id, Ad Category, Bid, Ad Size, Creative, Creative Type, Advertiser Network
Publisher Publisher(Id), Site, Section, Ad Placement, Content Category, Publisher Network, Device type, Page Re-

ferrer
Context Serve time, Response Time

Fig. 3. The characteristics of multi-field categorical features as the input to user response prediction models.

The binary representation of multi-categorical features is created using one-hot-encoding.

keywords in user queries are considered as two sources of data to extract textual features in many
designed models [32, 41, 147]. Relying only on ad textual content and user query at character-
and word-level, a deep CTR prediction model [32] collects data from textual letters of query along
with the title, the description, and the ad URL. They are organized to feed into system as a one-
hot-encoded matrix.

3.1.3 Visual Features. E-commerce platforms, which are available through web portals and mo-
bile apps, are hosts of many categorical ads and items. Each item is generally described by texts and
images, acting as visual features to attract users’ attention. Categorical features are generally used
for model user behavior history. However, the data sparsity issue in categorical data encourages
to consider intrinsic visual information in images for the development of further methods [19, 38].
There is also an increasing interest to develop video ads for digital streaming platforms in which
user responses generally happen by clicking on the image section [134]. Very recently, user facial
information along with user behavior history is proposed to use for modeling user purchase inter-
est. Analyzing this type data can provide an estimation of some user profile information such as
gender, age and ethnicity, which in turn draw inferences about user background and status and
their manner for purchasing [86].

3.2 Organization of Features

Earlier studies to analyze user responses in online advertising mainly use one type of multi-field,
visual or textual features for model designing, mainly because of their transparency and easy to
interpret. Advanced models are later studied to extract complex features for better prediction ac-
curacy. In the following section, we will go over a couple of models that take advantage of two
important layout of features such as sequential and hybrid features to improve the performance
of predictive models.

3.2.1 Temporal and Sequential (User Behavior) Features. Users activities are commonly recorded
as data logs available in many online data provider services. Considering the sequence of user
actions w.r.t. different types of ads are valuable features for analyzing user response predic-
tion [115, 170, 189]. The majority of proposed methods are categorized into recurrent neural
network-based and network-based models (detailed in Sections 4.3 and 4.4.2). Some studies in the
literature showed that the history of previous visited pages, clicked ads [163], and not-clicked ads
[100] sorted by time in system can be leveraged to model sequential dependency between input
features. Several studies have shown the importance of these features to enhance the performance
of various user response prediction tasks [36, 40, 189, 190].
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In Reference [190], user behavior features are represented as a list of visiting events of ads,
each of which are described by categorical features about goods, shop, and page categories of past
user-defined time points. Each time point is described using multi-hot-encoding.
Sessions are also used to represent user’s behavior history [36]. Separated by occurring time,

user activities are considered homogeneous in very short time slots within sessions but different
with regard to other sessions. User interaction patterns over time are evolving in short-term and
long-term trends. A common scenario is to deal with virtually short-term sequences of user be-
haviors when user profile (e.g., ID) of active users is not accessible via log-in to system. So, the
task of predicting user responses is defined to extract relevant patterns based on limited actions of
anonymous users. In this case, the complete user interaction histories are also organized into ses-
sions [115, 183]. The long-term user interaction can also be studied to create user profile behavior.
It can not only provide indication of user intent change over time that can be used to improve the
predication user responses, but also the popularity pattern regarding products can be identified to
remind users about a product according their previous interactions. In Reference [40], the authors
consider a sequence of user activity events before and after the ad click and corresponding passed
time-slot to investigate the potential user conversion intents. They analyzed the effect of elapsed
time as a feature for conversion rate prediction and using targeting and retargeting2 paradigm for
different users in online advertising systems.

3.2.2 Hybrid Features. Combining different types of features are also studied to enhance user
response prediction. Some studies use textual features along with multi-field categorical features
to improve the performance of recommendation systems in e-commerce platforms [97] and the
sponsored search marketing [25]. Some research consider the compounds of categorical features
and image data [19, 38] and the combination of categorical features with video data [134] to im-
prove predictions. The combination of different features in modeling lead to various compound
embedding layer for input data to generate a condensed feature representation, with pooling be-
ing employed to reduce parameters and cope with over-fitting. Max and sum pooling are also
studied as the aggregation mechanism in some studies [25, 38]. The concatenation of feature em-
bedding vectors is a straightforward approach commonly used in many studies [78, 117, 130, 179].
Recently, an adaptive approach to combine most relevant features from different feature types is
employed based on attentive mechanism [38, 190].

4 USER RESPONSE PREDICTION FRAMEWORKS

For years, user response prediction, in online advertising, has been continuously evolving. Early
approaches usually reply on hand crafted features to dissect data into different segments, where
each segment contains users with similar response. Therefore, the click-through rate values or con-
version rate values estimated on each segment can be used to estimate future (new) users’ CTR
values. Following similar approaches, clustering or collaborative filter-based approaches are also
proposed to recommend ads to users. In the context of recommendation systems, the ordered list of
items including promoted products are proposed to users by predicting how likely the list contains
items matching to user preferences. The evaluation of these systems are examined with different
ranking and regression metrics (detailed in Section 2.2). Typical types of recommender systems
have analyzed past user interactions to detect a connection between users and products either
through studying users with same tastes or similar items visited by different users. Recently, ma-
chine learning-based, especially deep learning-based, approaches have become increasingly pop-

2A cookie-based advertising that tracks users clicking or visiting ad in a website who have not taken further actions

against promoted products. Using this paradigm advertising systems remind users their previous interest about a promoted

product.
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Table 3. A Taxonomy of User Response Prediction in Online Advertising,

along with Representative Publications

Category Publication
Data Hierarchy Based [1, 2, 15, 62, 68, 99]

Collaborative-Filtering
Based

Hierarchy Based [82, 95]
Network Based [50, 61, 146, 149, 156]
Hybrid Methods [20, 51, 161]

Supervised Learning

Predictive Models

Logistic Regression [5, 17, 27, 48, 65, 68, 121, 145,
180, 193]

Factorization Machines [21, 53, 57, 84, 99, 99, 106, 107,
112, 118, 122, 177, 179]

Deep Learning Methods [12, 15, 15, 19, 25, 32, 36, 38, 41,
51, 78, 83, 97, 100, 110, 130, 137,
163, 166, 189–191]

Hybrid Methods [22, 44, 117]

Ensemble Methods

Cascading [179]
Stacking [5]
Boosting [87]
Mixed [159]

Un-supervised &
Semi-supervised
Learning

Network Based

Network Embedding: (Node
Embedding, GNN-based methods,
User Intention Network Modeling)

[71, 74, 115, 150, 169, 170]

Knowledge Network Based:
(Node Embedding, Meta-path-
based methods, GNN-based
methods)

[35, 50, 116, 147, 148, 156, 157,
174]

Clustering Based [47, 119]
Stream-Based Data [9, 29, 64, 67, 70, 126, 192]

ular for user response prediction, mainly because these approaches can simultaneously accom-
modate a large number of features, and learn to create new features, for accurate user response
prediction.
In Table 3, we propose a taxonomy of user response prediction, which includes hierarchical-

based methods, collaborative filtering-based approaches, supervised, semi-supervised, and unsu-
pervised learning studies. In the case where labeled data are available, supervised learning algo-
rithms leverage the label in the definition of the loss function in their learning procedure. Unsuper-
vised learning rely on unlabeled data for the loss function optimization. Semi-supervised models
are between supervised and unsupervised models where their objective functions are optimized
considering both data with and without labels. The supervised methods can be further catego-
rized into basic predictive models and ensembles ones whereas semi-supervised and unsupervised
category consists of network-based and clustering-based methods. The last category in the taxon-
omy includes stream-based methods. Following subsections will discuss and review representative
methods in each category.

4.1 Data Hierarchy-based Approaches

Using unstructured input features, data sparsity and cold start are common issues in online adver-
tising and recommender systems. Data hierarchy-based methods refer to approaches that organize
data in a hierarchical format [81]. Themotivation is to build a tree structured hierarchy, using some
selected features, such that each leaf nodes represents a user groups sharing similar response. This
hierarchy provides valuable information to show correlation between user responses at different
level of granularity, which alleviates the adverse effect of limited historical information about
users.
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Fig. 4. The sample taxonomy representing a hierarchical structure for Advertiser and Publisher data where

(a) demonstrates grouping ad creatives throughmulti-level joint points when they are of same campaigns and

are designed for the same devices by an individual advertiser; (b) the publisher hierarchy from ad placement

in web-pages, the running devices, and grouping of publishers.

4.1.1 Data Hierarchy. As the first attempt to cope with data sparsity and limited historical data
in online advertising, hierarchical structures of publisher web-pages, ads and end-users are com-
monly used to address correlation between input features [1, 2, 68, 81, 99]. In this case, users,
web-pages, and ads are grouped based on different factors, such as demographic or geographic
information about users, domain and content of web-pages, and the context and campaign of ads.
An example of the data hierarchy is shown in Figure 4. From an advertiser perspective, the hi-
erarchy can be created by classifying ads based on campaign, content type, and advertisers. For
publishers, web-pages can be grouped using simply URL path or the content category. Users can
also be organized as hierarchical data using third-party information like user geographic, ad and
web-page visit history, and so on. Studies show that data hierarchy for ads, pages, and users pro-
vides useful knowledge to handle data rarity in click-through prediction [68]. Partitioning input
space using tree structure represents similarity between connected nodes with respect to user re-
sponses in local areas [2, 99]. In industry, these data hierarchies are created and maintained by
domain experts.

4.1.2 Representative Hierarchy-based CTR Prediction Frameworks. Input features of online ad-
vertising systems consist of various sparse categorical features, which contribute to generate rare
user responses such as clicks or conversions. To address these issues, many methods propose to
create a hierarchical structure from input features to estimate user response from previous similar
available samples [2, 68].

Problem Definition. For ads being served to users multiple times, the baseline problem to predict
user response is defined as: given a pair of web-page j and ad k , the probability of response, like
a mouse click, is calculated through the probability formula Pjk = Pr (Click |Impression; j,k ). This
probability, i.e., CTR, can be computed via binomial maximum likelihood estimation (MLE)

whereVjk indicates the number of times adk is displayed on theweb-page j, andCjk is the indicator
of click number, respectively [125, 158]. For the case Vjk = 0 or equals to a small value, the value
of MLE estimate for CTR values becomes unreliable. Therefore, in literature, different methods are
proposed to exploit hierarchical information for smoothing out the MLE predictions.
For instance, authors in Reference [2] proposed to utilize two hierarchical structures between

input features related to web-pages and ads to improve the prediction of user click responses in
online advertising. In this study, they tackled a form of sparsity issue in the input data with a
few number of available clicks and impressions. To reduce the variance made by the sparse clicks
and/or impressions, a sampling approach is used to alleviate the rarity issue via negative sampling
of majority class, i.e., web-pages without a click response. To control the effect of the bias made by
sampling, a two-step method is used to predict the click-through rate. In the first step, a maximum
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entropymodel is optimized based on an iterative proportional fitting method to estimate the actual
number of impressions at all defined levels in the hierarchical structure. A tree-shaped Markov
model is then used to predict the click-through rate value in the whole levels of the hierarchy
using correlations between sibling nodes.
Further, a statistical solution for high-dimensional hierarchical categorical data named as log-

linear model for multiple hierarchies(LMMH) [1] is introduced for online advertising systems. It
improves user response prediction by exploiting correlations between sibling nodes at different
data hierarchy levels. To increase the scalability of model to large dataset, a spike and slab vari-
able selection method is proposed to control number of parameters in the regression model. This
method deals with rare response rates by pooling data along a directed acyclic graph obtained
through a cross-product of multiple hierarchies.
Another study [62] advances the LMMH method using higher-order feature interactions by

fitting local LMMH models to relatively homogeneous subsets of the data. Given a relatively ho-
mogeneous partitioning of the feature space, several local LMMHmodels are fitted to data subsets
on different nodes of a decision tree. To address over-fitting issue in the model, models are coupled
with a temporal smoothing procedure designed based on a fast Kalman filter style algorithm.

Last, the study in Reference [68] investigates the data hierarchy for three objects of users, ad-
vertisers, and publishers to deal with the data sparsity and class imbalance problem for conversion
prediction. Taking conversion event as Bernoulli random variable with two possible values of con-
version and no conversion, a binomial distribution is used to model the conversion given a triple
of user ui and ad ak and web-page pj . To address the data sparsity, they propose to capture the
correlation in the conversion output using clustering of similar users with regard to conversion
rate values, grouping advertisements from the same campaigns and web-pages with same category
types. The conversion estimation is calculated at different levels of the hierarchy made from the
cross product of levels in three hierarchical structures of users, publishers and advertisers via the
maximum likelihood estimation as follows:

P (Y = 1|u ∈ Cui ,p ∈ Cpj ,a ∈ Cak ) =
⎧⎪⎪⎪⎨
⎪⎪⎪
⎩

Ci jk

Ii jk
if Ii jk > 0

unknown otherwise

, (5)

whereCui is the cluster to whichui belongs;Cpj andCak indicate the cluster of web-page pj and ad
ak , respectively. The final estimation of the conversion rate value is then modelled using logistic
regression from the linear combination of MLE estimators at different hierarchical levels.

4.2 Collaborative Filtering-based Approaches

Collaborative filtering is an effective approach to predict online user interests. The general idea
is to analyze previous behaviors of users to predict possible future user interests or to generate
suggestions that may match to the preferences of the new similar users.

Problem Definition. For collaborative filtering methods, the input is an incomplete sparse matrix
X ∈ Rm×n of user-item preferences, which suffers from the data sparsity, i.e., some Xi j entries
are missing. The goal is to fill in missing entries with predicted scores. The state of the art in
collaborative filtering is matrix factorization [52, 95], which is based on an idea that the matrix of
users’ preferences w.r.t items X can be factorized into two low-rank matrices of Users α and Items
β . It is modelled as X � αT β , where α ∈ Rk×m and β ∈ Rk×n and k is the dimension of latent
features. Conceptually, each αi represents a user, and each βj represents an item. The simplest
factorization model is to solve the following optimization where latent feature vector of users and
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items are controlled with user-defined regularization function σ in different studies to prevent the
model from the over-fitting issue [61, 95],

min
α,β

1

|O |
∑

(i, j )∈O
(Xi j − αTi βj )

2 + σ (α , β ). (6)

In general, collaborative filtering is based on the past interactions between users and products. It
can be seen as the implicit feedback like click or conversion event on products or explicit feedback
like product ratings. Interactions between web-pages and ad banners can be shown as a matrix
of web-page-by-ad feedback score (click-through or conversion rate rate or product rate values).
The correlation between web-pages and ads is captured to calculate predicted scores for missing
entries that can be intuitively related to the user response prediction task. The major studies in this
category take advantage of collaborative filtering methods along with side information such as the
user and item neighborhood models [61], the data hierarchies [82, 95], and knowledge graph data
[146, 149]. Hybrid models are used to tackle scenarios with data sparsity and cold start problems
to improve the prediction performance. It is conventional that initial models resorted to apply
matrix factorization and inner-product operator on latent factor vectors to establish connection
between users and items. Recently, neural architecture [51, 161] and attention mechanism [20]
are proposed as the alternative to learn higher-order interactions on data. The user responses
analyzed to evaluate the performance of models in the studied papers range from explicit product
rate scores [61, 161] to implicit user feedback like CVR scores in References [95, 146, 149] and
recommended ordered list [20, 51].

One of initial works in the collaborative filtering domains, developed based on latent factor
models like singular value decomposition, is known as SVD++[61]. For a personalized recommen-
dation system task, the authors improve the accuracy of system by addressing both explicit and
implicit user feedback in a hybrid model. To do so, additional terms are added to optimize the loss
function (6), which is organized in three levels. In the first level, bias terms, in form of the addition
of average of rating value of all items, the bias in average rating made by user αi , and the corre-
sponding bias for item βi to control the discrepancy between actual values and predicted values
in the loss function, are added. In the second level, a loss function is defined by adding a term
to include implicit available feedback. They refer to all items that user had an interaction before.
The implicit feedback here are considered from a series of browsing, purchasing, and search user
histories in e-commerce systems. In the last level, a neighborhood model that addresses the effect
of bias in average rating value made by neighbor users and items is added. Combining these terms
together, the parameters of proposed model are updated using gradient descent optimization. It
led to an improvement calculated for product rating prediction and providing top-k personalized
recommendation tasks.
In an extended matrix factorization design [95], hierarchical information of web-page and ads

are integrated as additional side information into latent features of collaborative filtering to tackle
data sparsity and cold start problem. Explicit features from ads and web-pages in side information
are linearly augmented to implicit features using a log-linear latent features model and a suggested
user friendship-interest propagation framework to enrich input features. As a hybrid method, it
includes hierarchical structural information into their factorization model using three learning
ideas such as hierarchical regularization, agglomerate fitting and residual fitting.
In online advertising, interactions are generally made between multiple entities including users,

items, and ads. Tensor factorization, as an extended version of matrix factorization, can use the
similarity between different types to predict potential interaction between pair of instances. To
address the compound similarity of entities with regard to a possible interaction, a Hierarchical
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Interaction Representation model [82] is proposed to provide a joint representation to model mu-
tual actions between different entities. Three-dimensional tensor multiplication is used for model-
ing characteristics of pair of entities.
Recently, some studies [146, 149] propose to organize user and ad as heterogeneous information

graph to improve collaborative filtering. The authors of Reference [146] suggests an end-to-end
learning method to incorporate side information from knowledge graph into an item-based collab-
orative filtering approach for click-through rate prediction. They propose an extended knowledge
graph embedding method that starts building an initial user preference sets in the knowledge
graph that are originally set up from previous user click activities. An iterative propagation of
user preferences along edges over the knowledge graph is used to create k Ripple sets to model
potential user liking versus items. Learning an embedding vector for each ripple set, the embed-
ding vector of user response versus items is calculated from the sum of corresponding embedding
vector of ripple sets. The click-through rate score of user u versus item v is modeled using dot
product embedding vectors of u and v each of which are trained based on a Bayesian framework
and gradient descent learning.

4.3 Supervised Learning-based Approaches

In this section, we review supervised learning-based methods that formulate the prediction of user
response rates as binary or multi-class classification task in online advertising platforms. These
methods can be categorized into two categories including the basic and ensemble predictive meth-
ods. Following the structure in Figure 2, input features are generally considered as multiple feature
fields gathered from different sources like user, advertiser and publisher. The input layer in classi-
fication methods are considered as a numeric vector from concatenation of all fields,

x = [x1 | |x2 | | . . . | |xn] , (7)

wheren is the number of features and xi is the representation of field i . For categorical data, feature
value is encoded into a numeric vector through directly one-hot-encoding. Fields with continuous
values are first discretized to be encoded to binary vectors by one-hot encoding.

Logistic Regression-based methods. Logistic Regression (LR) is one of the first attempts to train
models to predict user response from input categorical features. As it is shown in Figure 6(a), this
method uses linear combination of coefficient values and input sparse binary feature vector to
predict the binary output value. Given the input dataset with m instances of (xi ,yi ) where xi ∈
{0, 1}n is an n-dimensional feature vector and yi is the label to represent the user response as
(click:1, no-click:0). The predicted probability of xi belonging to class 1 is modeled by Sigmoid
function as

Pr (y = 1|xi ,w ) =
1

1 + exp(−wT xi )
. (8)

The model coefficientw ∈ Rd is achieved by minimizing the negative log likelihood as follows:

min
w

λ

2
‖w ‖2 +

m∑

j=1

log(1 + exp(−yiϕLR (w,xi ))), (9)

where ϕLR (w,x ) = w0 +w
Tx = w0 +

∑n
j=1wixi is the linear combination of coefficients along with

bias valuew0 and features thatw0 ∈ R andw ∈ Rn . As it is shown in the literature, Equation (9) is
convex and differentiable, so gradient-based optimization techniques can be applied.

Challenges and extended methods. Some studies [17] indicate that the implementation of logis-

tic regression methods is possible with high scalability through Maximum Entropy approach and
a generalized mutual information and feature hashing as the regularization. However, modeling
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Fig. 5. (a) FM Model: The architecture of Factorization Machines method as the extension of logistic regres-

sion by using dot-product ⊗ operators fed by dense embedding vectors of input sparse features. (b) Field-

aware factorization machines (FFM) model: The structure is similar to FM model. The difference is that the

sparse interaction between each feature value in the current field i with another one in the other field (ex.

i + 1) is modeled by a separated embedding vector. Each feature field i is represented by an embedding

matrix.

linear interaction between feature values only address the effect of features with class label sepa-
rately. Therefore, it cannot always generate an acceptable performance in user response prediction
task that gets impacted by some issues such as class imbalance originated from low click and con-
version rates, the cold start issue for new instances, long cycle of user purchase responses, and
non-linear interaction between input features. The authors in Reference [27] use historical infor-
mation of brand website visit as the proxy to model predictor using logistic regression model. A
study [68] suggests to create hierarchy structure from previous user performances that is captured
from grouping ad campaigns and publisher pages and users. A logistic regression model is used
for linear combination of local MLE estimators.
Employing the side information using transfer learning has also been studied in some work [26,

165]. In Reference [26] a transfer learning method is developed to combine data from a model
on small set of conversion data to improve post-view conversion rate for large number of ad
campaigns where click event is not necessarily required. In Reference [165] a transfer learning
approach was developed to design a natural learning processing method to capture transferable
information of related campaigns. It is motivated by the fact that the similar searched content and
visited web-pages by users can be indicators of their future purchase interest. In another work,
a practical result from applying logistic regression for big data in social media platform demon-
strated that the weakness of linear modeling could be reduced by cascading with decision tree
models to implement non-linearity of input categorical data [48].

Factorization-basedMethods. To consider non-linear interaction between features values, factor-
izationmachines (FM) combine support vector machine method with factorization models [122].
This allows the method to carry out parameter estimation under the data sparsity using linear
complexity. This can be done by modeling the feature value interactions through a product of two
latent vectorsvi ,vj ∈ Rk . The dimensionality of latent vectors is the hyper-parameter that defines
the number of latent factors,

ϕFM = w0 +w
T x +

n∑

i=1

n∑

j=i+1

〈vi , vj 〉xix j . (10)

Figure 5(a) shows the architecture of factorization machines as the combination of two terms
including the feature interaction 〈vi ,vj 〉 and linear informationw0+w

Tx to model click responses.
The idea is that embedding vectors of features can be trained well to preserve feature interaction
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through dot product operation if there are enough occurrences that the features appear in the
dataset.

Extended Factorization Machines models. Since factorization machines have a closed form equa-
tion that can be calculated in linear time, it is shown that the parameters of models can be trained
using gradient-based methods like stochastic gradient descend optimization (SGD) [122].
Some studies showed that FTRL-Proximal algorithm with L1 regularization and per-coordinate
learning rate, which was successfully used for logistic regression-based models [92], can also out-
perform SGD algorithm for extended factorization machine models [139]. However, this method
suffers from some limitations.
One of the downsides of factorization machines modeling is that for multi-field categorical data,

feature values may come from different field feature that may change the interaction between fea-
ture values. But most methods deal with feature values uniformly. Therefore, Field-aware Factor-

ization Machine (FFM) [57] is proposed to discriminate the interaction between various feature
values of different fields. To this end, it suggests to add one dimension to model parameters to
allocate more than one embedding vector to features, since pairs of features incorporate differ-
ent feature types information. This changes the modelling of feature interaction as the following
equation:

ϕF FM = w0 +w
T x +

n∑

i=1

n∑

j=i+1

〈vi,F (j ) ,vj,F (i )〉xix j , (11)

where F (i ) is an indicator of field name that feature corresponding to the first entry of feature
interaction while F (j ) is an indicator of field name that feature is related to the second entry
of interaction. Lack of consideration into the importance of features and the limitation of inner-
product to model feature interaction are two issues in baseline methods of factorization methods
have been studied in many other works as follows.
The baseline factorization machine methods usually consider all combinations of feature values

in different fields with the same weight. But interactions between features often vary and do not
have equal values. So there is a chance that using less important features in the training set, the
noise is actually learnt by the model that can have the adverse effect on the performance. This
motivates studies to impose weights on the interactions [53, 106, 162] To this end, the authors of
Reference [106] proposed a weighted version of field-aware factorization machine that can use
the memory efficiently for model parameters. It adds more information through a weight matrix
to consider the difference in the strength of interaction between feature values originating from
different pair of fields. In Reference [162] follows a deep learning study in which the importance of
feature interactionwere studied using an attention network through a layer to learn corresponding
weights. The study in Reference [99] centered the work on a different aspect to use a cost sensitive
approach to address the cold-start issue and using the data hierarchy for the data sparsity. They
designed an importance-aware loss function to assign the more importance weights and penalty
values for ad samples that are shown more to users but their user response predicted wrongly.
The authors of Reference [112] also proposed a robust factorization machines method consider-
ing user response prediction as a classification problem under the noise. The uncertainty within
input samples is modeled by an optimization through an uncertainty vector with each dimension
corresponding to independent noise value.
Aside from the above-mentioned points, the capability of factorization machines to address data

sparsity issue using inner-product operation can be limited when confronting high-dimensional
data. Modeling only second-order feature interactions is not expressive enough for implicit higher-
order feature conjunctions. This stimulated motivations to propose high-order variants of factor-
ization machines method [13, 53, 164]. In Reference [53] authors extended the feature interaction
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modeling in factorization machines using a bilinear interaction method that combines inner prod-
uct and Hadamard product together to generate a fine-grained feature interactions. Very recently,
Reference [164] proposed a score function to replace inner-product operation between embedding
vectors of input features. They discussed that using Lorentz distance, the triangle inequality prin-
ciple between two points with regard to the origin point is not always consistent. They suggested
to use the sign of triangle inequality to learn feature interactions through a proposed Lorentz em-
bedding layer. To this end, a novel triangle pooling layer is proposed to substitute for the typical
factorization machines structure.

Hybrid Approaches. Hybrid methods follow a classification technique that involves a number
of heterogeneous methods each of which acts complementary to each other. Each method solves
a different task and the classification decision is reached by the one method at the end. The dis-
tinction between ensemble methods and hybrid methods is that the former models are trained
separately to generate the predictions at the inference time. On the contrary, hybrid models fol-
low a joint training that optimizes all parameters simultaneously. This idea makes a motivation
for attempts at developing more complex machine learning methods that are able to model a non-
linear user interaction in online advertising systems. Regarding the user response prediction, the
primitive predictors based on the logistic regression or factorization machines have weakness to
capture limited range of feature interaction by addressing linear relations or dot product interac-
tions between input features. Their performance is suffered from the data sparsity, class imbalance
problem and cold-start problems. To address these issues,hybrid architecture of classifiers has been
proposed in many studies. The categorization of hybrid models are presented as follows:

Logistic regression-based methods. One of the first studies to improve logistic regression perfor-

mance was the addition of decision trees to the structure of model [48]. To address the data sparsity
in input data consisting of multi-field categorical data, they use a cascade of decision trees struc-
tured by boosting ensemble paradigm to provide a non-linear transformation of categorical fea-
tures. Following a gradient boosting machine, the boosted decision trees generate a feature vector
with the user-defined dimension k that is passed to logistic regression classifier for prediction.

The success of deep learning methods in capturing higher-order interactions motivates research
to include deep neural networks to improve the Logistic Regression in different studies [22, 130].

Although the logistic regression models have shown a good scalability and interpretability to
handle the massive data in the online advertising industry [17], the generalization of model for
predicting new samples is limited and highly dependant to whether high quality features can
be obtained through feature engineering. Using the polynomial regression applied, the logistic
regression model can only capture low-order feature interactions. This drives the authors of Ref-
erence [22] to approach a hybrid structure of logistic regression and deep neural networks that
are trained jointly to consider low and high-order feature interactions when there is the data spar-
sity issue and dealing with massive data. As shown in Figure 6(b), the framework includes two
components, i.e., wide and deep. Wide linear component is modeled by the logistic regression clas-
sifier. It analyzes two sets of input features including raw categorical features and transformed
features that are designed to memorize sparse feature interactions using a cross-product feature
transformation. Following the feature engineering approach on the training data, the transforma-
tion function is designed to represent the frequent co-occurrence of features to explore the possible
correlation with user responses. The deep neural network component is trained to generalize the
prediction for unseen inputs through low-dimensional embeddings. In this model, the final output
is calculated from the combination of wide and deep components using the logistic loss function.
In initial studies, the embedding vectors are generated from a embedding dictionary by feature
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Fig. 6. (a) Logistic Regression (LR) model: linear modeling of sparse feature values. (b) Hybrid model (Wide &

Deepmodel) as the alternative to FactorizationMachines to use a deep component to capture higher- (≥two)
order feature interactions combined with the Logistic Regression addressing low-order feature interactions.

hashing method [17] where most frequent categorical values are transformed by projecting into
pre-defined fixed-size numerical vectors [22, 25, 130]. The other models covered in the next section
fix this issue using trainable embedding vectors.
Some recent studies in this category extend different elements in the hybrid design like embed-

ding vectors [49, 97, 191] and neural network architectures [130, 189, 190] to improve prediction
performance. Although it is typically expected that stacking of multi-layer fully connected neu-
ral networks can capture arbitrary non-linear relations between input features, dealing with a lot
of parameters can cause different issues such as the degradation and over-fitting. A study [130]
proposes to use a residual neural network for a deep component, where five hidden layers of
residual units combined with original input features are added to the result of two layers of ReLU
transformations. The effect of aggregation of embedding vectors on the prediction performance
is also studied in Reference [49]. The baseline methods [22, 130] follow a simple concatenation of
embedding vectors in Figure 6(b) to be fed in a deep component to capture feature conjunctions.
They demonstrate that it may carry less non-linear information in the low-level. Therefore, they
suggest a Bi-Interaction pooling encoder to capture more informative feature interactions. Consid-
ering an embedding vector for each feature value, the Bi-Interaction pooling operation is designed
to generate the aggregated vector as follows:

fBI (Vx ) =
n∑

i=1

n∑

j=i+1

xivi 
 x jvj , (12)

where Vx = {x1v1, . . . ,xnvn} is the set of embedding vectors, xi is binary feature value in sparse
input vector, vi is embedding vector and 
 operator makes element-wise product of two vectors.

Further, the authors of Reference [97] pinpointed that the semantic intrinsic relations between
embedding vectors of user and ads can be captured through their proposed structured seman-
tic models. They propose a series of orthogonal convolution and pooling operators rather than
trainable convolutional operators that can be applied as embedding vectors to address semantic
relations in input features. Experiments reported in the above studies show that applying hybrid
methods can improve logistic regression, which highly depends on the quality of features prepared
by using feature engineering. This encourages further studies to develop extensions of factoriza-
tion machines with better generalization ability.

Factorization-based hybrid methods. In Reference [44], the authors provided a successful version

of hybrid methods as the stack of factorization machines and fully-connected neural networks.
The success of this design later led to employ this structure as a base for developing many ex-
tensions [152, 176]. The study pinpointed that Wide & Deep method [22] has some challenges in
modeling of feature interactions, since the wide component includes the logistic regression model
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Fig. 7. (a) Hybrid model (DeepFM): It is combined by a deep component (fully connected neural network)

with a FactorizationMachinesmethod (Figure 5(a)) using a shared embedding layer to feed dense embedding

vectors as the input to the structure. (b) Hybrid model (DeepFFM): It cascades the FFM interaction model in

Figure 5(b) to a MLP network as the deep component.

trained using a feature engineering. It can cause a poor generalization. They investigated to use
a factorization machine to automatically capture feature interactions from one-hot-encoded fea-
tures. Following the structure shown in Figure 7(a), the proposed model, DeepFM, combines the
power of factorization machines and deep learning for the feature learning in a recommendation
application. The new neural network architecture models linear and second-order feature interac-
tions through FM and models high-order feature interactions by fully connected neural network.
Replacing the logistic regression with factorization machines and using a shared embedding layer
between these two components, they build a model in an end-to-end manner without a feature
engineering.
Figure 8 shows the embedding layer structure, which is designed to project discrete feature

values to a dense numerical vector space. This projection is modelled by a layer of linear neurons
defined on the top of one-hot-encoded input vectors [43]. It includes an embedding matrix of
parameters learned for each feature field. Embedding vector representing each categorical field
can be shown as follows:

ei =Wixi , (13)

where ei is the dense embedding vector and xi is the sparse binary representation.Wi is the embed-
ding matrix for the i field with the dimension ofmi ×di .mi denotes the number of discrete values
for categorical field i and di is the user-defined dimension of dense embeddings. In practice, the
functionality of embedding layer is identical to one layer of densely connected neurons without
considering bias links and activation functions. It is shown that the embedding matrixWi can be
considered a lookup table for each field. This is because in the case of one-hot-encoded input, the
multiplication of input with embedding vectors in Equation (13) can be replaced by corresponding
embedding vectors at referred indices in the embedding matrix. Randomly initialized, the weights
wi j in the embedding matrix are trained during the optimization of the target value in different
models.
In Reference [117] a new hybrid is proposed through combining embedding vectors and a cas-

cade of factorizationmachines and aMLP network. Thismethod takes advantage of learning ability
of neural networks and discriminative power of latent patterns in a more effective way than MLPs,
through adding a product layer between the embedding layer and the first layer of the fully con-
nected neural network. The model is examined with inner and outer product operations in the
product layer, to examine different methods to model the feature interactions, combined with Sto-
chastic Gradient Descent training (using L2 regularization) and a dropout mechanism to address
the over-fitting issue.
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Fig. 8. The structure of embedding layer to generate dense embedding vectors. It includes a linear mapping

from discrete categorical features represented by one-hot-embedded vectors to dense numerical embedding

vectors. It equals to a layer of linear neurons above input layer whose weights are getting trained using

gradient descent optimization. The weights are formed in a embedding matrix(lookup table) to accomplish

the linear transformation. The rows in the matrix represent embedding vectors for discrete values in the

categorical fields.

As introduced in Section 4.3, in the FFM [57] method as the field-aware factorization machines,
each feature value is represented by more than one embedding vectors to model combinatorial
features in input space. It addresses different weights for interactions occurring between different
feature types.
The large number of features in latent vectors generally cause space complexity problem and

memory bottleneck [57]. In addition, DNN-based models may run into insensitive gradient issue
when dealing with multi-field categorical data that deter the progress of gradient-based optimiza-
tion. To tackle these challenges, a net-in-net architecture is proposed as the generalization of kernel
product [118] to model feature interactions. So a micro network including one layer of the fully
connected neural network cascaded by dot-product feature latent features is used as the special
kernel function to alternate a simple inner-product function in factorization machines.
Following the success of field-aware factorization machines [57] in capturing feature interac-

tion with regard to feature fields information, a study [168] extends this idea to provide a hybrid
model of FFM and a fully connected deep neural network to learn feature conjunctions in the in-
put data, as shown in Figure 7(b). In this case, each sparse input feature is represented by multiple
embedding vectors to address the effect of feature with regard to the feature field in inner (dot-
product) feature interactions. The embedding vector are organized as a two-dimensional matrix
with size of k × n where k is the dimension of embedding and n is the number of feature fields.
Applying n(n − 1)/2 inner-product calculations between pair of embedding vectors to generate
intermediary input vectors, the predicted click-through rate value is generated from the output of
Deep component. Field-aware Neural Factorization Machines [177] further extends this method,
by introducing a Bi-Interaction operator with a wide concatenation based on Hadmard product
operator as the alternative to the inner product layer in Figure 7(b). Using Bi-interaction operator
to calculate feature interaction, the dimension of input vector of deep component is changed to
n(n − 1)/2 × k . The increase of parameters in the embedding vectors of field-aware-based fac-
torization machines methods can decrease the prediction performance because of the over-fitting
issue. Therefore, it demands to select features before the feature interaction procedure in factoriza-
tion machines. Compared to the Attentional Factorization Machines method [162], which captures
the important cross features interaction step in the FM model, a recent study [176] evaluates the
importance of features before applying feature interaction step using Squeeze-Excitation network
[53, 176]. The authors of Reference [176] introduced an attention-based method to selectively use
more informative features in embedding vectors. They propose to apply Compose-Excitation net-
work as the extension of Squeeze-Excitation Networks to select important feature representations.

Generic hybrid methods. Some studies [75, 154] develop a hybrid method to generalize the idea
of factorization machines method. The authors of Reference [154] extended the second-order fea-
ture interaction in factorization machines to higher-order levels through a multi-layer network
structure where the maximum level of interaction order is determined by the number of layers.
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Considering the structure of DeepFM method in Figure 7(a), a cross network is employed for
feature crossing operation using Equation (14) through weighted dot product of current output
vectors at subsequent layers,

xl+1 = x0· xᵀl ·wl + bl + xl , (14)

where xl ∈ Rd denotes the output vector calculated at level l and wl ∈ Rd and bl ∈ Rd constitute
system parameters in this structure. In the first layer, the dot-product of concatenated embedding
vectors x0 are used to generate the first output. For input data as a multi-field categorical data, the
proposed component explains the main difference between this model and factorization machines
methods in which dot product interaction here is applied on the concatenation of feature fields
rather than between pair of feature fields. The study [75] is the other extended work to create a
new cross network in which feature interaction is modeled at a vectorwise level through outer
product instead. This leads to generating an embedding matrix in which the operation in each
layer has intuitively connection to convolution neural networks by considering the weights as
filters.

Deep learning-based methods. In literature, various deep learning techniques have been stud-
ied for the user response prediction. The majority of previous work following a deep network
structure are typically based on two components of embedding and interaction basically designed
through deep neural networks to capture non-linear feature interaction in sparse input data. Fig-
ure 9 demonstrates the structure of this paradigm. Embedding component is designed to trans-
form the sparse input data into a low-dimensional dense latent space. The embedding vectors are
then processed by applying an aggregation mechanism to produce a fixed length vector for the
deep component. The high-order interactions between features are addressed through feeding a
fixed-length vector into the deep neural network component generally implemented by the multi-
layer perceptron [25, 130]. Gradient-based training is adopted to learn the non-linear correlation
between user features and user responses. In this regard, there are lots of studies conducted to
improve the performance of each component. Table 4 demonstrates a summary of representative
methods mainly developed based on multi-layer perceptron, recurrent neural networks and con-
volutional neural networks some of which are combined with attention mechanism design their
proposed models.
In online advertising, input features can be gathered from different sources. In Figure 9, sparse

binary features representing the input data can be grouped into multiple categories like Table ??
regarding users, advertisers and context. Deep neural network can process input data vectors with
a fixed length dimension. However, using a fixed-length vector for users with diverse interests
against advertisements can be bottlenecks for prediction, since each user and web-page can have
different labels and diversities at the same time. Addressing the variety of user interest generally
needs the expansion in the dimension of embedding vector for user features in the aggregation
step that increase the risk of over-fitting and the cost of computation.
Dealing with this issue, two sub-categories of features such as user profiles and user behav-

iors [190] are proposed for click-through rate prediction, where an array of user behavior in a pe-
riod of time attributed by categorical data [100, 190] like visited good, shop and web-page category
ids, are used to describe users and their interests. The idea is further followed in Reference [38]
to model user behaviors from the continuous image data. In the case of categorical features, since
the category of a shop and web-page visited by users may be shown with multiple values, the
binary representations are modeled by multi-hot-encoding. They also address the importance of
feature interaction in modeling of user behaviors. To this end, they design a local activation unit
to provide an adaptive feature representation with regard to different ads, and assign weights to
the relevant pair of a visited page and advertisement in the user behavior sequence with regard
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Fig. 9. DNN-based architecture (Embedding and MLP) including two main steps embedding layer followed

by the aggregation operation to generate a merged vector. The vector is used as the input for second step

using MLP to generate predicted user response value (CTR, CVR, etc.) developed in different studies. The

selected input features are chosen from user profile and online user behaviour sequence in addition to those

selected for Ads and context.

to the targeted ad. The output vectors are later passed to a weighted sum pooling to generate a
fixed length user behavior embedding vector, and then passed into deep component to generate
the predicted output value.
pt The application of attention units to model user behavior history has also been studied for

click-through rate and conversion rate prediction [37, 38, 73, 100, 137, 147, 163]. A multi-head
self-attentive networks [137] is proposedwhere features aremapped tomultiple subspaces through
multi-head mechanism. This would help the model to consider different orders of feature interac-
tionwith adaptiveweights. In addition, thismethod proposes a residual neural network rather than
the conventional MLP network to model high-order combinatorial feature interactions. The study
[100] extends the analysis of user behavior from two temporal and spatial aspects. Because a web-
page can be filled with more than one ad, they model user behavior history not only by ads clicked
by users but also those not clicked by users. They consider ads shown in the same page above
or below the targeted in both spatial and temporal order. Their interactions to targeted ads are
modeled by adding an attention-based factorization machines layer followed by a fully connected
neural network. In Reference [163], the multi-head attention mechanism is adopted to model the
user behavior history from a sequence of clicked/purchased advertisement information by adding
discriminative features likes dwell time on landing page for a conversion rate prediction task.
Some studies also extend the deep component using different structures of MLP-based net-

works [88, 101, 102, 160]. To tackle the data sparsity, researchers [102] propose to consider input
features to be fed into a couple of subnets built based on MLP network for a feature interaction
modeling, using features of users, query and ads entities. The subnets are created to model the
interactions between user-ad, the correlation between ads. These models are then combined with
the third one designed for the prediction in a joint optimization. For conversion events followed
after clicking on ads, a deep learning-based model is developed [88, 160] to consider not only
all clicked ad impressions, but also include all impressions and further user actions like “add to
card” (DAction) and “add to wish list” (OAction) taking place before conversion events. Follow-
ing a multi-task framework, multiple deep components are trained for each event to generate the
prediction of conversion post-click rates.
For the embedding, some studies propose to handle categorical and continuous input features at

the same time [38, 191]. For images, convolutional neural network have been developed in several
studies [19, 38, 166]. In the scale of industrial applications, the authors of Reference [38] suggest to
generate embedding vectors of images using a pre-trained very deep convolutional neural network
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Table 4. Summary of Selected DNN-based User Response Prediction

Methods with a Hybrid Structure

Main
DNN
Structure

System Framework
Method Features

Application

Domain

Predict.
Task

Embedding

Component

Deep
Component

Aggregation

MLP

All features:REa MLP FM/Pooling
Layer

DSTN [100] User, Query, Ad,
Context, User
clicked ad history

E-commerceb CTR

All features: REa MLP Concatenation MA-DNN
[101]

User, Query, Ad,
Memorized user
interest (memory
link)

E-commerceb CTR

All features: REa

cascaded by FM
MLP Concatenation PNN [117] User behavior,

item, context
information

Display
advertising

CTR

All features: REa MLP alongside
FM

Concatenation DeepFM [44] User behavior,
item, context
information

Display
advertising

CTR

All features: REa Multiple MLP
Stacking

Concatenation ESMM
(ESM 2)
[88, 160]

User, Item, users’
historical
preference scores

E-commerceb CVR

All features: REa Multiple MLP
Stacking

Concatenation DeepMCP
[102]

User, Query, Ad,
Context, negative
ad sample features

E-commerceb CTR

All features: REa MLP alongside
Hadamard
product layer

Concatenation NCF [51] The identity of
Users and Items

Movie/Image
recommendation

Ranking

All features: via Auto-
feature grouping and
high-order feature
interaction selection

MLP alongside
FM

Concatenation AutoGroup
[79]

User behavior,
item, context
information

Display
advertising

CTR

CNN

CNN(Pre-trained CNN
model using orthogonal
base convolutions)

W&D [22] Concatenation W&D SSM
[97]

User behavior,
item, context
information

Display
Advertising

CTR

Image ad features:
CNN subnet
Other Ad features: fully
connected subnet

MLP Batch
Normalization

DeepCTR
[19]

Image, categorical
(Impression)

Display
Advertising

CTR

All features:REa

augmented to CNN
subnet

MLP Concatenation FGCNN [78] Categorical+
continuous
features in display
advertising

Display
Advertising

CTR

Ad,Query features
(under character-level):
1d CNN subnet,
Ad,Query features
(word-level)

MLP Cross-
convolutional
pooling

DCP/DWP
[32]

Ad, Query Sponsored search CTR

RNN

Ad, context
features:REa

User behavior features:
Hierarchical GRU-based
memory network

MLP Concatenation HPMN [120] User behavior
sequence, item
context info

E-commerceb CTR

All features: REa MLP
LSTM

Concatenation NTF [161] User behavior
sequence, item,
time

Recommendation Product
rate

Ad, context
features:REa

User behavior features:
Memory induction
GRU-based unit

MLP Concatenation MIMN [110] User behavior
sequence,item
context info

Display
advertising

CTR

(Continued)
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Table 4. Continued

Main
DNN
Structure

System Framework
Method Features

Application

Domain

Predict.
Task

Embedding

Component

Deep
Component

Aggregation

Neural
Attention

REa Multi-head
ResNet

Concatenation AutoInt
[137]

User profile, item
attributes

Display
advertising

CTR

user profile, Ad
features: REa

User behavior
features: Self Attentive
Bi-LSTM

MLP Concatenation DSIN [36] User profile, User
behavior
sequence, item,

Display
advertising

CTR

User behavior (event)
sequence: REa

User behavior
(timestep) sequence:
Attentive embeddings
followed Bi-GRU

MLP Attention
Mechanism

DTAIN [40] Event, Timestep
information

E-commerceb CTR

user profile, Ad,
context features:REa

User behavior
features: self Attentive
GRU relative to target
ad

MLP Concatenation DIEN [189] User profile, User
behavior
sequence, item,

E-commerceb

Display
advertising

CTR

User behavior
sequence features:
REa controlled by
multi-head
self-attention structure
Other features: REa

Jointly
training two
MLP stacks
for CTR and
CVR

Concatenation PFD+MD
[163]

User, Item,
Post-click info,
User
Clicked/Purchased
sequence,
User-item
interaction
statistical info

Display
Advertising

CVR,
CTR

User profile features:
REa User behavior
sequence features based
on Ad image:
Pre-trained embeddings

MLP Concatenation,
Sum/Max/
Pooling

DICM User, Ad (image),
user behavior
sequence(image)
[38]

E-commerceb CTR

Pre-trained knowledge
graph Word
embeddings combined
with, entity and context
embeddings via CNN

MLP Attentive
pooling,
Concatenation

DKN [147] User (clicked
news item), News
item

News
recommendation

CTR

Query & ad under
word-level:
1)Pre-trained word
embedding, 2) regular
embeddinga Followed
by bi-LSTM and MLP

CNN
MLP

Pooling,
Query-Ad
tensor
matching

DSM [41] Ad(title, URL,
description),
query words

Sponsored search CTR

aRegular Embedding using trainable look-up table parameters (matrix embedding per feature) following the structure shown in Figure 8.
bIn the e-commerce scenarios, the prediction task is defined as the the probability that user clicks or makes an conversion on the recommended items(ads).

rather than employing an end-2-end training model. The convolutional networks are also adopted
in Reference [78] to extract implicit features from the sparse input data and deal with the overfitting
issue in fully connected-based networks [25]. In the proposed model, the convolutional neural
network structure designed based on shared weights followed by pooling module can considerably
reduce the number of parameters. Considering these embedding vectors along with raw features
result aggregated vector to be processed by a deep multi layer perceptron component.

Recurrent neural network-based methods. Deep neural networks is typically made of multi layer
fully connected neurons. Following a stateless structure for neurons, the independent features
incorporate the data that flow through multi-layer perceptrons to generate the output without
backward links. Considering independently visited or clicked advertisements to model the user
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behavior history fail to extract efficient useful user interests with regard to user response predic-
tion. Therefore, recurrent neural networks are developed to process the sequence of input data
sorted by time to improve user response prediction performance [15, 36, 74, 110, 181, 189].

In online advertising or e-commerce platforms, user intention is often not explicitly expressed
through their behavior history. Therefore, it is hard to identify real interested users only based
on captured online user behaviors. In addition, living in a dynamic life environment, people’s
knowledge increase and their latent interest and behavior may change over time [105], indicating
that temporal correlation in online user behaviors can show the evolution in the user interest to
have more tendency to advanced items compared to previous converted ones. It leads to studies
of developing LSTM models based on user behavior sequence from previous bought and clicked
items to predict conversion rates [105]. Following Figure 9, to aggregate embedding vectors, two
categories of aggregation modules are generally discussed in different recurrent neural network-
based studies. The approaches like min-max or sum pooling-based aggregation are generally ap-
plied to model user behavior from independent input features. In the body of neural network
structure, GRU/LSTM neural units were commonly used in many studies to model latent user
interests [36, 74, 110, 189].

Comparing to deep neural network-based methods, recurrent neural networks suffer from com-
putational and storage overheads. They include hidden states in the structure to capture user
interests from sequence of user behavior data. Therefore, it makes it difficult to use these network
for industrial applications visiting numerous users and ads everyday. It causes limitations to apply
these methods to model long term user interests based on long sequential user history records. To
tackle these challenges, some studies introduced memory-based architectures [15, 101, 110].

Convolutional neural network-based methods. Studying to design deep learning network struc-
tures are not limited to the above-discussed ones, since the input space suffer from the data spar-
sity that makes it hard to learn directly using simple gradient descent methods. Although the deep
neural network including multi-layer perceptrons in theory is known as a universal approxima-
tor that has a capacity to capture almost all non-linear feature interaction in input space, but the
order of magnitude of parameters used a fully connected neural network deters to capture fea-
ture interaction in a sparse feature space and leads to over-fitting issue. This encourages to apply
convolutional neural networks (CNN), which benefits from parameter sharing and pooling
mechanism to work with a feasible number of parameters [14, 32, 37, 78, 83]. Dealing with image
data along with multi field categorical data, CNN networks are used to extract non-linear latent
features in the form of embedding vectors for raw pixel image data [19, 38, 41, 97]. As one of the
primitive studies, the authors of Reference [83] conducted experiments to apply convolution filters
followed by a flexible max pooling in a CNN network on two datasets including multi-field cate-
gorical data and a series of impressions in an e-commerce platform to capture neighbor patterns
in input data. The downside of this method was that they applied the convolution for neighbors
field feature while the feature interaction between non-neighbor fields is neglected. However, for
user response prediction tasks, any order of feature fields are possible. The order of feature fields
in the certain alignment in input data does not have meaningful inference like images or texts.
Therefore, the other studies developed methods to take advantage of both CNN and deep multi
layer perceptron to address high-order and low-order feature interactions.
For news recommendation, a knowledge-aware model [147] proposes to use knowledge graph

to represent news items, with each news article being attributed by word, contexts, and entity
embeddings. For user response prediction, CNN network, previously proposed for sentence repre-
sentation learning, is used to generate the final embedding vector of user and ad features. Attentive
neural network is applied to address user interest diversity to estimate click-through rate values.
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Fig. 10. Ensemble structure types: (a) Bagging randomly samples training data, with replacement, to gener-

ate N subset data and train N predictor models. The final result is the combination of N classifier outputs.

(b) Stacking: N models are trained in parallel based on the same training data. The final output is combined

through a meta-classifier. This classifier is fitted on the output of base classifiers. (c) Boosting(AdaBoost): A

series of predictor models are trained using a subset of training data sequentially. The subsets of data are cre-

ated adaptively using misclassified samples in previous model. (d) Cascading: This is based on concatenation

of multiple classifiers.

Other methods. In the previous section, we have provided an review on classification methods
ranging from linear logistic regression-based methods to advanced deep learning-based methods.
A few other classification-based methods that may gain attention are generative adversarial

network– (GAN) based models [28, 72], transfer learning [138, 178], fuzzy design [56], decision
trees [46, 159], and multi task learning [104, 149] approaches.

4.3.1 Ensemble-based Approaches. While early proposals for user response prediction mainly
use linear logistic regression classifiers, which provide the simplicity along with the scalability,
modern approaches are developed to address non-linear interactions in data using methods likes
factorization machines, generalized version of decision trees, and neural networks. Some studies
show that using a single machine learning method may lead to non-optimal results, and propose
a new aspect of development to design a model structured from an ensemble of machine learning
models. These models can bring more improvement in the level of accuracy for the prediction task.
Generally, the design of ensemble models are mainly categorized into four sections like Bagging
and Boosting, Stacked Generalization, and Cascading shown in Figure 10 [4].
The combination of different classification methods in the form of ensemble structures are uti-

lized in different studies. The study in Reference [179] followed a cascading version of an ensemble
model that includes two learners. They investigated the performance of combining factorization
machines with a fully connected neural network to predict CTR values for the digital advertising.
Because of the data sparsity in the categorical input data, the feature interaction cannot be eas-
ily detected directly using deep neural networks that generally lead to the overfitting issue. They
propose to cascade factorization machines to a deep neural network to address this issue.
In the context of e-commerce websites, Reference [5] suggested multi-modal ensemble learning

to consider texts and images of posts as different modalities. They separately built a logistic re-
gression model for historical CTR values and another model for embedding vectors of images and
textual information. Following the multi-modal learning approach, the stacking ensemble model
is used to combine linearly their results by passing to the final logistic regression classifier.
In another study, authors in Reference [159] propose to develop an ensemble model for con-

version rate prediction that is mainly based on gradient boosting decision trees (GBDT) learners.
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Fig. 11. Ensemble GBDT model: (a) Input features randomly selected from the feature pool fed into GBDT

model. Their importance for prediction is evaluated based on their correlation to class labels by traversing

from the root node into leaf in a tree. They are sorted into two categories according to the explanatory power

into WCF and SCF. (b) The structure of proposed multi-level deep cascade trees including stacking multiple

sequence of GBDTs.

These learners basically follow a boosting method to create sequential decision trees. The authors
in this study used GBDT as a building block to create a more complex model. Following the Cascad-
ing and stacking techniques, they used multi-level cascade of gradient boosting decision trees

(GBDT) models to extract features that are coming for values received from the previous model.
To improve the diversity of extracted features, multiple cascade of decision trees are aggregated
like Figure 11 through the concatenation to be passed to the conclusive GBDT to generate the final
features for the classification. As a part of the contribution of this work, to improve the prediction
performance, the importance of input features is also considered. They use a separate GBDTmodel
to pre-process the input raw features and generate two class of features that have weak and strong
correlations (weak correlation features (WCF) and strong correlation features) (SCF)) with
regard to the prediction result. These class of features are used relatively as the input to train the
model.
In literature, some works also comparatively study the effect of ensemble techniques [60, 77].

Following the ensemble techniques introduced in the beginning part and the goal to improve click-
through rate values, the study in Reference [77] examined two ensemble techniques Boosting and
Cascading with GBDT, Logistic Regression (LR) and a fully connected deep neural network
classifiers. They compared the performance of corresponding single learners with the cascaded
and boosted version of pair of models in the click-through rate prediction for the sponsored search
advertising. For the sponsored search advertising application again, the study in Reference [60]
made a comparison between the effect of four different structures of ensemble learning such as
the majority voting, bagging, boosting and stacking for pay-per-click classification. The features
are selected from different information sources like the attributes describing ad impression, click-
through rate value, conversion rate value, and the position of ads in addition to the textual features
captured from the title and the body of ads and campaign categories. They are joined together
to train ensemble learners such as Naive Bayes, Logistic Regression, Decision tree, and SVM to
estimate the pay-per-click value of campaigns.

4.4 Unsupervised and Semi-supervised Approaches

In this section, we review two categories of methods in the literature that do not fully rely on
labeled data. In this case, the predictive models are designed based on the implicit and explicit
pattern in data. Semi-supervised models refers to approaches like graph neural network-based
models that involve designing a user feedback estimation model using both labeled and un-labeled
sampled data. Two categories of these methods are represented in the following subsections.
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4.4.1 Clustering-based Approaches. Clustering methods have also been investigated in the lit-
erature for online advertising. As an unsupervised approach, clustering involves grouping sample
data into related clusters based on similarity among data points.
Some studies develop statistical clustering methods for categorical data in different contexts,

such as k-modes [131] as an alternative to the popular k-means method that uses hamming dis-
tance as the distance metric, COOLCAT made in Reference [7] uses the notion of entropy for the
similarity metric, or CLOPE clustering approach in Reference [167] research that develops a scal-
able method to leverage the trend of a height-width ratio of the cluster histogram as the similarity
criterion. But these categorical clustering methods are not well studied in the online advertising
with the multi-field categorical data.

However, some clustering-based studies are proposed to improve classification-based methods.
As the initial study in this category, to supplement the logistic regression [17] and GBDT [47]
methods for user response prediction task, the authors of Reference [119] propose to use feedback
features that are prepared from historical user behaviors. Considering advertiser and publisher that
come from with different hierarchical granularity, they incorporated the combination of publisher
page and advertisement along with user-publisher-creative that are created based on the hierar-
chical structure of user as the new features. The extra features are quantized using the k-means
clustering to be added to input features for training.
Some methods [119, 124, 158] organize the user input, such as keywords used in search engine

or pages visited by users, by using clustering to reduce the severity of the above-mentioned issues
and improve the correlation with user responses. In Reference [119], the authors suggest that since
a different click response probability can be assumed for different query keywords, the topic of ads
and query keywords can be used to organize data into clusters where more closely related terms
have more similar click-through rate values. They propose to generate groups of terms using hi-
erarchical clustering and keyword-advertiser matrix. The similarity of samples intra and between
clusters are evaluated by the textual similarity of terms in ads. Therefore, assuming the fixed CTR
value for clusters, the estimated value of click-through rate for new samples is determined by the
nearest neighbor clusters.

4.4.2 Network-based Framework. With development on the Internet, information networks are
the common element of online businesses. In this subsection, we will go over approaches address-
ing the network structure in the input data to develop predicting models for the user response
prediction.

Graph embedding-based methods. Recent years have seen a lot of studies that focused on the
application of network representation learning methods for recommender systems and the user
response prediction. Motivated by the success of CNN and RNN, there has been an interest in
developing neural network-based models for the graph structured data. Considering three major
challenges in recommender systems, scalability, data sparsity, and cold start, many methods have
been proposed in the literature using graph embedding [150, 197] and graph neural network [35,
59, 74].
The authors of Reference [150] designed a recommender model based on the graph embedding

that takes advantage of side information to cope with the three challenges. The model includes
two sections such as matching and ranking. Focusing on the first section with the network of users
interacting with items in an e-commerce website, they applied DeepWalk [109] to generate embed-
ding vectors of items in the directed graph of items formed using user online behavioral history.
Because of the data sparsity, there is a lack in the number of interaction in the graph. Therefore,
as the part of the contribution, side information such as the price value, shop, category and brand,
are included as the one-hot encoded vectors in network representation learning procedure.
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Fig. 12. The billion-scale commodity embedding proposed in Reference [150] for E-commerce recommenda-

tion in Alibaba: (a) user behavior sequences including items(Ads) visited in one or more session specified by

dash lines. (b) Item(ad) graph generated user behavior sequences that a direct edge representing two sub-

sequent items(ad) in user history. (c) Generating sequence of nodes using random walk in graph following

Deepwalk method. (d) Proposed graph embedding algorithm to use side information to reduce data sparsity.

Field 0 specifies a node in random walk and field 1 to field n are the one-hot-encoded vectors for side infor-

mation corresponding to the ad node in the graph. Hidden layer is a weighted average aggregation of dense

embedding vectors.

Graph Neural Networks (GNN) are known as one the most effective solutions to develop
predictive models for network-based data. Extended from recurrent neural networks and convo-
lutional neural networks, GNNs have a unique capability to generalize neural networks to cope
with directed and un-directed input graphs, by using an iterative process to propagate node status
over their neighborhoods. After optimization, it can provide an embedding output of nodes in the
graph in which the feature information are aggregated using their neighbor nodes. Recently, GNN-
based methods have received more attention for online advertising and recommendation systems
applications [35, 59, 74, 156, 157, 174]. Like deep learning-based models in Table 4, Embedding
and Interaction components are two major components in the design of these predictive models
in the literature. The embedding component is dedicated to map information associated to node
and edges in the graph-structured data into numeric vectors. However, the interaction component
tries to make the reconstruction of user feedback in the system. This part can be designed by
different ways through a MLP component in deep learning-based models [157] or inner-product
between embedding vectors [156] or element-wise multiplication of embeddings [174] to represent
collaboration between users and items to rank and predict user preferences in recommendation
and online advertising systems. The embedding component is developed using recent advance
in graph neural networks. The authors of References [50, 156] propose an propagation layer in
their embedding component to refine embedding vectors via aggregation of embedding vectors of
neighboring nodes in the graph. The model in Reference [156] is built using the message-passing
architecture and defining a model via layerwise message constructing and aggregating operations.
A recent study [74] addresses the limitation of methods like DeepFM [44], by considering a graph
structure for feature fields in the input data in which nodes corresponding to feature fields interact
with others through weighted edges to reflect the importance of field interactions. A GNN-based
model is developed to model complex interaction between input field features. In this model, field
feature as the nodes in graph are attributed by hidden state vector that is updated using a recur-
rent approach. An interaction step parameter is defined to consider higher and lower interactions
between nodes and their neighbor nodes that are located in one or more hops away. The ending
point of the model includes an attention layer to predict CTR values.
One essential challenge of network embedding for the user response prediction is that the em-

bedding learning might not be directly optimized toward the underlying user response prediction.
Following an unsupervised learning, nodes are represented using embedding vectors, however,
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they may not be optimized for downstream tasks like the click-through rate prediction. This issue
can be considered as the bottleneck to improve the task. Therefore, the user intention modeling
is considered as an alternative [189, 190]. Considering the sequence of the user behavior from the
interaction between users and ads in the user intent modeling still have some challenges like the
data sparsity and weak generalization. A study [71] showed that sequence of user behavior can
be organized as a co-occurrence commodity graph with node representing clicked commodities
and weighted edges describing number of co-occurrence times. To address the sparsity problem,
a multi-layered neighbor diffusion is performed on the commodity graph. The preceding result is
combinedwith using an attention layer to generate user intention features. These features combine
with other ones, such as user profiles, query keywords, and context in fully connected network,
for the click-through prediction.

Knowledge graph-based methods. Knowledge graphs are semantic heterogeneous networks in-
cluding a collection of entities with attributes that are inter-connected together through edges.
They are usually described through a triplet with relation connecting head and tail entities like
(Head, Relation, Tail). This structure of data has been studied for different applications like link
prediction [30] and Web search analysis [143]. The advantages of the knowledge graph for appli-
cations suffering from data sparsity and cold start problems, such as recommendation systems,
have been observed from different perspectives. First, networks can provide additional semantic
relationship information to improve the recommendation performance. Moreover, the diversity
of information in the knowledge graph can extend the information for matching with user inter-
ests. In addition, the historical information linked to items in recommender systems can provide
implication ability for the system. In summary, we separate knowledge graph-based methods for
recommender systems and online advertising into three categories: embedding-based, path-based,
and hybrid methods.
Network embedding methods. This category of methods aim to map the components of the knowl-

edge graph, including entities and relations, into low-dimensional embedding space to preserve
network structural information [153]. Some jointly incorporate heterogeneous attributes and con-
tent that are assigned to nodes in the graph for modeling [174].
For example, knowledge graph-based representation for news recommendation [147] has been

studied to address the challenge of topic and time sensitivity for news items selected and visited
by users. It means that users generally visit selected news at a short specific of time that may not
happen later. In addition, news content usually has brief words and diverse topics. To handle these
challenges, a deep neural network is proposed to take advantage of a customized CNN module
as the key component to model user interest through multiple channels that consider both word
semantics information and corresponding information from a generated knowledge graph data.
This leads to generating three categories of embedding vectors for words in the body of news,
the associated entity and immediate neighbors in knowledge graph. In the design, an attention
mechanism is used to aggregate embedding vectors of user behavior sequences. They avoid using
concatenation strategy for the aggregation in this step, since entity and word embeddings may
have different dimension generated from different contexts. The output are fed into a fully con-
nected neural network to learn the probability of user’s click for a selected news piece. Likewise,
a study [174] presents a heterogeneous graph neural network model that adopts the aggregation
of feature information with regard to a sampled neighboring nodes. A node sampling procedure
is suggested to aggregate selected neighbors grouped by their types and their frequency in a de-
signed random walks. Using attention mechanism, the content embedding of neighbor nodes with
the same type are first aggregated. It is then followed by another attention round to aggregate em-
bedding vectors of neighbor nodes from different types in the graph. They train embeddings using
heterogeneous skip-gram learning. To compare the performance of proposed model, element-wise
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multiplication and inner-product operations of user and items embedding vectors are used to sim-
ulate user response for link prediction and recommendation experiments.
Meta-path-based methods. This category contains knowledge graph embedding methods that em-

ploy meta-path schemes as the guideline to generate randomwalks and in turn embedding vectors.
Although many studies in the category have shown a decent performance for recommender sys-
tems [35, 175], current methods heavily rely on manually building randomwalk corpus for further
processes. The selection of meta-path schemes are generally considered as the hyper-parameters
set differently by researchers in experiments. So this can be an issue in practice. To tackling this
problem, attention mechanism has been employed in recent studies. Authors in [157] design a
heterogeneous graph neural network to automatically address the effect of different neighboring
nodes and meta-paths using two-level attention layers. In the first level, node-level attention is
applied to train the weights for meta-path guided neighbors of each node in the graph. It is then
fed to a semantic attention step to calculate weighted combination of different meta-paths for the
node embeddings. The predicted interaction between different node types in heterogeneous graph
is modelled through training a fully connected neural network at the end.
Other knowledge-based methods. In this section, we present hybrid knowledge-based methods that

learn user/item embeddings by exploiting structural information in the knowledge graphs [116,
148]. Recently, a study [148] discusses the extension of GNN method made for a knowledge graph
where the edge weights between user and item nodes are not available beforehand. So a person-
alized scoring function is proposed for training to determine the edge weights via a supervised
approach following a relational heterogeneity principle in the knowledge graph. To address the
data sparsity issue in recommendation systems, a leave-one-out loss function is used as a label
smoothness regularization to calculate predicted weight values. It leads to calculating node em-
beddings through aggregating node’s feature information over the local neighborhood of the item
node with different weights.
A common approach to model user response in knowledge graph-based methods is to apply

aggregation mechanism to combine embedding vectors of user and items entities via average pool-
ing or attention units over their neighbors. The authors of Reference [116] consider this as early
summarization problem. They argue that modeling user response using the inner product of em-
bedding vectors of user and item can have a limitation for user response prediction. Accordingly,
a neighborhood interaction model is proposed to integrate a higher-order neighbor-neighbor in-
teractions through a bi-attention network in the aggregation step to improve user click through
rate prediction.

4.5 Stream-based Framework

Online advertising is essentially a streaming platform, where users, auctions, and ads are contin-
uously and dynamically changing [151]. In this context, data stream refers to continuous feeds of
news and information generated by users in an interactive way [69]. Social media platforms are
examples of these systems in which millions of users generate data continuously being uploaded.
The stream environment provides an opportunity to emerge in-stream advertising with commer-
cials in stream of data. Also known as native advertising, in-stream ads look similar to regular
feeds. They are differentiated by an assigned tag indicating a commercial target or the content of
feed.
The performance of advertising strategies for stream data has been studied from different as-

pects according to the condition and policies in online platforms. Click-through rate value is not
only a metric to evaluate user experiences. Many studies have developed methods to address pre-
click and post-click user experiences [9, 67, 192]. From a different perspective, user response pre-
diction was cast to evaluate ad quality. The high rate of quality value is considered as the positive
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Table 5. Overview of Main Ideas of User Response Prediction Methods along with Pros and Cons

Learning Strategy Algorithm Advantages Disadvantages

Data Hierarchy Analysis
Clustering
based

+ Using clusters as an auxiliary in-
formation for samples with insuffi-
cient observations

- May have a variation in user re-
sponse rates

Matrix Factorization

Collaborative
Filtering

+ Good scalability along with sim-
plicity
+ It can provide robust perfor-
mance against sparse data

-Explore all historical data
-Weak on anonymous behaviour se-
quences
- No promised performance in case
of lack of user info due to privacy
issues

Training a classifier
LR + Scalability - Needs feature engineering
FM based + Have a closed form equation that

can be calculated in a linear time
- Limited to model second-order
feature interactions

Feature Learning +

Training a classifier

DNN based + end-to-end interface with repre-
sentation learning and non-linear
transformation
+ High flexibility using a modular
implementation via open source
frameworks

- Interpretability
- Prone to over-fitting due to re-
quirement of large amount of input
data
- Hyper-parameter tuning issue

RNN based + Can learn from sequential data
with variable lengths
+ Robust performance with regard
to data sparsity

- Rely on linear sequential struc-
ture;
- Hard to take full advantages
of GPU/TPU computing architec-
tures;
- Long training time

GNN based + Addressing the network struc-
ture in the input data
to aggregate feature information of
neighboring nodes
+ Joining with attention mecha-
nism to provide good interpretabil-
ity

- A model trained cannot be di-
rectly applied to an input graph
with different structure
- Computational cost

Stream-based framework

+ Adjust prediction in user prefer-
ences over time
+ Joining with external memory
network for increment updates
+ Reservoir technique to use more
samples to update the model

- Unpractical to stack up the train-
ing data for modeling

influence for users to use the platform more and produce even more click responses for the long
run. There are some studies experimenting a model to address the impact of ads quality for pre-
dicting user response and user engagement, based on in-app advertising such as Yahoo Gemini
platform [9, 67]. To this end, a post-click experience instead of click-through rate value is used to
evaluate the user experience on the landing page of advertising web-sites. Post-click experience
is attributed by metrics like dwell time and the bounce rate. The former measures the spending
time in the landing page where the latter indicates the percentage of short and momentary dwell
times. The level of user engagement with ads is considered to have a natural connection to the
time length users spend in landing websites.
Aside from ad quality metric, in the context of social media, CTR prediction for stream data

in Twitter is first studied [70], where positive use responses are defined as retweet, reply, and
actual click on promoted tweets. They also use a dismiss feature in Twitter to identify explicit
negative instances for the analysis. According to the fact that the number of spots dedicated for
promoted tweets are limited, in this study a learning-to-rankmethodwith a calibrationmechanism
is proposed to combine traditional classification with pairwise learning to address data sparsity
and scalability issues. They formalize two problems of classification and ranking in the framework.
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Table 6. Comparing User Response Prediction Methods in Terms of Feature

Characteristics, Application Domains, and Downstream Tasks

Feature Types

/Organization

Application Domain
Prediction Task (Publications)

E-commerce
Display
Advertising

Recomm.
Systems

Feature Engineering � (1) CVR ([68, 86, 145]); (2) CTR
([17, 27, 48, 65, 121, 180, 193]);
(3) Ranking ([25]

Feature
Learning

Collaborative
Filtering Based

� � � (1) CTR ([82, 95]); (2) Ranking ([82]);
(3) Product Rating ([161])

Multi-field
(categorical)

� (1) CTR ([22, 53]),
(2) Ranking ([51])

Textual � � (1) CTR ([6, 33], Deep(Char) Word-
Match [32], DSM [41]); (2) Ranking
([41])

Visual � (1) CTR (DICM [38], [19]), (2) Rank-
ing (ACF [20], PinSage [169])

Sequential � � � (1) CTR(DSIN [36], DIEN [189],
DIN [190], RNN [181], MIMN [110]),
(2) CVR(GMP [15], DTAIN [40]),
(3) Ranking(FGNN [115], GAG [126],
LGSR [170])

Network based � � (1) CTR(FiGNN [74], GIN [71],[150],
KNI [116]); (2) Ranking(KGNN-
LS [148])

Hybrid � � (1) CTR ([5], RippleNet [146],
MKR [149], DKN [147]),
(2) Ranking(RippleNet [146],
MKR [149])

Table 7. Summary of Selected Practical Solution Applied in Industrial Environments

Algorithm Challenge Introduced Strategy Application

Domain

Provider

AdPredictor

[42]

Scalability Bayesian probit

regression model, Weight

pruning,

Parallel training

Sponsored

search ads

Microsoft

Bing

EtsyCTR [5] Dealing with image data Transfer learning, Feature

Hashing, Ensemble model

E-commerce Etsy

FBCTR [48] Massive data Uniform sub-sampling,

Cascade of classifiers,

Ensemble model

Display ads Facebook

DLRM [96] Memory constraints in

embeddings and

computational costs of DL

components

Using PyTorch and Caffe2

for model and data

parallelism

Recomm. Sys Facebook

DeepFM [45]

PIN [118]

Insensitive gradient issue

in DNN-based models

and space complexity of

FFM-based models

Shared embedding

vectors, an end-to-end

prediction model [45],

Net-in-Net architecture to

combine FM and DNN

units [118]

Recomm. Sys Huawei

(Continued)
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Table 7. Continued

Algorithm Challenge Introduced Strategy Application

Domain

Provider

DIN [190]

DIEN [189]

Large number of DNN

parameters, Addressing

temporal drifts in user

interests representation

Mini-batch aware

regularization and local

adaptive activation

function [190],

Attention-based user

interest extractor

layer [189]

Display ads Alibaba

MIMN [110] Handling long user

behavior sequences

Multi-channel memory

network

Display ads Alibaba

HPMN [120]

UBR4CTR [114]

SIM [113]

Tackling long sequential

user behaviours

Memory network model

along with a GRU

network [120].

Self-attentive retrieval

module to select relevant

user behaviors [114].

Cascaded two-stage

search model [113].

E-commerce Alibaba

EGES [150] Scalability Graph Embedding Using

XTensorflow

Recomm. Sys Taobao

DICM [38] Dealing with images to

represent user behaviours

A distributed model

server to handle image

data embedding and

reduce the

communication latency

Display ads Taobao

RAM [185] Balance immediate

advertising revenue and

long-run user experience

Joint optimization using

two-level reinforcement

learning

Recomm. Sys ByteDance

HPS-4 [184] Massive model with large

number of parameters

A distributed hierarchical

GPU parameter server

Display ads Baidu

PinSage [169] Massive input graph with

billions of links

Highly scalable graph

convolutional network

Recomm. Sys Pinterest

DCN_V2 [155] Controlling the number

of model parameters to

learn feature interactions

for real-time data

Mixture of low-rank

approximation of DCN

method [154] organized

in stacked and parallel

structures

Recomm. Sys Google

In an alternative work [29], time-sensitivity of streaming data in Twitter and the short memory
issue for online learning are studied to exclude obsolete tweets from being considered. Therefore,
authors propose to analyze hashtags3 in social media as the indicators of user interests to provide
a personalized ranking of topics. They present an online collaborative filtering method following
pairwise ranking approach for matrix factorization (Stream Ranking Matrix Factorization), and
propose a pairwise learning to optimize an ordinal loss and a selective negative sampling based on
a selective active learning, using three objective losses, including hinge loss, SVM, and RankSVM
for training.

3Hashtags are prefixed expressions using the symbol of # to be used for marking a specific topic in Twitter.

ACM Computing Surveys, Vol. 54, No. 3, Article 64. Publication date: May 2021.



64:36 Z. Gharibshah and X. Zhu

Recently, the authors of Reference [64] have centered their work on delayed positive feedback
at stream media to study the effect of two factors, such as the trend and seasonality, in online
advertising. In live streams, the predictingmodels are dealt with the cold start issue. This is because
in online real-time scenarios, fresh data lack enough label information and the few appearance of
the positive response of users, which leads to the underestimation of CTR values. They conduct
experiments to estimate CTR values for video ads in Twitter platform, and examine predicting
models with logistic regression and Wide& Deep [22] models using five loss function designed for
delayed positive samples to identify the combination of learners and loss functions for continuous
stream data.

4.6 Summary

To summarize different framework covered in the above sections, Table 5 outlines main learning
strategies used by different methods. In Table 6, we also outline studied methods from a different
aspects, including feature engineering, downstream tasks used for the evaluation of models, and
domain applications. Recent years have witnessed a significant growth in networking technologies
and a larger number of online users across the world. As a result, scalability is a major challenge
for recommender and online advertising. In Table 7 we overview different efforts made to provide
technical solutions for user response prediction in real-world applications. Comparing with aca-
demic scale solutions, models deployed for production system need massive resources to store and
execute internal processes. To address these requirements, industry attempts to devise paralleled
model and data architectures that data can be processed with high throughput and remarkably low
latency. Recently some work [90, 96] focus on developing benchmark framework suites to provide
adequate flexibility along with good test results to make fair comparisons between academic and
industrial models. In Appendix D.4, we also outline some potential directions for future studies.

5 CONCLUSION

This survey provides a comprehensive overview of computational methods for user response pre-
diction in online advertising. Our goal is to provide a detailed review and categorization of the
online advertising ecosystem, stakeholders, data sources, and technical solutions. To achieve the
goal, we review and categorize online advertising platforms, type of user responses, data sources
and features, and propose a taxonomy to characterize main stream approaches for user response
prediction. For each type of user response prediction methods, we also briefly study technical de-
tails of representative methods, with a focus on machine learning-based, especially deep learning-
based, approaches. In addition to the algorithms, we also review user response prediction appli-
cations, benchmark data, and open source codes. The survey delivers a first-hand guideline for
industry and academia to comprehend the state of the art. It also serves as a technical reference
for practitioners and developers to design their own computational approaches for user response
prediction.
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