
DRAFT VERSION JUNE 8, 2021
Preprint typeset using LATEX style emulateapj v. 12/16/11

THE BLACK HOLE MASS OF NGC 4151 FROM STELLAR DYNAMICAL MODELING

CAROLINE A. ROBERTS1,2 , MISTY C. BENTZ1 , EUGENE VASILIEV3,4,5 , MONICA VALLURI6 , AND CHRISTOPHER A. ONKEN7

(Received; Accepted)
Draft version June 8, 2021

ABSTRACT
The mass of a supermassive black hole (MBH) is a fundamental property that can be obtained through observa-

tional methods. Constraining MBH through multiple methods for an individual galaxy is important for verifying
the accuracy of different techniques, and for investigating the assumptions inherent in each method. However,
there exist only a few galaxies where multiple MBH measurement techniques can be applied. NGC 4151 is one
of these rare galaxies for which multiple methods can be used: stellar and gas dynamical modeling because of
its proximity (D = 15.8±0.4 Mpc from Cepheids), and reverberation mapping because of its active accretion.
In this work, we re-analyzed H−band integral field spectroscopy of the nucleus of NGC 4151 from Gemini
NIFS, improving the analysis at several key steps. We then constructed a wide range of axisymmetric dynam-
ical models with the new orbit-superposition code FORSTAND. One of our primary goals is to quantify the
systematic uncertainties in MBH arising from different combinations of the deprojected density profile, incli-
nation, intrinsic flattening, and mass-to-light ratio. As a consequence of uncertainties on the stellar luminosity
profile arising from the presence of the AGN, our constraints on MBH are rather weak. Models with a steep
central cusp are consistent with no black hole; however, in models with more moderate cusps, the black hole
mass lies within the range of 0.25× 107 M� . MBH . 3× 107 M�. This measurement is somewhat smaller
than the earlier analysis presented by Onken et al. (2014), but agrees with previous MBH values from gas dy-
namical modeling and reverberation mapping. Future dynamical modeling of reverberation data, as well as
IFU observations with JWST, will aid in further constraining the mass of the central supermassive black hole
in NGC 4151.
Subject headings: galaxies: active — galaxies: Seyfert — galaxies: supermassive black holes

1. INTRODUCTION

Two of the most convincing pieces of evidence for the ex-
istence of supermassive black holes are also based on two
unique methods for measuring black hole mass (MBH). The
most robust black hole mass measurement is that based on
proper motion studies of stars in the Galactic Center around
Sagittarius A*, which require a supermassive black hole with
MBH = 4× 106 M� (Ghez et al. 2000; Genzel et al. 2000;
Schödel et al. 2002; Gravity Collaboration et al. 2019). Un-
fortunately, observing the proper motions of individual stars
in the centers of other galaxies is not possible due to the dis-
tances involved. The second robust black hole mass mea-
surement is in the case of M87 which is based on image re-
construction using very-long baseline interferometry that pro-
vided the first image of emission from just outside the event
horizon. These observations allowed the black hole mass to be
constrained through comparison with general relativistic mag-
netohydrodynamic models (Event Horizon Telescope Collab-
oration et al. 2019). Unfortunately, imaging of the event hori-
zon is only currently possible for M87 and for Sagittarius A*,
which has a comparable angular extent on the sky. All other
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black holes in the nearby universe are too small and/or too dis-
tant to be resolved with current technology, and so other tech-
niques must be used to study additional supermassive black
holes.

Another direct method for constraining MBH is the use of
water maser emission in edge-on nuclear gas disks (Miyoshi
et al. 1995; Herrnstein et al. 2005; Greene et al. 2016). The
maser emission in the disk traces out the Keplerian rotation
curve of the gas, constraining the enclosed mass. Unfortu-
nately, water maser emission is quite rare and also requires a
specific set of circumstances to be fulfilled before it can be
used for MBH measurements, so there are only a few galaxies
where this technique may be used.

For larger samples of black hole masses, there are three
other established direct MBH measurement techniques. Gas
dynamical (GD) modeling relies on spatially-resolved gas
kinematics in galactic nuclei to infer the geometry and incli-
nation of the gas as well as the enclosed mass (e.g., Macchetto
et al. 1997; den Brok et al. 2015), though the gas may be af-
fected by non-circular motions and turbulence. Stellar dy-
namical (SD) modeling is similar, but considers a more gen-
eral kinematic structure of the stellar motion, not limited to
circular orbits (e.g., van der Marel et al. 1998; Cretton & van
den Bosch 1999; Gebhardt et al. 2003a; Valluri et al. 2004).
Reverberation mapping (RM, Blandford & McKee 1982; Pe-
terson 1993) uses light echoes in the emission from active
galactic nuclei (AGN) to constrain the kinematics of gas on
spatially-unresolvable scales deep in the nuclear region. Both
GD and SD modeling require high spatial resolution and are
dependent on the distance to the galaxy. RM instead requires
high temporal sampling and is distance independent.

For active galaxies, RM is the most prevalent MBH measure-
ment technique. Continuum emission, likely arising from the
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accretion disk, travels outwards at the speed of light and pho-
toionizes gas in the broad line region (BLR), where it is pro-
cessed and re-emitted as spectral lines. Variability in the con-
tinuum flux (most likely from instabilities in the disk and/or
variable accretion rates) thus causes variability in the broad
line flux as well. Through spectrophotometric monitoring, the
time delay τ between variations in the continuum radiation
and the response in the broad emission lines can be measured.
The recombination timescale of the BLR is very short com-
pared to typical time delays, so τ is simply the light-crossing
time and cτ is the responsivity-weighted mean radius of the
BLR. When combined with a constraint on the Doppler ve-
locities of the BLR gas (V ), MBH can be determined via the
virial theorem:

MBH = f
cτV 2

G
, (1)

where f is an order-unity scaling factor that depends on the
detailed geometry and kinematics of the BLR gas and G is the
gravitational constant. RM is a direct method of determining
MBH based on the gravitational influence of the black hole on
a luminous tracer, but its most common application relies on
an average f factor that is derived from comparison with dy-
namical modeling (e.g., Onken et al. 2004; Grier et al. 2013;
Batiste et al. 2017).

RM masses determined in this way rely on certain assump-
tions, such as a symmetric geometry of the BLR and the as-
sumption that gravity dominates the kinematics of the BLR
gas. The BLR exhibits ionization stratification, in that high
ionization lines are observed to have shorter time delays than
low ionization lines. These short time delays are accompanied
by high velocities in the line widths. For those cases when it
has been possible to explore the relationship between τ and V
for multiple broad emission lines in the same AGN, the mea-
surements have been consistent with V ∝ τ−0.5, as expected
for a virial relationship (e.g., Peterson et al. 2004; Kollatschny
2003; Bentz et al. 2010) and thus supporting the assumption
that gravity dominates the kinematics of the region. Velocity-
resolved RM (Pancoast et al. 2014; Grier et al. 2017a), on the
other hand, allows the full geometry and kinematics of the
BLR to be constrained and avoids many of the assumptions
involved in using a mean time delay and adopting a typical f
factor, thus providing a direct, primary constraint on MBH.

SD modeling is generally applied to quiescent galaxies –
elliptical or spheroidal galaxies and the bulges of disk galax-
ies. It is a direct, primary method that constrains MBH by
fitting the bulk kinematics of stars derived from spatially-
resolved spectroscopy with simulated kinematics constructed
for a galaxy model with a similar surface brightness den-
sity profile to the observed galaxy. Several different ap-
proaches have been employed for stellar dynamical mod-
eling, e.g., the solution of the spherical or axisymmetric
Jeans equation (van der Marel et al. 1994; Cappellari 2008,
2014, 2020), distribution function fitting (van der Marel
et al. 1994; Magorrian 2019), guided (“made-to-measure”) N-
body simulations (Syer & Tremaine 1996; De Lorenzi et al.
2013), and the Schwarzschild orbit-superposition method
(Schwarzschild 1979, 1993). In the past two decades, in con-
junction with spatially-resolved absorption line spectroscopy,
increasingly sophisticated versions of the orbit-superposition
method (van der Marel et al. 1998; Cretton & van den Bosch
1999; Gebhardt et al. 2003b; Valluri et al. 2004; Thomas et al.
2004; van den Bosch et al. 2008; van den Bosch & de Zeeuw
2010; Vasiliev & Valluri 2020; Neureiter et al. 2021) have

been used to construct self-consistent dynamical models of
galactic nuclei and to derive their black hole masses, stellar
mass-to-light ratios Υ, and internal orbit distributions. Con-
sequently, orbit superposition is now the most widely used
method for black hole mass determination and is responsible
for obtaining the majority of BH mass measurements from dy-
namical modeling to date (e.g. McConnell & Ma 2013; Saglia
et al. 2016). The accuracy of any SD method depends on the
ability to spatially resolve the SMBH sphere of influence (the
region where the gravity of the SMBH dominates over the
gravity of the stars), although some authors argue that resolv-
ing the sphere of influence is not strictly necessary (e.g., see
Davies et al. 2006; Gültekin et al. 2011).

Like SD modeling, RM is also a prolific measurement tech-
nique, and has been used to determine masses of ∼100 su-
permassive black holes (e.g., Bentz & Katz 2015; Grier et al.
2017b). However, for the vast majority of targets it is not pos-
sible to constrain MBH through both RM and SD modeling:
bright broad-lined AGNs are rare in the local universe, so they
are generally too far away to achieve the spatial resolution
needed for dynamical modeling. This is an important point,
because tens of thousands of indirect measurements have been
made by large surveys and are used to explore the growth
and evolution of black holes and galaxies throughout cosmic
history based on the information gleaned from these smaller
samples of direct MBH measurements, yet we do not currently
know if RM and SD modeling provide consistent mass mea-
surements when applied to the same galaxies.

Direct comparisons of RM and SD modeling through MBH
measurements of the same targets, with their different as-
sumptions, biases, and data and technical requirements, have
only been accomplished for two galaxies to date: NGC 4151
(Bentz et al. 2006; Onken et al. 2014; De Rosa et al. 2018) and
NGC 3227 (Davies et al. 2006; Denney et al. 2010). We have
thus undertaken an effort to improve and increase the sample
of high-quality MBH determinations for the small sample of
nearby, bright Seyfert 1 galaxies where RM and SD modeling
may be directly compared.

An important step in this program is a complete reanaly-
sis of the SD modeling results for NGC 4151, which we de-
scribe in this manuscript. NGC 4151 is the brightest Seyfert 1
in the northern hemisphere and one of the nearest AGNs at
z = 0.0033. NGC 4151 has been studied with both SD model-
ing (Onken et al. 2007, 2014) and RM (Bentz et al. 2006; De
Rosa et al. 2018), as well as GD modeling (using H2; Hicks
& Malkan 2008). The sphere of influence of NGC 4151 is es-
timated to be ∼15 parsecs, or ∼ 0.′′2, which is well-matched
to the spatial resolution that may be achieved from the ground
with adaptive optics.

The original SD modeling analysis by Onken et al. (2014)
did not take full advantage of the spatial resolution available
with the instrumentation, and we have identified several addi-
tional improvements in the data reduction and analysis that we
have implemented and describe below. On the modeling side,
we use a powerful new orbit-superposition code FORSTAND
(Vasiliev & Valluri 2020) that overcomes many limitations of
other stellar-dynamical modeling codes (e.g. restriction to ax-
isymmetry, not accounting for dark matter and inability to ac-
count for figure rotation, limited size of orbit libraries, etc.),
although in the present study we do not use all its novel fea-
tures.

In Section 2 of this paper, we introduce relevant integral
field spectroscopy and imaging observations. Section 3 de-
tails the analysis of the photometry while Section 4 details
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FIG. 1.— HST Wide-Field Camera 3/UVIS optical image of NGC 4151
through the F350LP, F814W, and F555W filters. North is 30◦ counter-
clockwise from up. Small magenta and large green rectangles show the foot-
prints of the NIFS and SAURON kinematic maps, respectively; dashed red-
blue line shows the orientation of the kinematic major axis. Image credit:
Judy Schmidt.

the analysis of the two spectroscopic data sets. In Section 5
we describe the application of the FORSTAND modeling code
to NGC 4151. Section 6 compares the modeling results and
conclusions for MBH with previous studies of NGC 4151, dis-
cusses the obstacles of stellar dynamical modeling in this ap-
plication, and shares the upcoming direction of this project
and related research. We summarize in Section 7.

2. OBSERVATIONS

NGC 4151 has a de Vaucouleurs et al. (1964) classification8

of (R?)SAB(rs)ab, having a possible outer ring, a weak bar, an
inner ring and inner spiral structure, and tightly wound spiral
arms (Figure 1). The large round component that has often
been identified as the bulge of the galaxy is actually a barlens,
and the true bulge is significantly more compact (cf. Bentz
& Manne-Nicholas 2018). It is located at α = 182.6357, δ =
+39.4058 in the direction of the constellation Canes Venatici.

2.1. Integral Field Spectroscopy
2.1.1. Gemini NIFS

NGC 4151 was observed with the Near-infrared Integral
Field Spectrograph (NIFS; McGregor et al. 2003) on the
Gemini North telescope on 2008 February 16-17 and 19-24
(see Table 1). We retrieved the raw data from the Gemini
Archive (GN-2008A-Q-41, PI: C. Onken).

NIFS is an image-slicer style integral field unit (IFU) with
29 slices across the 3.′′0× 3.′′0 field of view (FOV). The ob-
servations of NGC 4151 were taken in the H−band with the
H_G5604 grating coupled with the JH_G0602 filter, covering
the spectral range∼ 14900−18000 Å with R≈5290 and a dis-
persion of 1.6 Å pix−1. The instrumental resolution was mea-
sured to have FWHM = 3.2 Å pix−1. The data were acquired
with the instrument rotated to a position angle (PA) of −15◦

8 NASA/IPAC Extragalactic Database; https://ned.ipac.caltech.edu/

TABLE 1
GEMINI NIFS OBSERVATIONS

Date Target Type Exp. Time # Obs.
(Feb. 2008) (s)

16 NGC 4151 Science 120 54
HD 98152 Telluric (A0) 40 12
HD 116405 Telluric (A0) 30 4

17 NGC 4151 Science 120 36
HD 98152 Telluric (A0) 40 8
HD 116405 Telluric (A0) 30 8

19 NGC 4151 Science 120 47
HD 98152 Telluric (A0) 40 4
HD 116405 Telluric (A0) 30 12

20 NGC 4151 Science 120 19
HD 98152 Telluric (A0) 40 8
HD 116405 Telluric (A0) 30 4

21 NGC 4151 Science 120 24
HD 98152 Telluric (A0) 40 8
HD 116405 Telluric (A0) 30 4

22 NGC 4151 Science 120 18
HD 98152 Telluric (A0) 40 4
HD 116405 Telluric (A0) 30 4

23 NGC 4151 Science 120 36
HD 98152 Telluric (A0) 40 4
HD 116405 Telluric (A0) 30 8
HIP 60145 Template (M0) 5.3 4

24 NGC 4151 Science 120 18
HD 98152 Telluric (A0) 40 4
HD 116405 Telluric (A0) 30 4
HD 35833 Template (G0) 5.3 4
HD 40280 Template (K0III) 5.3 .4

east of north. The Altair AO system (Herriot et al. 1998) was
used with the bright AGN serving as a natural guide “star”.

Each exposure of NGC 4151 had a length of 120 s, and 252
individual exposures were obtained during the 8 nights of
observations. The data quality and weather conditions were
good; only 3% of the data did not meet the expectations in
quality checks such as cloud cover, water vapor/transparency,
and background counts indicated by the PI prior to the ob-
servations. At all times the data were marked as usable by
the Gemini staff’s quality assessment. The airmass was rarely
above 1.5 (only 5% of the time), and the average airmass was
1.2.

Observations of Galactic stars were also collected to pro-
duce telluric spectra that quantify the absorption of light from
molecules in Earth’s atmosphere (most notably water vapor).
Two A0V stars were used for these telluric observations,
HD 98152 and HD 116405, with exposure times of 40 s and
30 s, respectively. They were observed throughout each of the
eight nights, interspersed between the science observations in
order to monitor the varying telluric feature strengths due to
changing airmass and weather conditions.

G, K, and M stars dominate the near-IR stellar emission of
galaxies, and the high luminosities of giant stars, in particular,
are responsible for the bulk of the stellar emission at these
wavelengths. Three giant stars — HD 35833 (G0), HD 40280
(K0III), and HIP 60145 (M0) — were also observed on Feb.
23 and 24 to serve as velocity templates for assistance in the
interpretation of the NGC 4151 spectra. For each of the three
stars, four 5.3 s exposures were obtained in a single night.

Observations of NGC 4151 and the telluric and velocity
template stars were typically obtained in an object-sky-object
dithering pattern to allow for sky subtraction. The telescope
was slewed ∼200′′ to the side of the FOV for the NGC 4151
data (∼5′′ for telluric and velocity template stars) before re-
centering on the target for the next exposure. The AO was
turned on for the science data and the telluric stars, but not for
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the velocity templates.
Reduction of the data generally followed the NIFS reduc-

tion pipeline created by Tracy Beck and Richard McDermid
for IRAF9. Many of the basic reduction procedures are the
same as those employed in the original study of these data by
Onken et al. (2014), but we highlight the improvements we
have made to the reductions below.

In particular, telluric spectra were created from the tel-
luric star observations using the software xtellcor (Vacca
et al. 2003). The telluric star spectra consist of stellar con-
tinuum and absorption with telluric features superimposed on
top. xtellcor uses a high-resolution, synthetic spectrum
of Vega to model the spectra of A0V stars and isolate the stel-
lar features from the telluric features. Each telluric star spec-
trum was fed to xtellcor along with the B and V magni-
tudes of the star (8.98 and 8.93 for HD 98152, 8.27 and 8.34
for HD 116405).10 Our telluric standard stars, while being
the same spectral type as Vega, had different absorption line
widths in their spectra than those of Vega, and so xtell-
cor scaled and blurred the model of Vega to better match
the intrinsic stellar absorption features. The best-fit model
was then subtracted from the observed spectrum of the tel-
luric standard, leaving only the telluric absorption spectrum.
This process differs slightly from that of Onken et al. (2014),
who instead employed the nffixa0 IRAF script written by
Peter McGregor, in which the stellar absorption lines of the
telluric standards were individually fit with Voigt profiles and
removed in order to isolate the features arising from Earth’s
atmosphere. In both cases, the execution of multiple tel-
luric template observing blocks each night allowed individual
frames of NGC 4151 to be corrected using the telluric tem-
plate spectrum obtained closest in time.

After telluric correction, all individual science frames were
then reformatted into three-dimensional data cubes, drizzling
and rectifying the 29 spectral slices of each exposure into a
60×62 spaxel (spatial pixel) data cube with a spatial sampling
of 0.′′05×0.′′05, preserving more of the spatial resolution than
Onken et al. (2014) where 0.′′2× 0.′′2 was adopted instead.
For the velocity template stars, a one-dimensional spectrum
was then extracted from the data cube by summing all the
spectra contained within a circular spatial aperture. The four
individual spectra for each star were then median combined.

For observations of NGC 4151, we ensured the wavelength
axis was consistent among all the cubes by adopting a fixed
dispersion of 1.6 Å pix−1 and identical starting wavelengths
for each cube as they were rectified. We then assessed the
FWHM of the point spread function (PSF) for each cube and
implemented a seeing cut at FWHM = 0.′′25, thus rejecting
21 of the 252 individual observations with the poorest spatial
resolution (most of which had been observed in the last two
nights of observations). This left 231 individual cubes that
were aligned and median combined into a final data cube.

Variance information for each data frame was recorded at
the time of observation, but the current version of the NIFS re-
duction pipeline does not carry this information through to the
end of the process. Thus, we developed a method for quanti-
fying the adjustments to the variance at each remaining step
in the pipeline and producing a final noise cube to match the

9 IRAF is distributed by the National Optical Astronomy Observatory,
which is operated by the Association of Universities for Research in As-
tronomy (AURA) under a cooperative agreement with the National Science
Foundation.

10 Magnitudes of the telluric stars were retrieved from SIMBAD.

final data cube. The inclusion of propagated errors is an im-
provement on the reduction methods of Onken et al. (2014),
where a constant fractional error of 2% was assumed.

2.1.2. WHT SAURON

An additional data cube with wider-field IFU observations
of NGC 4151 was provided by Eric Emsellem. The ob-
servations were collected as part of the study by Dumas
et al. (2007), where integral field spectroscopy from the
SAURON IFU was used to examine the kinematics of the stel-
lar and gaseous components of a sample of galaxies includ-
ing NGC 4151. Three 30 min exposures were collected on the
4.2-m William Herschel Telescope (WHT) in La Palma, Spain
in 2004 March. SAURON is a lenslet system rather than an
image-slicer, and the IFU has a field-of-view of 33′′ × 41′′
with a spatial resolution of 0.′′94, resulting in ∼1500 spectra
per pointing. The spectral range is in the optical, covering
4825-5380 Å, and the instrument has a spectral resolution of
4.2 Å pix−1.

The SAURON data were reduced with the XSAURON soft-
ware and SAURON pipeline (Bacon et al. 2001; de Zeeuw
et al. 2002). In this process, a bias and dark subtraction was
performed, followed by wavelength calibration, flat-fielding,
cosmic ray correction, sky subtraction, and flux calibration.
The three individual cubes were then aligned and drizzled
onto a square grid with a spatial sampling of 0.′′8×0.′′8. The
PSF of the final data cube has FWHM = 2.′′0±0.′′3. For fur-
ther information on the data, we refer the reader to Dumas
et al. (2007).

2.2. Photometry
High-spatial resolution Hubble Space Telescope (HST)

imaging of NGC 4151 had been previously acquired with the
Wide Field Camera 3 (WFC3) through the F547M (medium-
V ; GO-11661, PI: M. Bentz) and F160W (H; GO-13765, PI:
B. Peterson) filters.

Details of the reduction and processing of the F547M im-
ages are described in Bentz & Manne-Nicholas (2018), but in
brief, four images through the F547M filter were acquired in
a single orbit on 2010 July 3 with a two-point dither pattern to
cover the central gap between the detectors. At each point in
the dither pattern, a short exposure and a long exposure were
obtained, allowing for correction of saturation in the nucleus
due to the AGN while also providing good sensitivity to the
extended host galaxy. The total exposure time was 2310.0 s,
and the drizzled image covers a field of view of 2.′7×2.′7 at a
pixel scale of 0.′′04.

Six individual F160W images were acquired in pairs with
equal exposure times and a two-point dither pattern over the
course of three orbits on 2015 December 7, 2015 December
28, and 2016 January 5. The total exposure time was 3317.6 s,
and the drizzled image covers a field of view of 2.′3×2.′1 at a
pixel scale of 0.′′1283.

The drizzled F547M and F160W images were each fit sepa-
rately with GALFIT (Peng et al. 2002, 2010) to construct two-
dimensional surface brightness profiles (see Bentz et al. 2013;
Bentz & Manne-Nicholas 2018 for more details). The surface
brightness models allowed the PSF of the central AGN and
the background sky to be removed from each image, leaving
just the host galaxy for further analysis.

To compare the surface brightness profiles of the galaxy in
the two filters, we rotated the F160W image to match the
orientation of the F547M image, blurred and rebinned the
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FIG. 2.— V − (blue) and H−band (red) surface brightness (top) and V − H
color (bottom) as a function of radius from the center of NGC 4151. The
color is relatively constant, except for the innermost 0.′′5 (∼ 4 pixels) which
are affected by the bright central AGN.

F547M image to match the PSF profile and spatial scale of
the F160W image, and then cropped the two images so they
were both centered on the AGN and included a common field
of view. Comparing the positions of the few resolved sources
in common between the two images, we found that this pro-
cess aligned the two images to an accuracy of ∼ 0.5 pix at
the final spatial scale. We then used the IRAF task EL-
LIPSE to fit elliptical isophotes to both images and measure
their one-dimensional surface brightness profiles in a consis-
tent manner. Finally, we applied the most recent calibration
of the Vegamag zeropoints, corrected for Galactic extinction
based on the Schlafly & Finkbeiner (2011) recalibration of the
Schlegel et al. (1998) dust map of the Milky Way, and applied
small color corrections to account for the differences between
a V −band filter and F547M, and an H−band filter and F160W.
Figure 2 (top) displays the one-dimensional surface bright-
ness profiles in the inner regions of NGC 4151, with V shown
in blue and H shown in red. The V −H color is displayed in the
bottom panel. The pixels inside a radius of ∼ 0.′′5 (equivalent
to a radius of about 4 pixels, and denoted by the vertical line
in the bottom panel) are affected by residuals from the sub-
traction of the AGN PSF, but at radii outside this region the
V − H color of the galaxy is quite flat across the inner ∼ 1.′0.

3. PHOTOMETRIC ANALYSIS

3.1. Image Decompositions
The surface brightness of NGC 4151 in both the WFC3

F547M and F160W images were examined for their appro-
priateness in constraining the stellar luminosity density within
the dynamical models. The F547M image shows clear regions
of dust extinction and excess stellar flux, while the F160W
image shows a smoother galaxy profile but at the expense of
a lower intrinsic spatial resolution than the F547M image.

We first tried a Multi-Gaussian Expansion (MGE) analysis
(Emsellem et al. 1994; Cappellari 2002) using the AGN- and
sky-subtracted images of the galaxy discussed above. MGE
surface-brightness decomposition begins by finding the cen-
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FIG. 3.— Comparison of several parametrizations of the surface brightness
profiles. Orange solid line and green dotted lines show the GALFIT models
to the F547M image with a single Nuker component or 3 Sérsic components,
respectively. Red dashed line is the H-band MGE model from Onken et al.
(2014) scaled by 0.2 to match the other profiles, which are based on the V -
band HST image. Blue dot-dashed line is our fiducial Zhao (1996) profile,
which closely follows the Nuker profile outside 0.′′1 but is less cuspy.

ter then binning the field in angle and radius. Photome-
try is measured for each point on the grid, and then nested
two-dimensional Gaussian profiles with variable axis ratios
and central intensities are fit to this two-dimensional inten-
sity map. During this process, we required that the PAs of
any elongation in the Gaussians aligned with the kinematic
PA determined previously (this restriction is mandated by our
choice of axisymmetric modeling strategy). Although the ob-
served velocity field shows twisting and misalignment with
the photometric PA, indicative of the presence of a bar, we
defer the study of bar models to the future.

The parameters of the best-fit nested Gaussian profiles are
described by the intensity in counts, the width in pixels (σ),
and axis ratio (q). These parameters can then be converted
into surface density in L� pc−2 and σ in arcsec. For both
the F547M and the F160W images, the MGE solutions pro-
vided a surface brightness profile that included a lot of bumps
and other structures, rather than a smooth increase in surface
brightness from larger radii into the galaxy center.

We then examined the potential of using the surface bright-
ness components that had been fit to the images with GALFIT
in the process of subtracting the AGN and sky. These surface
brightness components included an exponential disk, Sérsic
bulge, and an elongated Sérsic component to represent the
weak bar, with the central positions of all the galaxy com-
ponents tied together, and the position angles of the central
galaxy components (not including the disk) set to the kine-
matic position angle of the inner galaxy. While smoother than
the MGE profile, a significant amount of structure was still
visible in the surface brightness profile for both the F547M
and the F160W image.

Finally, we also examined the results of fitting a Nuker pro-
file to the images using GALFIT, to promote smoothness in the
surface brightness profile while still retaining some flexibility
to account for the complicated morphology. Figure 3 demon-
strates that the Nuker fit to the F547M image is very close
to the combination of several Sérsic profiles, but is smoother.
However, both these profiles overpredict the amount of stel-
lar light in the central 0.′′1 – the region so dominated by the
AGN emission that any residual stellar light is poorly con-
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strained. A comparison with the MGE model from Onken
et al. (2014), suitably scaled in normalization, shows that the
latter has a central core with the radius of the innermost Gaus-
sian component ∼ 0.′′11, while the Nuker model has a cusp.
As will be shown later in Section 5, a cuspy profile results in
a best-fit black hole mass of zero, which is clearly unphysical
for this bright AGN. We therefore constructed another model
described by the Zhao (1996) profile, which closely follows
the Nuker model except the innermost 0.′′1 – the region dom-
inated by the AGN emission. We note that both Nuker and
Zhao profiles are equally flexible and can represent cuspy or
cored systems for different choices of parameters; here we
used the former parametrization for the cuspy profile and the
latter for the cored one. These two extreme cases likely en-
compass the true range of possible density profiles for this
galaxy. The 3d luminosity density for our adopted Zhao pro-
file is

j(r) = j0 (r/r0)−γ
[
1 + (r/r0)α

](γ−β)/α
, (2)

with γ = 0, β = 2.47, α = 0.65, r0 = 0.′′113, and j0 = 4.08×
106 L� kpc−3. We note that although γ = 0 formally cor-
responds to a cored profile, the zero logarithmic slope is
achieved only asymptotically, and in practice the density re-
mains weakly cuspy at the resolution limit, unlike the MGE
parametrization, which is much more obviously cored within
0.′′1.

3.2. Mass-to-Light Ratio
Determination of how mass traces light is integral to under-

standing the gravitational potential of the galaxy for model-
ing. Based on OSUBSGS H−band imaging combined with
SDSS g− and i−band imaging, Onken et al. (2014) produced
color-color maps of NGC 4151 and found very flat colors
across the galaxy bulge with average values of g − i = 1.1±
0.1 mag and i − H = 2.4± 0.2 mag. This is in line with our
findings based on HST F547M and F160W imaging as de-
scribed in Section 2.2, where we also find a very flat color
across the galaxy bulge, with V − H = 2.9±0.1 mag.

Onken et al. (2014) adopted the models of Zibetti et al.
(2009) to predict ΥH ' 0.4± 0.2 M�/L�. Comparison of
many different prescriptions for estimating Υ by Roediger &
Courteau (2015), however, finds that Zibetti et al. (2009) con-
sistently predicts the lowest values at these galaxy colors. Fur-
thermore, when compared to the known Υ for resolved stars
in M31 (Telford et al. 2020), the prescriptions of Zibetti et al.
(2009) seem to be biased low at these colors.

Based on the analysis by Roediger & Courteau (2015),
we therefore adopt ΥH ' 0.7± 0.1 M�/L� and ΥV ' 2.9±
0.3 M�/L� as our best estimates for the H− and V −band stel-
lar mass-to-light ratios in the nucleus of NGC 4151.

3.3. Galaxy Inclination Angle
Observations of HI 21 cm emission from the large-scale

disk of NGC 4151 led Davies (1973) to report an inclination
of 26◦ ± 8◦. Simkin (1975) examined the ratio of the mi-
nor to major axis using density tracings of wide-field photo-
graphic plate images and found the outermost isophotes of the
galaxy to suggest an inclination of 21◦± 5◦. The nearly cir-
cular shape of the galaxy disk in the HI 21 cm maps presented
by Bosma et al. (1977) also support a face-on orientation.

This is at odds with what has generally been determined
from optical imaging alone. For example, surface brightness
decomposition of optical ground-based imaging with a mod-
est FOV generally provides a minor-to-major axis ratio of

∼ 0.7 for the galaxy disk (e.g., Bentz et al. 2009), suggesting
an inclination of 46◦. However, as argued by Davies (1973),
this elongated structure is likely to be more representative of
the weak galaxy bar than the disk, although they also note that
there are difficulties with this interpretation as well.

Thus the inclination of NGC 4151 is somewhat uncertain
(Simkin 1975 go so far as to describe NGC 4151 as “patho-
logical”!), but is likely to be in the range of 20 − 45◦.

For a nearly face-on orientation, it is very difficult to es-
timate the intrinsic flattening q from the photometry (even a
very flat disk would still appear nearly round in projection).
Therefore, our strategy is to explore the parameter space of
the inclination angle i and intrinsic flattening q independently.
Specifically, we first take the 1d surface brightness profile I(R)
and deproject it under the assumption of spherical symmetry,
obtaining the luminosity density profile

j(r) = −
1
π

∫ ∞
r

dR√
R2 − r2

dI
dR
.

We then assume that the intrinsic luminosity density is ac-
tually axisymmetric and ellipsoidally stratified, with the axis
ratio q≡ z/R being a free parameter in the model, where q = 1
is spherical. If such a density profile is projected face-on, the
result would be identical to I(R), while for a nonzero inclina-

tion angle i, the projected minor axis is q′ =
√

1 − (1 − q2) sin2 i
times smaller than the projected major axis. To preserve the
angularly-averaged surface brightness profile, we multiply the
scale radius of the 3d profile by s ≡ 1/

√
q′, so that the ge-

ometric mean of the projected major and minor axes is the
same as in the spherical model. For instance, with an inclina-
tion i = 30◦ and flattening q = 0.25, the projected major and
minor axes are 1.07 and 0.935 times the original scale radius
of the one-dimensional surface brightness profile. We believe
that the extra flexibility allowed by independent variation of
flattening and inclination (with additional constraints coming
from kinematics) is more important than an accurate repro-
duction of the density profile per se.

3.4. Galaxy Distance
When performing SD modeling, the distance to the galaxy

is a large source of uncertainty in determining MBH. The scale
or radii of the galactic features being probed and the value of
MBH scale linearly with the assumed distance. Based on the
information available at the time, Onken et al. (2014) adopted
a recessional velocity distance measurement of 13.9 Mpc
from Pedlar et al. (1992), cautioning that this distance was
highly uncertain but that no better estimates were currently
available.

Indeed, the only other information available was a Tully-
Fisher distance to NGC 4151 that was reported by Tully et al.
(2009) as 3.9 Mpc and is highly-discrepant from the group-
averaged distance to NGC 4151 of 11.2± 1.1 Mpc. Bentz
et al. (2013) recalculated the group-averaged distance to
NGC 4151, excluding NGC 4151 itself, and reported a dis-
tance of 16.6±3.3 Mpc, albeit based on only three galaxies.

Since then, additional studies have worked to pin down
the distance more accurately. Hönig et al. (2014) measured
the physical size of the inner radius of the dusty torus us-
ing broad-band RM and the angular size of the torus with
near-infrared interferometry, reporting a dust-parallax dis-
tance of 19.0+2.4

−2.6 Mpc to NGC 4151. Tsvetkov et al. (2019)
reported the discovery of a Type IIP supernova in NGC 4151.
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TABLE 2
NIFS PSF CHARACTERIZATION

Component Weight σ (′′)

1 0.339 0.045
2 0.306 0.082
3 0.356 0.409

Adopting a standardizable candle approach, they find a dis-
tance of 16.6± 1.1 Mpc, but they also report a distance of
20.0± 1.6 Mpc if they instead adopt an expanding photo-
sphere analysis.

Most recently, a Cepheid distance to NGC 4151 has been
obtained with HST WFC3 optical and near-infrared imag-
ing (GO-13765, PI: B. Peterson), resulting in a distance of
15.8±0.4 Mpc (Yuan et al. 2020), which we have adopted for
our modeling. At this distance, 1′′ corresponds to 77 pc.

3.5. Point Spread Function
To characterize the PSF of our NIFS datacube, we took a

slice at a wavelength corresponding to an AGN broad emis-
sion line and subtracted off a slice at a wavelength corre-
sponding to the stellar and AGN continuum, in effect creating
narrowband images with an on-band image and an off-band
image. The residual image thus contains an image of the unre-
solved AGN point source at a wavelength corresponding to a
broad emission line, allowing for characterization of the PSF.

Using GALFIT, we modeled the PSF image with multiple
two-dimensional Gaussian components, each having common
centers but different widths (σ) and flux contributions. The
final three-component model with circular Gaussian compo-
nents is shown in Table 2. This three-component model accu-
rately matches the wings and the core of the PSF. If only two
components were used, the fit was not as good but the val-
ues agreed more closely with what was found by Onken et al.
(2014).

For the SAURON datacube, the PSF was characterized by
Dumas et al. (2007) as a single Gaussian component with
width σ = 2.′′0.

4. KINEMATIC ANALYSIS

In the optical and near-infrared, the spectra of galaxies are
dominated by the summation of spectra of luminous stars.
The line-of-sight velocity distribution (LOSVD) gives the full
range of projected stellar kinematics along a particular line-
of-sight. To describe the bulk motions of unresolved popu-
lations of stars at each spatial position, the convolution ker-
nel necessary to transform stellar template spectra into the
absorption profiles of observed galaxy spectra must be de-
termined. In addition to a central wavelength shift indicat-
ing typical velocity V , the detailed shapes of the convolu-
tion kernels can be approximated with higher-order Gauss-
Hermite terms, including the width of the profile σ (related
to the velocity dispersion), h3 (related to skewness), h4 (re-
lated to kurtosis), h5, and h6. Data with S/N>30 is gen-
erally necessary for making sure that the higher order mo-
ments of the Gauss-Hermite polynomials can be constrained
(Bender et al. 1994). We employed the Penalized Pixel-
Fitting method (pPXF; Cappellari & Emsellem 2004; Cap-
pellari 2017), which was developed to constrain the Gauss-
Hermite approximation to absorption line profiles through de-
termination of the shifting and blurring required to match a
stellar absorption template to an observed galaxy spectrum.

4.1. Kinematic Position Angle
The kinematic position angle was derived using the method

of Krajnović et al. (2006). The kinematic measurements
derived from an initial pPXF run were smoothed and bi-
symmetrized before determining the best-fit systemic velocity
along with the kinematic position angle of the system as mea-
sured from the y-axis of the data cube. This angle represents
the line of maximum galaxy rotation, perpendicular to the axis
of rotation, and for our kinematics is 37.2◦ counterclockwise
from the y-axis.

The photometric major axis of the galaxy is somewhat un-
certain. At intermediate radii (& 30′′), the galaxy is visibly
elongated in a direction almost perpendicular to the kinematic
major axis (see Figure 1), while at smaller radii (within the
footprint of the SAURON dataset, shown by a green rectan-
gle), its elongation is still offset by some 30◦ from the kine-
matic major axis. Furthermore, 21 cm imaging of the galaxy
shows a nearly circular gas disk extending several arcmin be-
yond the high surface brightness stellar features, with a posi-
tion angle of 26◦ (Davies 1973). The intrinsic galaxy shape
is thus non-axisymmetric and radius-dependent. However, in
the present study we do not attempt to model this complex
morphology and instead assume an intrinsically axisymmet-
ric shape. The use of axisymmetric models requires that the
kinematic and photometric major axes are aligned, which mo-
tivates the constraint on the position angle during the photo-
metric fit.

4.2. Voronoi Binning
Next, we employed the adaptive binning method of Cap-

pellari & Copin (2003). This binning procedure is based on
Voronoi (1908) tessellations and assigns adjacent spaxels into
bins in a scheme that approximates constant signal-to-noise
(S/N) across the FOV. Bins that are similar in shape to the
spaxels are prioritized, i.e. not overly irregularly shaped, even
at the expense of some irregularity in the S/N. This Voronoi
binning method preserves the high spatial resolution at the
center of the galaxy where the S/N is highest while adaptively
binning the spaxels at the edges of the field to increase their
collective S/N.

The data and noise cubes were first cropped, ensuring that
the center of the FOV was defined by the centroid of the
AGN position, and that spaxels at the edges of the cube with
very low counts due to dithering between exposures were re-
jected. This left us with 49×49 spaxels, with the odd number
of spaxels in each dimension ensuring that the central spaxel
contained the AGN. We then produced both a slice of the
data cube (the signal) and a slice of the noise cube that well-
represented the cubes as a whole, focusing on the region be-
tween the 16200 Å CO (6-3) bandhead and the strong [FeII]
emission line at 16440 Å. These signal and noise slices were
then used to assign the individual spaxels to bins.

We identified the Voronoi bin pattern for only one-quarter
of the FOV, bounded by the kinematic major and minor axes,
and then we replicated the bin pattern for the other three quad-
rants of the FOV. This scheme ensures that each bin has sym-
metric analogs in the other quadrants of the FOV, while the
central spaxel containing the AGN was assigned to its own
single bin. With this approach, we divided the FOV into 165
total bins.

Once the Voronoi bin assignments were determined, the
spaxels that were assigned to each particular bin were com-
bined for both the data cube and the noise cube. For all the
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spaxels assigned to a particular bin, the spectra from the data
cube were co-added, channel by channel, and the spectra from
the noise cube were added in quadrature. Voronoi binning the
NGC 4151 integral field spectroscopy is an improvement of
the analysis over that of Onken et al. (2014), where the cubes
were rectified with a constant spatial sampling of 0.′′2×0.′′2
across the FOV, thus degrading the spatial resolution in the
crucial region near the black hole sphere of influence.

4.3. NIFS Kinematic Fits
The NIFS spectra cover the wavelengths ∼ 15100 −

17700 Å. Notable features within the wavelength range in-
clude forbidden Fe emission on the blue side, including the
strongest line at 16440 Å, and hydrogen Brackett 11 and 10
lines on the red side at 16811 Å and 17367 Å, respectively. We
focused on the wavelength range ∼ 15200 − 16400 Å, which
included the ∼16200 Å CO (6-3) bandhead and blueward ab-
sorption. The spectra were fit within the wavelength ranges∼
15150−15330, 15450−15500, 15530−16000, 16060−16130,
and 16180 − 16350 Å, the same as Onken et al. (2014). These
ranges satisfactorily masked the strong emission lines while
focusing the analysis on the strongest expected stellar absorp-
tion features.

As LOSVDs can be described by Gauss-Hermite polyno-
mials, when the noise of the spectra is high or the data are
undersampled with a low velocity resolution, the proper use
of pPXF is to bias or penalize higher order Gauss-Hermite
terms toward zero, defaulting them to more Gaussian shapes.
In the original study, Onken et al. (2014) adopted no penalty.
Based on the details of the NIFS integral field spectroscopy,
however, we adopted a BIAS of 0.3. We also examined the
largest changes in kinematic measurements between BIAS =
0.3 and BIAS = 0 to determine which bins produce unreliable
kinematic measurements that might need to be masked during
the modeling process.

While convolving the velocity template spectra to match the
observations, pPXF provides the option to include Legendre
polynomials (Whittaker & Watson 1920) to improve the fit to
the continuum. The additive polynomials (DEGREE) can me-
diate some of the effects of template mismatch (where poor
fits of kinematics are obtained due to templates that incom-
pletely represent the observations) and imperfect sky subtrac-
tion in the data reduction, while the multiplicative polynomi-
als (MDEGREE) can aid with slight imperfections in the flux
calibration and reduce or remove the need for reddening cor-
rection. We found a good balance between the weights of the
various polynomial components and the goodness of fits to
the galaxy spectra when adopting 2nd order additive and 2nd
order multiplicative Legendre polynomials, identical to what
was found by Onken et al. (2014). These low-order polyno-
mials improved the overall shape of the best fits to the spectra
without introducing localized fluctuations that might have in-
hibited our ability to constrain the stellar kinematics.

We adopted the point-symmetric two-sided pPXF fitting of
our spectra, in which two identically-shaped bins symmetric
across the center (x,y and −x,−y) are fed to pPXF and fit-
ted simultaneously. Point-symmetric fitting improves the S/N
of the data and provides symmetric measurements that utilize
the full information contained in each of the two spectra. This
is another improvement in the analysis over that of Onken
et al. (2014), where the bins were fit independently and then
the output measurements (V,σ,h3,h4) were four-fold sym-
metrized (also known as bisymmetrization, described below)

instead and their errors from individual bins were added in
quadrature and divided by two. We opted not to perform such
bisymmetrization, in which spectra from four bins at positions
(±x,±y) are fitted simultaneously, for two reasons. First,
bisymmetrized kinematic maps hide any non-axisymmetric
features (although we currently explored only axisymmetric
models, in the future we plan to extend the analysis to a
more general geometry). Second, in the point-symmetrized
case we have essentially two independent variants of kine-
matic maps (one in the opposing pair of quadrants x> 0,y> 0
and x < 0,y < 0, the other – in the second pair x > 0,y < 0
and x < 0,y > 0; here x and y are coordinates aligned with
the kinematic major axis). Even though for most models we
fitted both halves of the dataset simultaneously (and hence
the model maps, which are bisymmetric by construction, lie
halfway between the two variants of the observed maps), we
can fit the two variants separately to quantify the systematic
differences in the model parameters arising from the asymme-
tries in the data – this is explored later in Section 5.2 and in
Figure 8.

In our tests, we found that the G star was only used in 20%
of the best-fit spectra, and even when it was used its contri-
bution had a low weight, and so we omitted it as a template.
The M star contributed 98% of the time and the K star con-
tributed 97% of the time, and so we included both the K and
M templates in our final fit. This is a slight difference from
the method of Onken et al. (2014), who used only the M star
template in the final kinematic fits.

With all of these adopted parameters, we determined the fi-
nal stellar kinematics for the central region of NGC 4151 as
shown in Figure 4. We were not able to reliably recover the
stellar kinematic signature at the center because of the very
bright AGN, so for the NIFS data we omit these bins by mask-
ing the central 3× 3 spaxels. This left 156 bins in our final
kinematic maps, which are shown in Figure 4

In summary, the stellar kinematic maps presented here are
based on the following improvements over the analysis proce-
dures of Onken et al. (2014): (1) an improved telluric absorp-
tion correction; (2) the inclusion of noise information carried
through the full reduction pipeline (rather than assuming a
constant noise of 2%); (3) the adoption of Voronoi binning to
preserve the native spatial resolution near the galaxy nucleus
and maintain a constant S/N across the field; (4) the adop-
tion of a penalty term in the implementation of pPXF; and
(5) fitting the co-added symmetrized spectra in Voronoi bins
with pPXF instead of symmetrizing the pPXF measurements
in 0.2′′bins.

4.4. SAURON Kinematic Fits
We also reanalyzed the SAURON data of NGC 4151. The

data cube was provided to us having already been Voronoi
binned, with 482 total bins that were not symmetric across
the FOV. We followed many of the same procedures as the
original analysis carried out by Dumas et al. (2007), but we
updated a few details, including the use of the MILES stel-
lar template library of Sánchez-Blázquez et al. (2006) with
the updates and corrections of Falcón-Barroso et al. (2011).
The library contains 985 empirical stellar spectra covering
3525 − 7500 Å with a well-constrained spectral resolution of
2.51 Å (Beifiori et al. 2011). We focused on a subset of
148 stars to consider as templates, selecting those stars that
were in common with both the Indo-US and Elodie libraries
(Valdes et al. 2004; Prugniel & Soubiran 2001; Soubiran et al.
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FIG. 4.— Kinematics measured from the NIFS data. X axis is aligned with the kinematic major axis (position angle 202◦ from North through East). The color
bar for Gauss-Hermite coefficients h4 − h6 is the same as for h3
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FIG. 5.— Kinematics measured from the SAURON data. The orientation
and the color scales are the same as in Figure 4. The central region is excluded
due to AGN contamination.

1998; Katz et al. 1998) and spanned spectral types F0 to K7.
During the fitting with pPXF, we included the entire spec-

tral range of 4825 − 5380 Å except for small regions around
the strong AGN emission lines, including Hβ and [OIII]
λλ4959,5007 Å. Following Cappellari et al. (2011), we de-
termined a single best-fit template spectrum that was then
adopted for all the bins, to avoid issues that might arise in the
derived kinematics from imperfect velocity calibration of the
various template stars in the library. We adopted a BIAS pa-
rameter of 0.4 and additive and multiplicative Legendre poly-
nomials of degree 4 and 0, respectively. Because the data
cube was already binned with a non-symmetric binning pat-
tern, we were unable to carry out the kinematic fits using the
two-sided point-symmetric option, so each bin was fit individ-
ually. Only the first two Gauss-Hermite moments, V and σ,
were included in the fit, with the other terms set to zero. We
then masked several dozen AGN-contaminated spaxels within
a few arcseconds from the center, retaining 447 bins in the fi-
nal dataset, which is displayed in Figure 5.

5. DYNAMICAL MODELING

5.1. Method
The Schwarzschild (1979) orbit-superposition method is a

standard approach for dynamical modelling of galaxies based
on integrated-light stellar kinematics. In the last two decades,
several independent implementations of this method have
been widely used to determine black hole masses: the NUKER
code (Gebhardt et al. 2000, 2003a; Thomas et al. 2004; Siopis
et al. 2009), the LEIDEN code (van der Marel et al. 1998; Cret-
ton et al. 1999; Cappellari et al. 2002), the MASMOD code
(Valluri et al. 2004, 2005), and the HEIDELBERG code (van
den Bosch et al. 2008; van den Bosch & de Zeeuw 2010).

In this paper, we use yet another recently developed code
FORSTAND11 (Vasiliev & Valluri 2020). Although it can
be applied to galaxies of any geometry, in the present case
we limit ourselves to the axisymmetric case. We refer to
that paper for a detailed description of the method, and
here only briefly summarize the general workflow of orbit-
superposition modelling and the particular aspects used in this
study of NGC 4151.

1. First, we determine the 3d luminosity density profile
from the surface brightness profile. As explained in
Section 3.3, we vary the assumed flattening q and incli-
nation i independently, and each combination of these
two parameters produces a different 3d density profile
(although the spherically averaged profiles are all very
similar). The mass density profile ρ(r) is Υ times the
luminosity density j(r), where the mass-to-light ratio Υ
is another free parameter that is varied at a later stage
in the modelling pipeline. We denote the mass density
profile with a fixed fiducial value of Υ0 as the “base-
line” profile ρ0.

2. The total gravitational potential Φ(r) contains the con-
tributions from the stars Φ? (which is related to ρ0 by
the Poisson equation), the black hole ΦBH ≡ −GMBH/r,
and optionally the dark matter halo Φh, for which we
adopt a spherical NFW profile with a scale radius rh
and peak circular velocity vh. For simplicity, we fix rh at
50′′ and vary only vh; since the inner part of the model
is self-similar, it is sufficient to vary only the overall
density normalization (ρ∝ v2

h).

3. For each choice of model parameters i, q, M•, and vh,
we construct an orbit library by integrating Norb or-
bits for 100 dynamical times in the given potential and
recording the LOSVDs of each orbit in each Voronoi
bin (convolved with the PSF). The initial conditions for
the orbits are sampled randomly: the positions are sam-
pled from the stellar density profile, and the velocities –
from a 3d Gaussian distribution with mean and disper-
sions given by the solution of an axisymmetric Jeans
equation for the stellar density in the total potential.
The random sampling ensures that all possible orbits
supported by the given potential can enter the library,
but the results (kinematic fit quality expressed in terms
of χ2) do depend on the specific random realization,
because some realizations might contain orbits that are

11 The code is publicly available, for details see Vasiliev & Valluri (2019).
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more suitable for reproducing certain kinematic fluctu-
ations caused by observational errors than other real-
izations. We stress that the scatter in χ2 values between
different orbit libraries with the same model parameters
is a general consequence of the highly flexible nature of
the method, and the ability to consider different sets of
initial conditions does not cause this effect but merely
uncovers it. Nevertheless, this stochasticity is clearly
undesirable when comparing χ2 values between models
with different parameters, and we use two approaches
to reduce its impact: (1) for each series of models with
given i, q, and vh but different M•, we use the same
set of orbital initial conditions, and (2) we run series
of models for several random realizations of the orbital
initial conditions and consider the “ensemble average”
χ2 contours to determine the range of best-fit model pa-
rameters.

4. We then seek a solution for orbit weights that (1) repro-
duces the 3d density discretized on a 20×15 cylindrical
grid in the R,z plane, and (2) minimizes the objective
function F ≡ Fkin +Freg. The first term is the mea-
sure of fit quality for the kinematic constraints (v, σ,
h3 . . .h6). The second term is the regularization score,
which penalizes large variations between orbit weights
w; in our case, Freg = λN−1

orb
∑Norb

i=1 (wi/w)2, where the
mean orbit weight is w ≡M?/Norb, and the regulariza-
tion coefficient λ controls the tradeoff between smooth-
ness (for large λ) and closeness of reproduction of kine-
matic constraints (for negligible λ). With a too small
value of λ, there is a risk of overfitting (the model try-
ing to reproduce noise in the data), which is undesir-
able because Fkin of the best-fit solution exhibits large
fluctuations between adjacent points in the parameter
space. While a detailed analysis of model sensitivity
and fidelity as a function of regularization coefficient is
beyond the scope of this study, after some experiments
we settle on a value λ = 100 that produces reasonably
smooth likelihood surfaces.

The solution for orbit weights in step 4, and the correspond-
ing χ2 score, are obtained separately for each value of Υ,
but reusing the same orbit library constructed in step 3, only
rescaling the velocity in the model by

√
Υ/Υ0 (which corre-

sponds to a rescaling of all masses by Υ/Υ0). We start the
search from a plausible initial guess for Υ and increase or de-
crease it by a factor 21/16 ≈ 1.04, until reaching a difference
between χ2(Υ) and χ2

min greater than 100. The whole process
is then repeated from steps 1–3 for a different choice of other
model parameters (i, q, M•, and vh). In total, we considered a
few thousand models, which took∼ 103 CPU hours (the code
is parallelized for multi-core architectures, so the wall-clock
time is far shorter).

A technical detail worth mentioning is that when using
Gauss–Hermite moments as observational constraints, one
needs to decompose the LOSVDs of orbits in the model in
the same basis, using the observed values v and σ as the pa-
rameters of the Gaussian–Hermite series for each bin, but ex-
pressing the measurement uncertainties δv, δσ as uncertain-
ties on the first two coefficients δh1, δh2, whose measured
values are zero by construction. This makes the kinematic
objective function Fkin =

∑Nbins
b=1
∑6

c=1

[
(hmodel

b,c − hdata
b,c )/δhb,c

]2

quadratic in orbit weights and amenable to efficient quadratic

optimization solvers. After obtaining the best-fit solution for
orbit weights, we then compute the final χ2 with respect to
the original measured values v,σ,h3 . . .h6 and their associated
uncertainties, which is somewhat different from Fkin. Never-
theless, the shapes and locations of the minima are similar for
both χ2 and Fkin as functions of model parameters.

5.2. Analysis of the Model Grid
Given the relatively large number of free parameters (i, q,

vh, MBH, and Υ), we do not attempt to cover this parameter
space exhaustively, but use a multi-stage strategy.

It is clear that MBH is only constrained by the NIFS kine-
matics, since the SAURON data has lower spatial resolution,
and moreover, we excise the central few arcsec of SAURON
dataset because of AGN contamination. At the same time,
the small spatial coverage of NIFS makes it insensitive to the
dark matter halo normalization vh, which is merely a nuisance
parameter in the present context. Since our primary goal is to
determine MBH, we first consider a series of models fitted to
NIFS kinematics alone and ignore the dark halo.

Figure 6 shows a four-dimensional grid of models in the
parameter space of inclination i (increasing from top to bot-
tom rows), intrinsic axis ratio q (increasing from left to right
columns), and in each panel, black hole mass MBH (abscissa)
and mass-to-light ratio Υ (ordinate). The two leftmost pan-
els in the lowest row show examples of models that use the
cuspy Nuker density profile, and the best-fit MBH remains near
zero for all such models regardless of i and q. The radius of
influence rinfl ≡ GMBH/σ

2 for a 2× 107 M� black hole and
σ ' 100 km s−1 is ∼ 0.′′1, at the limit of resolution of both
kinematic and photometric data. Naturally, the stellar mass
within this radius is comparable to MBH, but also varies by a
factor of a few between the models with cuspy (∼ 4×107 M�)
or cored (∼ 1.5× 107 M�) profiles. We therefore conclude
that a cuspy Nuker profile has too high stellar mass in the in-
nermost region, which obviates the need for a black hole. As
this is clearly in contradiction with observational evidence for
a black hole as demonstrated by AGN activity, in the rest of
the paper we consider only the models with the cored Zhao
profile; we obtained very similar results with the cored MGE
profile from Onken et al. (2014).

The lowest values of χ2 differ between panels, but the con-
tours of ∆χ2 ≡ χ2(MBH,Υ) −χ2

min look similar in all panels,
showing a “tilted valley” of acceptable models: higher MBH
values correspond to lower Υ, such that the total gravitating
mass within the region . 0.5−0.′′6 is approximately constant.
In most panels, the marginalized 1d profiles of ∆χ2 as a func-
tion of MBH, shown by green curves, have large, shallow min-
ima in the range 0.5×107 M� . MBH . (3 − 4)×107 M�.

Figure 7 shows a series of models constrained by both NIFS
and SAURON kinematics, with each panel plotting the con-
tours of ∆χ2 as functions of MBH and Υ for a given choice of
other parameters. We fix the inclination to i = 30◦ (the overall
trends are similar for other values of i), and consider different
choices of flattening q (thickness increases from left to right)
and dark matter halo normalization vh (increases from top to
bottom). We plot the contributions of NIFS and SAURON
datasets to the total χ2 of each model separately by red and
blue contours. It is clear that the NIFS contours are very sim-
ilar to the ones in the third row of Figure 6, independently of
vh, and they constrain a certain linear combination of Υ and
MBH, as discussed earlier. By contrast, the SAURON con-
tours are insensitive to MBH, but constrain a combination of
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FIG. 6.— Contours of ∆χ2 ≡ χ2 −χ2
min as a function of two model parameters (black hole mass MBH and mass-to-light ratio Υ) in each panel, for a series

of models constrained only by the NIFS kinematics. The contours are placed at ∆χ2 = 2.3,6.2,11.8, . . . , equivalent to 1σ,2σ,3σ confidence intervals for two
degrees of freedom. The inclination varies from top to bottom row as i = 12◦, 20◦, 30◦, 40◦, and the flattening is q = 0.15, 0.25, 0.35, 0.5, 0.8 from left to right
column, except the two leftmost panels in the bottom row, which show models with the cuspy Nuker density profile with i = 30◦, q = 0.25,0.35 (the remaining
models use our fiducial Zhao profile). The marginalized 1d intervals of ∆χ2 as a function of MBH alone are shown by green lines in each panel. Gray dots show
the actual values of MBH and Υ for the grid of models.

Υ and vh. One could reasonably guess that a “universally ac-
ceptable” model must have compatible best-fit Υ from both
datasets, which indeed minimizes the overall χ2. By adjust-
ing the halo normalization vh, we can shift the location of
best-fit SAURON Υ up or down, and it is natural to select
such a value that maximizes the overlap with best-fit NIFS Υ.
Therefore, the dark matter halo normalization is not really an
independent free parameter in our case, but rather should be
determined from the consistency between the two datasets.

Comparing the series of models with different flattening q,
we see that more disky models (smaller q) have higher best-fit
Υ (especially for low inclination) and correspondingly lower
MBH. This can be understood as follows: since we observe the
galaxy at a nearly face-on orientation, the line-of-sight veloc-
ity dispersion σ is determined by how far the stars travel in the
vertical direction (i.e., thickness) and how large is the restor-
ing force (i.e., the mass density). Indeed, for a thin isother-
mal disk with a surface mass density Σ and scale height h,
the vertical velocity dispersion is σ =

√
2πGΣh (Binney &

Tremaine 2008, problem 4.21). Therefore, when decreasing q
towards more disky models and hence decreasing h, we must
simultaneously increase Υ and hence Σ to keep the velocity
dispersion at the observed value. On the other hand, when

adding a dark matter halo, we increase the gravitating mass
and hence reduce the stellar Υ, but only in the outer parts (i.e.,
in the SAURON dataset), where stars are not overwhelmingly
dominating the total potential. This suggests that the flatten-
ing q is largely degenerate with Υ and vh, but nevertheless we
find that the overall χ2 is lower for values of q in the range
0.2 − 0.4.

Finally, the assumed inclination does have a significant im-
pact on the model properties. The mean rotational velocity of
stars in the equatorial plane vφ(R) cannot exceed the circular
velocity vcirc(R)≡

√
R∂Φ/∂R. In the case of a relatively cold

disk, the difference (called asymmetric drift) is vcirc − vφ ∝ σ2
R

(Binney & Tremaine 2008, equation 4.228). The projected ro-
tational velocity is ∼ vφ sin i, but for small inclination angles,
the line-of-sight velocity dispersion is nearly independent of
i, being determined by the mass density and thickness of the
galaxy. Thus the observed line-of-sight velocity gradient sets
the lower limit on the inclination angle imin, for which stars
need to move on nearly circular (“cold”) orbits to produce the
given rotational signal. For larger inclinations, stellar orbits
have to be “warmer” (have higher eccentricity or even rotate
in the opposite direction) in order not to exceed the projected
rotational velocity.
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FIG. 7.— Contours of ∆χ2 ≡ χ2 −χ2
min as a function of two model parameters (black hole mass MBH and mass-to-light ratio Υ) in each panel, for a series of

models constrained simultaneously by NIFS and SAURON kinematics. In this case, we plot separately the contours corresponging to both kinematic datasets:
NIFS in red (as in Figure 6), SAURON in blue; the spacing between contours is the same as in the previous plot. All models in this series use the Zhao density
profile and have the inclination angle i = 30◦, while the flattening varies from left to right as q = 0.15, 0.25, 0.35, 0.5, and the normalization of the dark matter
halo increases from top to bottom, parametrized by vh (the ranges differ between columns). The marginalized 1d intervals of the total ∆χ2 as a function of MBH
alone are shown by green lines in each panel.

Comparing different rows of Figure 6, we see that models
with low inclination generally have higher χ2 even if the lo-
cation of the minimum in the MBH–Υ plane is not strongly
varying (except when both the inclination i and the thickness
q are so low that the model is forced to have higher Υ to match
the line-of-sight velocity dispersion). The tendency of orbit-
superposition models to produce better fits at high inclination
angles (edge-on orientations), even if the actual orientation is
closer to face-on, has been noted in many studies (e.g., Sec-
tion 5.3 in Thomas et al. 2007, or Lipka & Thomas 2021),
and can be attributed to a greater flexibility in rearranging the
orbits in the case of sub-maximal rotation. However, as dis-
cussed in Section 3.3, NGC 4151 appears fairly round at large
radii, and certainly resembles a disk galaxy seen close to face-
on rather than an intrinsically round galaxy seen edge-on. For
this reason, we only consider models with i ≤ 30◦, with an
exception of two models with i = 40◦ and q ≥ 0.5. In any
case, the range of acceptable values of MBH does not strongly
depend on the inclination, and we take i = 30◦, q = 0.25 for
our fiducial series of models.

As mentioned in Section 4.3, point-symmetrized NIFS
kinematic maps provide two independent variants of observa-
tional constraints and allow us to test the sensitivity of global
model parameters to some asymmetries in the LOSVD. In-
deed, the kinematic maps shown in Figure 4 are not symmetric

with respect to reflection about the kinematic major axis (ex-
changing the upper and lower halves of the maps), although
they are symmetric (for even moments) or antisymmetric (for
odd moments) between the opposite quadrants (upper left and
lower right quadrants are identical and represent one variant
of data reduction, while upper right and lower left quadrants
represent another, independent variant). In most cases we fit-
ted both pairs of quadrants simultaneously, but in Figure 8 we
show the results obtained from a series of models constrained
by only one of the two variants of kinematic maps. The simi-
lar morphology of the χ2 contours supports the robustness of
our results with respect to small variations in the kinematic
maps.

Figures 9 and 10 show the NIFS and SAURON kinematic
maps, respectively, for a fiducial model with i = 30◦, q = 0.25,
MBH = 1.3×107 M�, and Υ = 2.5, which has one of the low-
est χ2 values. The maps actually look very similar for other
nearby choices of parameters, even though the difference in
χ2 may be rather significant (of order few tens). Variation of
the black hole mass most noticeably affects σ and h4 maps in
the innermost ∼ 0.′′2.

5.3. Black Hole Mass
Having considered the overall trends in the grid of models,

we finally return to the main science question of this study –
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FIG. 8.— Contours of ∆χ2 ≡ χ2 −χ2
min for variants of models constrained

either by the full NIFS datacube (central panels) or by two independent pairs
of quadrants separately. The point-symmetric kinematic maps consist of
two essentially independent pairs of opposing quadrants (illustrated by blue
boundary polygons in the left and right columns). The central panels are iden-
tical to the 2nd and 4th panels in the 3rd row of Figure 6 (inclination i = 30◦,
flattening q = 0.25 and q = 0.5); these models are fitted to both variants of
kinematic maps simultaneously. The left and right columns instead are fitted
to only one of these variants. Despite some differences in the precise location
of minima, the shapes of the χ2 contours are qualitatively very similar be-
tween the three variants (although the contours are necessarily tighter in the
central column, which has twice as many constraints), thus we conclude that
the results are robust to small variations in the observed kinematics.

the measurement of the black hole mass. Summarizing the
above discussion, we find that the addition of the SAURON
kinematics does not tighten constraints on MBH, since it also
brings another free parameter (dark matter normalization) that
is largely degenerate with Υ. The limited spatial extent of the
SAURON data does not allow us to detect the spatial gradi-
ents of dynamical mass-to-light ratio associated with the grad-
ual increase of the halo contribution with radius and hence to
disentangle these two parameters. Since the halo properties
are irrelevant for the present study, we focus primarily on the
NIFS-only series of models (Figure 6), most of which have
similar and rather broad ranges of MBH masses with small
∆χ2.

It is difficult to establish statistically strict constraints on
MBH for several reasons. First, the discrete nature of orbit-
superposition models necessarily implies some noise in the
value of χ2

min. For each of the panels in that figure, we consid-
ered several random realizations of the orbit library, which
exhibited variations of χ2

min ∼ O(10), and the locations of
the minima were randomly scattered within regions roughly
bounded by ∆χ2 . 10 (see, e.g., bottom row of Figure 2 in
Vasiliev & Valluri 2020); in the plot, we show the contours
averaged across these realizations. Second, the value of χ2

per constraint (reduced χ2) is ∼ 1.7, indicating a moderately
poor fit (or, more likely, underestimated measurement uncer-
tainties). Third, there is little systematic study of statistical
foundations of the Schwarzschild method, in particular, re-
garding the rigorous choice of confidence intervals on model
parameters in terms of ∆χ2. This choice cannot be guided by
standard considerations applicable to the normally distributed
errors (e.g., ∆χ2 = 1,4, . . . for 1σ, 2σ, etc.), since this does
not take into account the highly non-parametric nature of the
method: for each choice of “real” model parameters (MBH,
Υ, etc.), we consider the χ2 value produced by only one of

TABLE 3
MEASUREMENTS OF MBH FOR NGC 4151

Method MBH (107 M�) Reference

SD Modeling 0.25–3.0 This work
SD Modeling 4.27+1.31

−1.31 Onken et al. (2014)
GD Modeling 3.6+0.9

−2.6 Hicks & Malkan (2008)
Hβ RM 3.57+0.45

−0.37 Bentz et al. (2006)
Hβ RM 2.06+0.05

−0.05 De Rosa et al. (2018)

NOTE. — All masses from dynamical modeling have been
adjusted to an assumed galaxy distance of 15.8 Mpc.

many possible combinations of orbit weights (“hidden” pa-
rameters), instead of marginalizing over them (see Magorrian
2006 for a discussion).

Pending a rigorous statistical analysis, we adopt a sim-
ple qualitative prescription guided by our experiments with
a large suite of models. Namely, we take the 1d ∆χ2 profile,
marginalized over Υ in each panel, and plot these profiles for
several choices of i, q, and in the case of NIFS+SAURON
models, vhalo, to examine the overall range of acceptable MBH
values. Figure 11 shows ∼ 20 such profiles, whose minima
span the range 0.5×107 M� . MBH . 2×107 M�; given the
inherent noise in χ2 &O(10), we extend the range of accept-
able values to 0.25×107 M� . MBH . 3×107 M�. The cor-
responding mass-to-light ratios lie in the range Υ' 2.5±0.3,
consistent with the photometric estimates (Section 3.2).

6. DISCUSSION

6.1. Comparison with Previous Results
The results presented in the previous section generally

agree with those of Onken et al. (2014), which is unsurprising
given the large error bars in both studies. Onken et al. (2014)
found MBH = (3.76± 1.15)× 107 M� but assumed a distance
of D = 13.9 Mpc. When adjusted for the recently published
Cepheid distance to NGC 4151 of D = 15.8± 0.4 Mpc (Yuan
et al. 2020), their best-fit mass becomes MBH = (4.27±1.31)×
107 M�. Our range of MBH values is somewhat lower, which
may be attributed to a somewhat lower velocity dispersion σ
in the central parts inferred from our reanalysis of the obser-
vational data. Their mass-to-light ratio ΥH = 0.34± 0.03 is
quoted for a different frequency band, and is generally con-
sistent with our inferred ΥV = 2.5± 0.3, as discussed in Sec-
tion 3.2.

We also list in Table 3 all other MBH determinations for
NGC 4151 from other direct methods. As we did for the
Onken et al. (2014) SD mass, we have adjusted the GD mod-
eling mass to account for our adopted distance of 15.8 Mpc.
We have also adjusted the RM masses so they have the same
adopted value of 〈 f 〉 = 4.3 (Grier et al. 2013). The SD
mass range we report here generally agrees with the two RM
masses from Bentz et al. (2006) and De Rosa et al. (2018) and
the H2 GD modeling mass of Hicks & Malkan (2008).

6.2. Limitations of the Dynamical Models
Despite the improvements in the data reduction and analy-

sis process, our uncertainties on MBH are much larger than in
previous studies of the same galaxy, primarily due to the fact
that we have explored a wide range of parameters but have
only reported results for marginalizing over Υ. We acknowl-
edge that the intrinsic shape and orientation of the galaxy
are not well constrained, and instead of considering only one
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FIG. 9.— Kinematic maps of the central region (the NIFS dataset) for the fiducial model with i = 30◦, q = 0.25, MBH = 1.3×107 M�, and Υ = 2.5; these maps
can be directly compared to the observations shown in Figure 4.
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formally best-fit choice of these nuisance parameters, we ac-
cepted the MBH values from a broad range of models. How-
ever, Figures 6, 7 demonstrate that even for a given choice
of galactic geometry, there is a relatively large uncertainty on
MBH made possible by suitable rearrangement of orbits in our
extensive orbit libraries. This confirms the expectations stem-
ming from the analysis of mock data in Section 3.2 of Vasiliev
& Valluri (2020), but stands at odds with more optimistic con-

clusions about the precision of MBH measurements reached by
some other studies, e.g., Neureiter et al. (2021). As these ex-
periments did not use the same setup, it is clear that a more
thorough investigation of this question is needed in the future.

The rather weak constraints on MBH that we obtain in this
study may seem overly pessimistic, but we recall that this
galaxy is a rather difficult case from the observational per-
spective, since the AGN strongly dominates the light profile
and limits the precision of kinematic measurements at small
radii. For our estimated mass range 0.25×107 M� . MBH .
3×107 M�, and our measured central value of σ∼ 100km s−1

in the inner few pixels, the sphere-of-influence of the black
hole is 1.1 − 11.2pc or 0.′′015 − 0.′′15. This implies that the
radius of influence of the black hole is barely resolved by the
innermost few pixels in the NIFS dataset. Moreover, the stel-
lar luminosity profile in the same central region is also very
difficult to constrain due to overwhelming AGN brightness,
and as we have seen, for a plausible cuspy stellar profile con-
sistent with observations, dynamical models prefer no black
hole, which is clearly counterfactual. These considerations
highlight the importance of spatially resolving the sphere of
influence both photometrically and kinematically, especially
in late type galaxies where black hole masses and stellar ve-
locity dispersions are typically smaller than in elliptical galax-
ies.

Previous authors (e.g. Gültekin et al. 2009; Batcheldor
2010; Gültekin et al. 2011) have focused on the estimated pa-
rameters of the MBH-σ relation when MBH measurements that
do not resolve the black hole sphere-of-influence are included
or excluded from the sample. Gültekin et al. (2011) found,
for a sample of MBH in early type galaxies with central ve-
locity dispersions with median σ & 260km s−1, that excluding
measurements which do not resolve the radius-of-influence
of the black hole biases the estimated MBH-σ relation. They
concluded that instead of being excluded these measurements
should be included as upper limits or with large error bars.
For the elliptical galaxies and massive bulges in these studies,
it is argued based on empirical evidence from repeated mea-
surements, that resolving the radius-of-influence only helps to
reduce the errors on the black hole mass estimate.

Using mock long-slit kinematic data Valluri et al. (2004)
showed that if the radius-of-influence of a black hole is not re-
solved, nuclear kinematical data can be fitted without a black
hole. As far as we are aware the work presented in this paper
is the first modeling study in a late type galaxy that clearly
demonstrates the drawbacks of not resolving the influence ra-
dius on the stellar dynamical MBH measurement. Despite the
fact that the AGN makes it difficult to resolve the influence
radius of the black hole, its very presence necessitates a black
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hole. Yet we saw that because the central luminosity profile
is not resolved below 0.′′1, the assumption of a cuspy Nuker
density profile (which is generally considered reasonable for
a late type galaxy) would require no black hole to fit the kine-
matics. Therefore this study clearly illustrates the need for
both photometric and kinematic data that resolve the influ-
ence radii of supermassive black holes, data that will become
more readily available with JWST and the ELTs.

6.3. Future Prospects
Efforts to model the RM observations presented by De Rosa

et al. (2018) are currently underway and will remove the de-
pendence on 〈 f 〉 and provide a fully-independent RM mass
for comparison with the SD and GD-based masses. Such
analyses rely on strong AGN variability during the monitoring
campaign, as well as careful management of all noise sources
and the observing cadence, and have only been possible for
a handful of objects thus far. The observations presented by
De Rosa et al. (2018) are of similar quality to previously suc-
cessful RM modeling attempts (Pancoast et al. 2014; Grier
et al. 2017a; Williams et al. 2018), and should therefore be
sufficient for an accurate mass constraint.

Furthermore, NGC 4151 is the target of an Early Release
Science program with JWST (ERS 1364, PI Bentz). Observa-
tions with the NIRSpec IFU will probe the nuclear stellar dy-
namics and will be directly compared with the observations
and analysis presented in this work. NIRSpec is expected
to provide some crucial advantages over AO-assisted ground-
based observations with its stable and diffraction-limited PSF
and significantly lower backgrounds. However, NIFS pro-
vides a higher spectral resolution, which may allow for more
accurate measurements of the higher-order moments of the
stellar absorption profiles. We will thus revisit the topic of the
black hole mass in NGC 4151 from stellar dynamical model-
ing in the near future, once JWST has successfully launched.

7. SUMMARY

We have presented a full reanalysis of the black hole mass
derived from nuclear stellar dynamics in NGC 4151, begin-
ning with the raw data cubes observed with Gemini NIFS
and Altair adaptive optics. We implemented several improve-
ments to the data reduction, including modifications to the
NIFS pipeline to allow the variance information to be car-
ried through the full reduction process to the final combined
cubes. We also improved the spectral measurements derived
from the final combined data cubes, preserving the spatial
resolution near the central AGN through the use of adaptive
binning, and jointly fitting the spectra for point-symmetrized
bins rather than bisymmetrizing the Gauss-Hermite terms af-

terwards. With the new orbit-superposition code FORSTAND,
we conducted a thorough exploration of the parameter space
within the dynamical models, investigating the use of a dark
matter halo and including models with a range of MBH, Υ,
galaxy inclination i, and bulge flattening q. We have also
adopted the first measurement of an accurate and precise dis-
tance to NGC 4151 based on observations of Cepheid stars.
We find the black hole mass lies within the range of 0.25×
107 M� . MBH . 3×107 M�, which is in general agreement
with results from reverberation mapping and gas dynamical
modeling. Future dynamical modeling of reverberation data
as well as IFU observations with JWST will further constrain
the mass of the central supermassive black hole in NGC 4151.
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