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ON THE LOCAL PAIRING BEHAVIOR OF CRITICAL POINTS
AND ROOTS OF RANDOM POLYNOMIALS

SEAN O’ROURKE AND NOAH WILLIAMS

ABSTRACT. We study the pairing between zeros and critical points of the poly-
nomial pn(z) = [[j_,;(z — X;), whose roots X1,..., Xy are complex-valued
random variables. Under a regularity assumption, we show that if the roots
are independent and identically distributed, the Wasserstein distance between
the empirical distributions of roots and critical points of p, is on the order
of 1/n, up to logarithmic corrections. The proof relies on a careful construc-
tion of disjoint random Jordan curves in the complex plane, which allow us
to naturally pair roots and nearby critical points. In addition, we establish
asymptotic expansions to order 1/ n2 for the locations of the nearest critical
points to several fixed roots. This allows us to describe the joint limiting
fluctuations of the critical points as n tends to infinity, extending a recent
result of Kabluchko and Seidel. Finally, we present a local law that describes
the behavior of the critical points when the roots are neither independent nor
identically distributed.

1. INTRODUCTION

This paper concerns the nature of the pairing between the critical points and
roots of random polynomials in a single complex variable. In particular, we consider
polynomials of the form

pu(2) = [ = X)), 1)

where X1, ..., X, are complex-valued random variables (not necessarily indepen-
dent or identically distributed). While much is known about the locations of the
critical points of p, when the roots are deterministic (see for example Marden’s
book [21] which contains the Gauss—Lucas theorem and Walsh’s two circle theorem
among other results), Pemantle and Rivin [25], Hanin [12, 13, 14], and Kabluchko
[17] first demonstrated that the random version of this problem admits greater
precision, especially when the degree n is large.

In particular, Pemantle and Rivin conjectured that when Xi,..., X, are chosen
to be independent and identically distributed (iid) with distribution g, then the
empirical distribution constructed from the critical points of p,, converges weakly
in probability to p. They proved their conjecture in [25] for measures satisfying
some technical assumptions, and Subramanian [30] refined their work for {X; }?:1
on the unit circle. Kabluchko first proved the conjecture in full generality in [17]
to obtain the following result.

S. O’Rourke has been supported in part by NSF grants ECCS-1610003 and DMS-1810500.
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Theorem 1.1 (Kabluchko [17]). Let X1, Xa,. .. be @id complez-valued random vari-
ables with distribution . Then for any bounded and continuous function ¢ : C — C,

n—1
1 n
0 Y o) — [ eldu)
=1
in probability as n — oo, where wgn), e ,wfﬁ)l are the critical points of the poly-

nomial p,(z) = H?:l(z - Xj)-

Inspired by such results, the first author established several versions of Theo-
rem 1.1 for random polynomials with dependent roots that satisfy some technical
conditions [22]. For example, the conclusion of Theorem 1.1 holds for character-
istic polynomials of certain classes of matrices from the classical compact matrix
groups. Additionally, in [23], the authors adapted Kabluchko’s strategy to the sit-
uation where p,, is perturbed to have o(n) deterministic roots. Two other relevant
works include Reddy’s thesis [28] and the recent paper of Byun, Lee, and Reddy
[3], who showed that under some mild assumptions, Kabluchko’s result holds when
pr, has mostly deterministic roots and several (potentially dependent) random ones.
Byun, Lee, and Reddy proved several additional results including that the sequence
of empirical measures constructed from the zeros of pgﬁ) converges weakly in proba-
bility to the distribution u, for any fixed choice of k, as well as a version of Theorem
1.1 when the roots Xi,..., X, are given by a 2D Coulomb gas density.

Theorem 1.1 and most of the cited works above focus on the macroscopic, or
global, behavior of the critical points of p,,. For example, by combining Theorem 1.1
with the Law of Large Numbers, one obtains that, for any bounded and continuous
function ¢ : C — C,

n n—1
Do) = D7 ew™) +o(n) (2)
j=1 Jj=1

with high probability!. In contrast to Theorem 1.1, this paper focuses on describing
the local behavior of the critical points.

One important aspect of the local critical point behavior is that the critical points
and roots of p, appear to pair with one another. Theorem 1.1 and (2) describe
this phenomenon at the macroscopic level by comparing the global behaviors of
the critical points and roots. However, a glance at Figures 1 and 2 suggests that a
stronger pairing phenomenon exists. In particular, one sees that nearly every critical
point is paired closely with a root of p,, an indication that the local behavior of
the critical points should be extremely similar to the local behavior of the roots.

Hanin investigated the pairing phenomenon between roots and critical points for
several classes of random functions [12, 13, 14], including random polynomials with
independent roots. He proved that the distance between a fixed, deterministic root
and its nearest critical point is roughly 1/n in the case where p has a bounded
density supported on the Riemann sphere [14]. The root-and-critical point pairing
for random polynomials was also explored in [23, 24], and Dennis and Hannay gave
an electrostatic explanation of the phenomenon in [7]. Most recently, Steinerberger
showed that the pairing phenomenon also holds for some classes of deterministic
polynomials [29], and Kabluchko and Seidel determined the asymptotic fluctuations

1See Section 1.1 for a complete description of the asymptotic notation used here and in the
sequel.
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FIGURE 1. The roots (red dots) and critical points (blue crosses)
of a random, degree 150 polynomial, where all 150 roots are chosen
independently and uniformly on two disks. See Example 2.7.
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FIGURE 2. The roots (red dots) and critical points (blue crosses)
of a random, degree 150 polynomial, where all 150 roots are chosen
independently according to a standard complex normal distribu-
tion. See Example 2.6.

of the critical point of p,, that is nearest a given root [18]. Kabluchko and Seidel’s
results are similar to some of our conclusions below and appear to have been concur-
rently derived using different methods. We present a detailed comparison between
[18] and our work in the next section.

In this paper, we refine the results mentioned above to obtain a more complete
picture of the pairing that occurs between zeros and critical points of p,,. We begin
by exhibiting a bound on the Wasserstein, or “transport,” distance between the
collections of roots and critical points of p,,. While this result explains the nearly
1-1 pairing between roots and critical points in Figures 1 and 2, it does not allow
one to describe the behavior near any particular root. We accomplish this feat in
the next section of the paper, where we discuss the joint fluctuations for a fixed
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number of critical points of p,. We conclude our analysis by establishing a local
law that describes the mesoscopic behavior of the critical points of p,,. Many of our
results focus on the cases where the roots X1, ..., X, of p, are iid, but for some of
our results, we do not even require that the roots be independent.

1.1. Notation. Throughout the paper, we use asymptotic notation, such as O
and o, under the assumption that n — oco. We write X,, = O(Y,,) , Y,, = Q(X,),
X, <Y, orY, > X, to denote the bound |X,| < CY,, for some constant C' > 0
and for all n > C'. If the implicit constant depends on a parameter k, e.g., C = C,
we denote this with subscripts, e.g., X,, = Ox(Yy,) or X,, <k Y,,. By X,, = 0x(Ya),
we mean that for any € > 0, there is a natural number N, , depending on k£ and ¢
for which n > N, j implies | X,,| < €Y,,. In general, C, ¢, K are constants which may
change from one occurrence to the next. We often use subscripts, such as Cp, p,, .,
to denote that the constant depends on some parameters Py, P, .. ..

We use the following set-theoretic conventions. For zy € C and r > 0, we define

B(zp,r) :={2€C:|z— 2| <r}

to be the open ball of radius r centered at 2z, and B(z,7) to be its closure.
The notations #S and |S| denote the cardinality of the finite set S. The natural
numbers, N, do not include zero.

For a probability measure p, we use X ~ p to mean that the random variable
X has distribution g and supp(u) to denote its support. We say that a probability
measure u on C has density f if p is absolutely continuous with respect to Lebesgue
measure on C and the Radon—Nikodym derivative of p with respect to Lebesgue
measure is f. The random variable 1g is the indicator supported on the event F,
and we say an event E (which depends on n) holds with overwhelming probability
if for every a > 0, P(E) > 1 — On(n™%).

Finally, we use d?z to denote integration with respect to the Lebesgue measure
on C to avoid confusion with complex line integrals, where we integrate against dz.
We use v/—1 to denote the imaginary unit and reserve i as an index.

Acknowledgements. The authors thank Boris Hanin for calling their attention
to this line of research and for many useful conversations. The authors also thank
the anonymous referees for useful feedback and corrections.

2. MAIN RESULTS
We begin by introducing the Wasserstein metric in order to discuss the pairing

between the roots and critical points of p, that one sees in Figures 1 and 2.

2.1. Wasserstein distance. For probability measures y and v on C, let W1 (p, v)
denote the L;-Wasserstein distance between u and v defined by

Wi (p,v) = ir;f/ |z — y|dm(z,y),

where the infimum is over all probability measures m on C x C with marginals ;1 and
v (see e.g. [37], Chapter 6). Theorem 2.3 below gives a bound on the Wasserstein
distance between the empirical measures constructed from the roots Xi,..., X,
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(n) (n)

and the critical points w; ’,...,w, " ; of the polynomial p, defined in (1). We
denote these empirical measures by
1 n 1 n—1
— I
fn 1= ;5)9 and gy, 1= ; 5w§.“)7 (3)

respectively. Before we state Theorem 2.3, we motivate some regularity assumptions
w1 must satisfy in the hypothesis.
Consider that

=TI x) [-x0r > e+t ] (@)
Jj=2 Jj=2 J

where the sum on the right-hand side is an empirical mean of iid random variables.
Provided g is sufficiently nice, the Law of Large Numbers implies %E?:g z—lxj
converges in distribution to the Cauchy—Stieltjes transform of u, which is given by

du(x
)= [ 24, 6
and defined for those values of z € C for which the integral exists. Heuristically
speaking, if m,,(z) is finite and bounded away from zero near z = X7, then p/, () ~ 0
for some z satisfying |z — X;| = O(1/n). If, on the other hand, |m,(2)] is close to 0
for z near X1, we have pj, (2) ~ [}_,(2—X), so p;,(2) need not have any zeros near
Xj. Similar heuristic intuition applies if we replace X; in turn with X5, ..., X,,.
In light of the discussion above, conditions on the Cauchy—Stieltjes transform of
w feature prominently in this paper, particularly in the hypothesis of Theorem 2.3,
which requires at least one of the assumptions below.

Assumption 2.1. Suppose there are positive constants, C7,C5, so that the fol-
lowing conditions hold when Xi,..., X, are iid complex-valued random variables
with common distribution p:

(i) for any € > 0, P(|m,(X1)| < ¢) < Cie%;

(ii) the random variable 1, := maxi<;<, | X;| satisfies P (n, > n®2) = o(1).

Assumption 2.2 (Alternative to Assumption 2.1 for radially symmetric distribu-
tions). Suppose p has two finite absolute moments and a continuous density, f,
that is radially symmetric about z = zp and that satisfies f(zg) > 0.

We can now state the main result of this subsection.

Theorem 2.3. Let X, ..., X, be iid, complex random variables whose distribution,
W, has a bounded density and satisfies either Assumption 2.1 or Assumption 2.2.
Then, there is a positive constant C', depending on w, so that with probability 1 —
o(1),

Cra(logn)?
where 1y, == maxi<j<n |X;|, and pn, 1), (defined in (3)) are the empirical measures
constructed from the roots and critical points of pn(z) = H?:l (z — Xj).

In the case where p has sub-exponential tails, one can show that with probability
tending to 1, 7, = O(logn). Consequently, Theorem 2.3 immediately implies the
following corollary.
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Corollary 2.4. Let Xy,...,X,, be @id, complex random variables whose distribu-
tion, p, has a bounded density and satisfies Assumption 2.1 part (i) in addition to
the following condition:

(ii’) there exist C,c > 0 such that if X ~ p, then, P(|X]| > t) < Ce™“ for every
t>0.

Then, there is a positive constant C,,, depending only on p, so that with probability
1- 0(1)7
10
Wi (pin, p1,) < C"(l%n),
where i, w, (defined in (3)) are the empirical measures constructed from the roots
and critical points of pn(2) = [[;_,(z — Xj).

Theorem 2.3 and Corollary 2.4 show that the roots and critical points can be
paired in such a way that the typical spacing between a critical point and its
paired root is O(n~1), up to logarithmic corrections. This precisely describes the
phenomenon observed in Figures 1 and 2, and the authors believe that these bounds
are optimal (up to logarithmic factors) based on the theorems of Section 2.3 below
and the results in [18].

A couple of remarks concerning Theorem 2.3 and its corollary are in order.
Due to the heuristic that motivates our proof of Theorem 2.3 (see Figure 5), the
authors conjecture that Assumption 2.1 part (i) can be weakened to require that
for some fixed § > 0, P(|m,(X1)| < €) < C1e'*°. At present, we require § =
1 to obtain some technical bounds in the proof. An examination of the proof
reveals exactly where this condition is needed. The second remark concerns the
appearance of 1, on the right-hand side of (6). The authors believe this term is at
least partially necessary. Indeed, based on numerical experiments, the Wasserstein
distance W1 (pn, p1),) appears larger for distributions p with extremely heavy tails.
The precise dependence of 7,, on the Wasserstein distance remains an open question.

2.2. Examples of Theorem 2.3 and Corollary 2.4. The assumptions of The-
orem 2.3 and Corollary 2.4 are rather technical, so this subsection is devoted to

several specific examples worked out in detail.
Example 2.5 (p is uniform on a disk). If 4 has a uniform distribution on the
disk of radius R centered at zp, then, u has density f(z) = 71-1?]]'|Z7Z0|SR and

Cauchy—Stieltjes transform

m(2) = gz (=20 if|z2— 20| <R,
. L if |z — 20| > R.

(Lemma A.1 facilitates the computation of m,(z) when p is radially symmetric.
For this example, apply Lemma A.1 when z = 0, R = 1, and apply a linear
transformation.) It follows that if X ~ p, then for any ¢ < 1,

P(|mu(X)| <) <P (|X — 2| < R%) = R*c?,

so  satisfies Assumption 2.1, and by Theorem 2.3, with probability 1 — o(1),
Wi (ptn, 11),) = O((logn)? /n). (Note that almost surely, 1, < |z0| + R).

Example 2.6 (u is supported on all of C). Assumption 2.2 is easy to verify for a

large class of measures that do not necessarily have compact support. For example,

suppose p has a standard complex normal distribution with density f(z) = %e"zﬁ.
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Clearly, p is radially symmetric about the origin, and f(z) is continuous with
f(0) = 7=t > 0. Furthermore, u has sub-exponential tails, so by Corollary 2.4,
with probability tending to 1, Wi (un,1l,) < O((logn)1%/n). Figure 2 illustrates
this example.

Example 2.7 (u is not radially symmetric). In this last example, we consider a
situation where p does not exhibit radial symmetry. Suppose p is uniform on the
two disks B(—2,1) and B(2,1) with density
1
f(z) = Gy (1\z+2\<1(z) + 1|z—2\<1(z)) )

which is depicted in Figure 1. By separately considering the cases |z + 2| < 1,
|z—2| < 1, and |z £2| > 1, we can use the calculations from Example 2.5 to
obtain the Cauchy—Stieltjes transform:

%(z—l—?—l—ﬁ) if |z42] <1,
my(z) = == if [z +2] > 1, (7)

L2+ ) ifl-2<t.

Since p has compact support, Assumption 2.1 part (ii) holds trivially. In Appendix
A, we establish part (i), so by Theorem 2.3, with probability 1—o(1), W1 (un, pl,) =
O((logn)?/n).

2.3. Fluctuations of the critical points. While Theorem 2.3 describes the typ-
ical distance between a root and its paired critical point, it does not allow one to
study any particular root or critical point. Toward this end, we now fix several of
the roots and treat them as deterministic: consider the polynomial

s n+l—s
) =[]-&) ] -X)),
=1 j=1
where Xi,..., X, 11— are iid complex-valued random variables with distribution
w, and 5: (&1,...,&s) is a deterministic vector in C*. Our goal is to simultaneously

study the behavior of the critical points closest to &, 1 <[ < s.
Our first result, Theorem 2.8, covers the situation where some of the values
&, ..., & are allowed to be inside the support of p. In particular, for each 1 <1 < s,

equation (9) locates the critical point, wl(n), that is near & to within O(n=2) (up

to logarithmic corrections). This bound indicates that each wl(") is centered at

~(n 1 n
- , (8)

n+l—s
n+1 Ej?’ﬁl ﬁ + Ej;rl 51—1Xj
rather than &. This observation allows us to express the fluctuations of each critical
point as a sum of independent random variables (up to some lower order error
terms), and we use this to show that the fluctuations of the vector (w(™, ..., w™)
converge in distribution to a multivariate normal distribution. See Figure 3.
In order to state Theorem 2.8 we need the following definitions. Let

M, :={z€C:my,(z) =0}
denote the set of zeros of m,. We say that a measure p has a density in a neigh-

borhood of zy if there exists a p > 0 so that the restriction of p to the open ball
B(z, p) is absolutely continuous with respect to the Lebesgue measure on B(zg, p).
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n =100

FIGURE 3. Simulation to illustrate Theorem 2.8. The roots (red
dots) and critical points (blue crosses) of p,(z) = (z—¢&;) H?Zl (z—
X;) for increasing values of n, where the roots, X, ..., Xioo, are
chosen independently and uniformly on the outlined region. The

—1
. . : 2n n 1
green circle centered at &; is of radius P (Z =1 ﬁ) and

(n)

the gray circle has radius <5 and center @~ (see (8)).

20
n?
Theorem 2.8 (Locations and fluctuations of critical points when p,, has several
deterministic roots). Let X1, Xo,... be iid complez-valued random variables with
distribution p, fix s and the distinct, deterministic values &1,...,§s ¢ M,, and

suppose that in a neighborhood of each &, 1 <1 <'s, u has a bounded density, f.
Then, with probability 1 — o(1), the polynomial

s n+l—s
p(2)=[I-&) [ (z-%))
=1 j=1
has s critical points, wgn), . ,wﬁ”’, such that for 1 <1 < s, wl(") is the unique

critical point of p, that is within a distance of m of &, and
"

~0,; ((1"5”)2> )

1 n
n—+ 1 Z 1 + Z’nrf»lfs 1
JAL &§—¢&; j=1 &—X;

wl(n) - &+
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In addition, if f is continuous at &1, ... ,&s, then we have
n3/? ) 1 1 °
—m . — (N1,...,Ng 10
(\/@ w(&) ( St ”+1mu(§l))>l_1 i )
in distribution as n — oo, where (N1, ..., N) is a vector of complex random vari-

ables whose real and imaginary components (Re(Ny),Im(Ny),...,Re(Ny), Im(Ny))
have a multivariate normal distribution with mean zero and covariance structure
characterized by

ﬂ =3
Cov(Re(N;),Re(IV;)) = { Zsle :

&)=, (11)

Cov(Im(N;), Im(Ny)) {
else

Cov(Re(N;),Im(N;)) = 0.

Remark 2.9. Theorem 2.8 can also be extended to the case where &1,...,&; are
independent random variables (rather than deterministic values). This can be seen
by conditioning on &1,...,&s and applying Theorem 2.8; a similar argument was
used in [18].

Compare Theorem 2.8 to Theorem 2.2 of [18], which describes the same phe-

nomenon when s = 1. Both theorems identify the same fluctuations of wgn)

&1, however, the two results locate the critical point wgn) on different scales. While

about

Theorem 2.2 from [18] shows that wln) is the unique critical point of p,, within a
distance of order o(1/4/n) of &, Theorem 2.8 refines the location of wgn) to within

order O(n~2) up to logarithmic corrections. In fact, since % Z;l \5o% X converges

almost surely to m,,(&1), the results of the two theorems can be combmed to give a

stronger picture of the local behavior of wgn). Note that in contrast to the method
of proof used by Kabluchko and Seidel in [18], our approach is based on a deter-
ministic argument (see Theorem 3.1).

For values of &,...,&s outside the support of p, (10) and (11) demonstrate
that the scaling factor n3/2 /v/logn is too small to achieve a meaningful result.
(Indeed, f may be chosen to be identically zero outside supp(u), so the random
vector (Ny,...Ny) is almost surely the zero vector.) The following result refines
the analysis in this situation and is depicted in Figure 4.

Theorem 2.10 (Locations and Fluctuations of critical points when p,, has several
roots outside supp(u)). Let X1, Xo, ... be #id complez-valued random variables with
common distribution p, fit s € N, and suppose i,...,& ¢ supp(p) UM, are
distinct, fized deterministic values. Then, there exist constants C, L é Cy,g“ >0, so
that with probability at least 1 — C’exp(—cﬂygn), the polynomial

s n+l—s

) =[-8 I -

=1 j=1
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has s critical points, wgn), e ,wﬁ"’, such that for 1 <1 <s, wl(n) is the unique
critical point of p, that is within a distance of W of &, and

C -
e (12)

n2

1 n

—fl n+1 s 1
n+1zﬁél & — ﬁg +Z & —X;

In addition, we have

(r272 mute- (o~ 4 ) N (9)

n+1mu(&)) ),

in distribution as n — oo, where (N1,...,N;) is a vector of complex random vari-
ables whose real and imaginary components (Re(Ny),Im(Ny), ..., Re(Ny), Im(Njy))
have a multivariate normal distribution with mean zero and covariance structure

Contrto0). ) = ov (e () e ()
Cov(Im(N;), Im(N;)) = Cov <Im < i ) ,Im ( e X1>) (14)
<

Cov(Re(N;), Im(N;)) = Cov <Re (5 > T & — X1)>

Remark 2.11. After an application of the Borel-Cantelli lemma, Theorem 2.10 can

be combined with Theorem 2.9 of [23] to establish the following: when p has com-

pact support, almost surely, for n sufficiently large, w( ), . § ") characterized by

(12), are the only critical points of p,, outside an e- nelghborhood of supp(p) U M,,.

In Section 3, we provide a generalization of Theorem 2.10 to a situation where
pr has a number of deterministic roots that may depend on n (see Theorem 3.4
below). The proofs of Theorems 2.8 and 2.10 are based on a technical, deterministic
argument that applies to cases where X1, ..., X, are random variables that are not
independent (see Theorem 3.1). To illustrate this point, we conclude the subsection
with a result that demonstrates pairing between individual roots and critical points
of p, when p,, is the characteristic polynomial of a random matrix.

Theorem 2.12. Fiz e > 0 and A\ € C with |\| > 1+ 3s. Let M be an n x n
random matriz whose entries are iid copies of a random wvariable with mean zero,
unit variance, and finite fourth moment. Let A be an nxn deterministic matriz with
operator norm ||A| = O(1), rank(A) = O(1)?, and whose only nonzero eigenvalue
is X\. Then almost surely, for n sufficiently large, the characteristic polynomial®

1
Dn(2) = det (z[ - %M - A>
of \/LEM + A has a factorization p,(z) = (z — &) H?;ll (z — X;), where
(i) The roots X1, ..., X,_1 lie inside the disk B(0,1 + 2¢).
(i) The root £ lies outside the disk B(0,1 + 2¢) and satisfies £ = X+ o(1).

2We continue to use asymptotic notation, such as O and o, under the assumption that n — co.
In this theorem, n represents the dimension of the matrices M and A.
3Hero, I denotes the identity matrix.
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n=>5 n==6 n="7
@fl ®51 651
©) @ @
& & &
» 4
O‘El & &
da £ Y
& & &
n=15 n=25 n=>50

FIGURE 4. Simulation to illustrate Theorem 2.10. The roots (red
circles) and critical points (blue crosses) of p,(z) = Hl2:1(z -
fl)]_[?;ll(z — X;) for increasing values of n, where the roots,
Xi,...,X49, are chosen independently and uniformly on the unit

circle. The gray circles are of radius }1—2 and are centered at u?in),

" defined in (8).

(n—1) , which satisfies

—On. (%) . (15)

w" ™Y = A+ o(1) (16)

(iii) pn contains a unique critical point, w

1 1

(n—1)
w -+ - —
13 1 -1 1
[ Z?:l —X;

and hence

Remark 2.13. The conclusion in (16) can be deduced from properties (i) and (ii)
and Walsh’s two circle theorem (see, for example, [27, Theorem 4.1.1]). However,
the conclusion in (15) cannot be deduced from Walsh’s two circle theorem and
instead follows from Theorem 3.1. We prove Theorem 2.12 in Appendix A.

2.4. A local law for the critical points. In this subsection, we consider a local
law that describes the behavior of the critical points of

pn(2) = H(z - X).



12 SEAN O’'ROURKE AND NOAH WILLIAMS

We begin with the case where Xi,...,X,, are arbitrary random variables (not
assumed to be independent nor identically distributed) and then specialize our
main result to several applications and examples.

Theorem 2.14 (Local law). Fiz C > 0, and let X1,...,X,, be complez-valued
random variables (not necessarily independent nor identically distributed) which
satisfy the following axioms.

(i) (Upper bound) With overwhelming probability, maxi<;<n | X;| < en?,
(i1) (Anti-concentration) For every a > 0, there exists b > 0 such that

e
“);

n=" (17)

with probability 1 — O4(n~
independent of X1,...,X,.

Let ¢ : C = R be a twice continuously differentiable function (possibly depending
on n) which is supported on B(0,n%) and which satisfies the pointwise bound

| Ap(z)| <n” (18)
for all z € C. Then, for every fixred ¢ > 0 and every a > 0,

where Z is uniformly distributed on B(0,n),

3 elwf) Zw ol Al Togn) + Oa(n™)

with probability 1 — Oy (n™%), where wi”’, cee 7w7(1n_)1

polynomial

are the critical points of the

pn(2) = H(z - X;)
i=1
and || Al is the Li-norm of Ag. Here, the implicit constants in our asymptotic
notation depend on C,c, and c.
Remark 2.15. Condition (ii) on the random variables X1,..., X, from Theorem
2.14 is implied by the following:

(ii’) for every a > 0, there exists b > 0 such that, for almost every z € B(0,n%),

n
> =
=1

with probability 1 — O4(n=?).
Indeed, the implication follows by simply conditioning on the random variable Z
(which avoids a set of Lebesgue measure zero with probability 1).

nfb

The assumptions of Theorem 2.14 are fairly technical, and we derive some simpler
conditions that guarantee when the hypotheses of Theorem 2.14 are met in Section
2.5. We now specialize Theorem 2.14 to the case where X1, ..., X,, are independent
random variables.

Theorem 2.16 (Local law for independent roots). Fiz C' > 0, and let X1,..., X,
be independent complex-valued random variables which satisfy maxi<;<n, E|X;| <
n®. In addition, assume X1 is absolutely continuous (with respect to Lebesque mea-
sure on C) and has density bounded by n®. Let o : C — R be a twice continuously
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differentiable function (possibly depending on n) which is supported on B(0,n%)
and which satisfies the pointwise bound given in (18) for all z € C. Then, for every
fized ¢ > 0 and every a > 0,

n—1 n
> (™) =3 o(Xi) + Oa(l| Al logn) + On(n ™)
=1 i=1
with probability 1 — O4(n™%), where wgn), e w(n)l are the critical points of the

polynomial py(z) =[] (z — X;) and || Ap||1 is the Li-norm of Ap. Here, the
implicit constants in our asymptotic notation depend on C,c, and «.

Theorem 2.16 can be viewed as a local version of Theorem 1.1 and (2). Indeed,
since the functions in the theorem above can depend on n, one can approximate an
indicator function of Borel sets which changes with n. In addition, the error bound
in Theorem 2.16 is significantly better then the error term from (2).

Interestingly, Theorem 2.16 only requires a single root (X;) to actually be ran-
dom; the rest may be deterministic. In particular, since the density of X7 is bounded
by n®, X1 can itself be quite close to deterministic. Obviously, though, the result
fails for deterministic polynomials. For example, consider g, (z) := 2" — 1. The
conclusion of Theorem 2.16 fails for this polynomial since all of the critical points
are located at the origin while the roots are the n-th roots of unity, located on the
unit circle. However, Theorem 2.16 does apply to p,(z) := ¢n(2)(z — X), where
X is uniformly distributed on B(zp,n~¢/2) for any fixed zy € C. Theorem 2.16
strengthens Theorem 1.6 of [3] for the empirical distribution associated with the
zeros of p!, by providing a rate of convergence. As a consequence of Theorem 2.16,
we have the following central limit theorem (CLT).

Theorem 2.17 (Central limit theorem for linear statistics). Let Xi, Xa, ... be d
random variables which are absolutely continuous (with respect to Lebesque measure
on C) and have a bounded density. In addition, assume E|X1| < co. Let ¢ : C — R
be a twice continuously differentiable function with compact support which does not
depend on n. Then,

n—1
1 (n) 2
n le Z o(w — N(0,v7)
in distribution as n — oo, where wgn), . ,wfln_)l are the critical points of the poly-

nomial p,(z) == [[i—,(z — X;) and v* is the variance of ¢(X1).

We now state a version of Theorem 2.16 that applies when the function ¢ is
analytic. While analyticity is a much more rigid assumption, the next result does
not contain the extra factor of logn present in the error term from Theorem 2.16.

Theorem 2.18 (Local law for analytic test functions). Fiz C,c,e > 0. Let p be a
probability measure on C supported on B(0,C), and assume

Imu(2)[ > ¢ (19)

for all z € T, where T is the boundary of B(0,C + ¢). Then for any function
¢ (possibly depending on n), analytic in a neighborhood containing the closure of
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B(0,C +¢), one has

n—1 n

> el ) = Y- e +0 ( f etz

j=1 i=1 r
where wgn), e ,w,(ln_)l are the critical points of the polynomial p,(z) := [, (2 —X;)
and X1,..., X, are wd random variables with distribution p. Here, the implicit

constants in our asymptotic notation depend on C,c, and €.

2.5. Guaranteeing the assumptions in the local law. In this section, we pro-
vide some criteria for assuring the assumptions in Theorem 2.14 are met.

Lemma 2.19 (Simple criterion for an upper bound). Fiz C,e > 0, and suppose
X1,..., Xy are complex-valued random variables (not necessarily independent nor

identically distributed). If maxi<i<n E|X;[® < n%, then maxi<i<n | Xi| < e with
overwhelming probability.

Proof. As P (maxlgign | X;| > e”c) <3E L P(X] > "), the claim follows from

a simple application of Markov’s inequality. ([
Lemma 2.20 (Criterion for anti-concentration). Fiz C > 0, and let X1,...,X,
be complex-valued random variables such that X1 is independent of Xa, ..., X,. In

addition, assume X1 is absolutely continuous (with respect to Lebesgue measure on
C) with density bounded by n®, and suppose that E|X,| < n®. Then for every
a > 0, there exists b > 0 such that

o
—~Z-X;
with probability 1 — On(n~%), where Z is uniformly distributed on B(0,n°) and
independent of X1,...,X,.

>nt

We prove Lemma 2.20 in Appendix A.

2.6. Overview and outline. The remainder of the paper is devoted to proving our
main results. In Section 3, we establish Theorems 2.8, 2.10, and 2.12 of Subsection
2.3 by way of Theorem 3.1 for deterministic polynomials, which we also use to prove
a generalization to Theorem 2.10. Section 4 contains the proofs of the local laws
from Subsection 2.4 including those for Theorems 2.14, 2.16, 2.17, and 2.18. We
conclude the paper with a proof of Theorem 2.3 in Section 5.

There are two appendices that contain minor lemmata and supporting calcula-
tions. In Appendix A, we provide Lemma A.1 to simplify the computation of m,,
for radially symmetric distributions, we include calculations related to Example
2.7, and we justify Lemma 2.20. Appendix B contains some classical arguments
that establish a Lindeberg CLT that we use to prove part of Theorem 2.8.

3. PROOF OF RESULTS IN SECTION 2.3

The proofs of Theorems 2.8, 2.10, and 2.12 rely on the following theorem for
deterministic polynomials.

Theorem 3.1. Suppose £ is a complexr number, X = (X1,Xs,...,X,) is a vector
of complex numbers, and Ci,Ca, KLy, are positive values for which the following
three conditions hold:
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(i) Cr < Z;lng‘<C2’

(i) The function z — = ZJ 15 X s Lipschitz continuous with constant kr;, on
J

the set {z eC:lz=¢ < Cln}"

(1) mln € — X > &
Then, sz >0 andne N satisfy

8(1+2C2 1
C> Lﬂ and n>402max{—,0(kup+1)}, (20)
Cy Ch
the polynomial py(z) == (z — &) H?:l (z — X;) has exactly one critical point, wén),
that is within a distance of ﬁ of &, and
1 1 kri 1
w - — C(L;;—F ) (21)
n+ Z] 16X, X n

We remark that criteria (i) and (ii) appear relevant in view of (4) and its ac-
companying heuristic. Assumption (iii) helps to guarantee that p,(z) has only one
critical point that is within order O(1/n) of £, but with respect to establishing
equation (21), (iii) is likely an artificial constraint related to the use of Rouché’s
theorem in the proof. We prove Theorem 3.1 in the next subsection.

3.1. Proof of Theorem 3.1. Our strategy is to compare p,(z) to the simpler
polynomial

where
Y=t ——
n Ej:l —X;
is chosen so that near &, the logarithmic derivatives
1 —~ 1 = 1
La(2) := " and  L,(z) = “

z—¢& _j:lz_Xj '_z—§+z—Yn

of p,, and p,,, respectively, are close to each other. In particular, we will use Rouché’s
theorem to show that L, and L, both have exactly one zero in each of the nested
open balls

sm .__ C(kLiP + 1) lg .__
Dn .—B<CH,T and Dn : g, 2Cn

1 1
i 1
n+1 E] =
can be easily verified to be a root of L. By “clearing the denominators” we will

conclude that p, has exactly one critical point in each of the two balls. The lemma
below establishes a few key facts that we frequently reference throughout the proof.

where

Cp =& —

Lemma 3.2. Under the assumptions of Theorem 3.1:
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(i) For |z —c,| < %

C(k[,ip-‘r 1) 5 L
ZA\PLip T 2) _ 2 D™ — Dl
n2 <| §| < 40171, so U, C Dy
Clkrip+1) 2
- Yn =t
n?2 < |Z | < Cl

Ckrip +1) 1 .
ni};<m<|z—Xj| for1<j<n.

(i) For |z —£&| < %

3 )
- Yn o)
20 <Ml < g
3 .
5Cin <l|z—=Xj| for1<j<m
1 ) 3
5Cin <l|lz—ecnl if|z =&l = Yo
. C(kLip+1) . . .
Proof. To prove (i), suppose |z — ¢,| < —=%—. By the triangle inequality, we
have
1 C(kLip + 1) 1 C(kLip + 1)
— £l > — &l = |z = > — > —
|Z §| = |Cn §| |Z Cn| = (n—l— 1)02 n2 = 200, n2 >
and by the hypothesis that n > 4CoC(krip + 1), it follows that
1 1 _ 1 C(kLip + 1)
==&l > 2nCy  4nCy  4nCs = n? '

On the other hand, we have
(kLip + 1) n 1
n? (n+1)Cy’
and the assumption n > 4C>C(krip + 1) guarantees that
1 5
<
n—+ 1)01 4011],

(note: C; < C3). This establishes the first inequality. The second follows from

nearly identical reasoning; we omit the details. To achieve the inequalities ﬁ <

c
[z =&l <[z —cal +en — €] <

1
|Z_§|<4TL01 +(

|z — X;|, we use |z — €| < ﬁ, which we just proved, and the assumption that
ming << | — X;| > % Indeed, for 1 < j < n, the triangle inequality yields

3 _ 5 < 1 >C(/€Lip+1)
Cin 4Cin =~ Con n?
This completes the proof of part (i). Part (ii) follows from nearly identical reasoning.

Note that the assumption n > 4Cs/Cy is useful for achieving the lower bound on
|z — Y, |. We omit the remaining details. O

|z — X;| > € — Xj] — |z —&| >

The lower bounds in Lemma 3.2 imply that under the assumptions of Theorem
3.1, Ly(z) and L, (z) are holomorphic on the domain D™ and that (z — &)L, (2)
and (z — &)Ly, (z) are holomorphic on the domain D!¥. We will show that under the

same assumptions, |Ln(z) — En(z)‘ < ‘Zn(z)‘ for z in the boundaries of D™ and
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D! in order to justify Rouché’s theorem. To that end, assume the hypotheses of
Theorem 3.1 and let z € D™ U OD!8. Then, the triangle inequality implies

L,(z) — En(z)‘ = i L

j=1
i 1 ° 1 ~ 1 1
< - +1D — 1,1
j:lZ_Xj j:lg_Xj j:lg_Xj HZ_EY"
2 1 1
< nkLip |z — & + - )
’ 2ex, IR

where we have used hypothesis (ii) of Theorem 3.1 to bound the first term on the

left. By factoring |37, =~ from both terms in the right summand, we obtain
j=1§-X
J

1 1
1= -
- X | (z=8n Xime=x 1

Ln(2) = Ly(2)

)

1 n
< nkyip |2 — &|+n- o Z;
J:

and then, combining the fractions, factoring out another Z?:l 5—;)( ’, and applying
J

hypothesis (i) of Theorem 3.1 twice yields

(2 —5)%2?:1 ﬁ
(Z-&)%Zgll ﬁ +1
|z — €] '

|- 9% T e +1

L,(z)— Zn(z) < nkip |2 — €| + nCs -

< nkLip |2 — €| —|—nC22 .

Finally, we can use the reverse triangle inequality and hypothesis (i) of Theorem
3.1 to show

1
1= |- 015 e

Ln(2) = La(2)| < nkuip |2 — € +nC3 |2 - €]

(22)
(1t )
<nlz-— krip+ ————=—+— .
| & | ko P |z — €| Cy
At this point, we split the argument into two cases: |z —c¢p| = w and
|z — €& = 27?01. In the first case, Lemma 3.2 guarantees that |z — £| < %Cl, and the
hypotheses of Theorem 3.1 require that % > 721821 , SO we obtain
7 2 2 2 2
Ln(z) — Ln(z)’ < & (kuip +203) < & (husp +1)(1+263). (23)
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On the other hand,

1 n n
z—& z-Y,
z—Yn+n(2—§)’

(z =8z —Yn)
=41z =& = Yol 2 —
nC’l Ol C(kLip + 1)
7”1/.—._.77
2 2 n2

where the last inequality follows from Lemma 3.2. One of the assumptions in

Theorem 3.1 is that C' > 8(127203), SO
1
- o2 8(1+202) 2 ,
Combining (23) and (24) yields |Ly(z) — Ln(2)| < |Ln(2)| for z in the boundary of

D™ In addition, recall (Lemma 3.2 part (ii)) that L, (z) and L(z) are holomorphic
on the domain D™, so Rouché’s theorem guarantees that L,(z) and L,(z) have

n

the same number of zeros inside D3™. Since ¢, is the unique zero of L,(z) in
D™ we conclude that L,(z) has exactly one zero, w("), in D3™. Furthermore,

n
L,(z) = Zi—gz; (which is analytic for z € D™ by (i) of Lemma 3.2), so the zeros
of Ly (z) in D™ are the same as the critical points of p,(z) in D™. We conclude
that p,(z) has exactly one critical point in D™,

Lemma 3.2 shows that DS™ C D!2, so it remains to establish that p,(z) also has
exactly one critical point in D2, for then, the critical point in both domains must

be the same one. Continuing from (22), in the case where |z — £| = ﬁ, we obtain

3 2 3 2
_ 2 (L. < 2 (k.
Ly (2) Ln(z)‘ < 20, (kLip +2C3) < 20, (kLlp + 1) (1 +2C3), (25)

> igﬁ Similarly to above,

where we have once again used the assumption that %

we also have

Z"(z): z—§+z—nYn
B z—Yn—l—n(z—{)‘
(z=8(z-Ya)

=(n41)- [z =& 2= Yol 2 —cl
2Cm 201 1

"T85 20mm

_2Cm

15

where the inequality follows from Lemma 3.2, (ii). From the assumptions on n and
C in Theorem 3.1, it follows that
3201+ 203) (bip + 1) G 32(1+2C3)(huip + 1)

4 krs 1 —_— >
n > CQC( Lip T )> 012 c, = 012
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(recall Cy < (), so in the case when |z — £| = ﬁ,
En2)] > o 0% ks + 1)(1+2C2), (26)
n 150 Lip 2
Combining (25) and (26) yields ‘Ln(z) — Ln(2)| < |Ln(2)| for z in the boundary of
D!s. Consequently, for z € D8
(2= OLn(2) = (2 = OLa(2)| < |(z = OLn(2)],

and since (z — £)Ly(2), (z — €)Ly(2) are holomorphic in D!® by Lemma 3.2, (ii),
Rouché’s theorem guarantees that (z — &)Ly (2), (z—&)Ln(2) have the same number
of zeros in D!, In fact, (z — £)L,(2) has exactly one zero in D'§, namely ¢y, so

N Hj:l(z - Xj)

has exactly one zero in D!, too. (Note: by Lemma 3.2, (i), DS™ C D!2.) Hence,
p’,(2) has exactly one root in D!®, and as we showed above, this root lies in D5™.
The proof of Theorem 3.1 is complete.

In the remainder of this section, we use Theorem 3.1 to prove Theorems 2.8,
2.10 and 2.12. We also include a subsection where we sketch how the arguments
could be modified to prove Theorem 3.4, which generalizes part of Theorem 2.10 to
situations where p,, has many deterministic roots. When & € supp(p), it is difficult
to control + EJ e X , so we start with the proof of Theorem 2.10, which is more

stralghtforward than the justification of Theorem 2.8.

3.2. Proof of Theorem 2.10. We begin by establishing equation (12) via Theo-
rem 3.1. To that end, we consider {§};_,, one at a time, letting each in turn play
the role of £ in the statement of Theorem 3.1. Fix &, 1 <1 <s. We will show that
for large n, on the complement of the “bad” event

the hypotheses of Theorem 3.1 are satisfied with £ = ¢,

X = (517" '7§l—17§l+17" '7587X17' o 7Xn+1—s)7

and the positive constants

Clliz

)

] g, Bbmal@)] 9
) N CECREL

(Here, dist(z, D) := inf,ep |z — w]| is the distance from z € C to a set D C C.)
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For large n, on the complement of E!,

1 s 1 n+l—s 1
- —+
n ;&-@ J; &—X
J#l
lzs: 1 n+l-s| 1 "1 (28)
njzlﬁl—fj n n+1l-—s . & —X;
il
1 n+l—s 1
<o) +| -5 > &_X‘_mu(fl) + [mu(&)| < Cay
J

c
3

(The last inequality holds for large n.) Similarly, for large n, on the event (Eﬁl)

1 s 1 n+l—s 1
Ly L'y > O (29)
nlma-6G o X

J#l

and condition (i) of Theorem 3.1 follows from equations (28) and (29). If n is chosen

large enough that

. . 3
g = dist(§, supp(p) U{&; 1§ #1}) > oo
1,m
then condition (iii) of Theorem 3.1 holds, and for |z — §| < ﬁ,
- X2 _min e Xl-l-blza - o>
min |z — X min - X;| -1z — - >
1<j<ntl—s = cintios J == Ciun = 3’

€l

2
L £ > mi —&l—z2=&l>g—=——>—.
skl pl sl malza - g =g

In particular, this shows that for positive integers n > 3(Cyg;)~! and complex

: 2
numbers z,w € {z )z =g < Cl,m}’

1 s 1 n+l—s 1 1 s 1 n+l—s 1
— + - — +
n ;z—@ J; z—X; n ;w—ﬁj ; w— X,
J#l J#l
1< w—z nills w—z
== +
n ;(Z_gj)(w_gj) J; (z = Xj)(w — Xj)
J#l
9
<lw—z|- = =kuipa - [w — 2],
€

which implies condition (ii) of Theorem 3.1.
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8(1+2C2,)
03
guarantee inequalities (28) and (29) for 1 <1 < s and that satisfies

Now, fix any C' > maxi<i<s . If n is a natural number large enough to

4Cy 3
> ki 1 1<i<sy, 30
n max{CL (kLip, + )01181 < _s} (30)
Theorem 3.1 guarantees that on the complement of Uj_; I} , the polynomial p,, has
s critical points, wg ),. w§"> such that for 1 <1< s, wl( ™ is the unique critical

point of p, that is within a distance of m
m

of &, and

1 n CkLing +1
- & + n+1 1 n+l—s 1 ( LTI:; ) (31)
YA TG Tliml EoX
(Note that for large n, wgn), ...,w™ are distinct because &1, ...,¢&, are distinct

and (31) implies wl(") — & for 1 <1 < s.) We complete our justification of (12)

from Theorem 2.10 by choosing C £ larger than max; C (kLipl + 1) and applying
Hoeffding’s inequality to the bounded random variables (§ — X;)~! to achieve the
desired control over P(U;E!). More specifically, since & ¢ supp( ) for 1 <1 <s,
the random variables le =& -X j)_l are almost surely uniformly bounded by
K := dist(&, supp(u)) !, and the following version of Hoeffding’s inequality applies
with t; := —Im“gf&)l.

Lemma 3.3 (Hoeffding’s inequality for complex-valued random variable; Lemma
3.1 from [23])). Let Y1,...,Y, be iid complez-valued random variables which satisfy
[Y;| < K almost surely for some K > 0. Then there exist absolute constants
C,c > 0 such that

1 o 1
P EZYJ-—EE ZYJ- >t | < Cexp(—cnt?/K?),

for every t > 0.

By Lemma 3.3, we can find C, ¢ E 0 such that U, E!, occurs with probability
at least 1 — C'exp(—c C,é -n) as is de51red

We have established with overwhelming probability the existence of the critical

points w( ), e ,w§"> characterized by (12). It remains to show that they satisfy the

convergence in (13). To that end, apply the Borel-Cantelli Lemma to the events

U EL to see that almost surely, for large enough n, wl(n) satisfies (12) for 1 <1 <n.
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It follows that with probability 1, for sufficiently large n and any I, 1 <[ < s,

VA + 1) - (@) ( ot )

n+1 mu(gl)
n

= 5 n s +0,¢ i

B ( J?él &-¢& EJ + Z +1 fz*lXj ) “75(71 )
_ _ 1 (o —1/2

=my gl ( 1 Z] ) gl + O%g(l/n)) + 0#75('”/ )
_ my (€ ) P
L ZJ 1 EL (1/Tl Z fl mﬂ(gl) + Ou)f(n )

(32)
In the case s > 1, we have used that

>

1
max
1<i<s ;&—ﬁk P s& s

Now, we will use the Cramér-Wold device (see e.g. Theorem 29.4 in [2]) to show
the convergence (13). To start, let t1,...,ts,71,...,7s be arbitrary real numbers
and define the random variables

Vg =02 m,(6)? ( &+ ! ;) ,

n+1mu(§l)
1
“iy = Re <§z - Xj) ’

1
Wi :=1Im ,
H (51 —Xj>

for 1 <1 <'s. By (32), we have, with probability tending to 1,

_n u(gl) n l - 1 - i
Yn"l_n—i—llz 1 +0(1) vn n;&—Xj u(&1) +O<\/ﬁ)

Jj=1 & —
~mue) | +0( =)

1 n
1 — 1
EZ fl — X, —m#(&) +0(1)5
j=1 J

(33)
where all of the implied constants depend on &q,...,&s and u, and we have made
ample use of Slutsky’s theorem (see e.g. Theorem 11.4 from [11]). To obtain the last
line, we also used the classical CLT (see e.g. Theorem 29.5 from [2]) in conjunction
with Slutsky’s theorem. If we take linear combinations of the real and imaginary
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parts of Y, ;, we obtain that with probability at least 1 — o(1),

Z tiRe(Y,,) + Z r Im(Y, 1)
=1 =1

=vn %ZZ [tiZ1; + Wi —tiRe (mu (&) — trIm (my (&) | + o(1),

j=11=1

which converges by the classical CLT (and Slutsky’s theorem) in distribution to a
normally distributed random variable with mean 0 and variance Var (3°;_; [t1Z1,1 + riWi 1)) .
This limiting distribution is the same as the distribution of the random variable
>oi_; [tiRe(INy) 4+ r; Im (V)] with covariance structure given by (14), so by the
Cramér—Wold strategy, the proof of Theorem 2.10 is complete.

The next subsection illustrates how to modify the argument above to prove a
generalization of Theorem 3.4 to the case where p,, has a number of deterministic
roots that may grow with n.

3.3. Generalization of Theorem 2.10. The following result shows how Theorem
3.1 could be used to locate the critical points near a number of outlying determin-
istic roots that is allowed to depend on n. Compare the following theorem to
Theorem 2 in [14]. Both theorems discuss the pairing between s, roots and critical
points of p,, where s, = o(n) is allowed to depend on n. Theorem 3.4 describes
the locations of the critical points with higher precision than Theorem 2 of [14],
however our theorem requires that the deterministic roots &1, ..., &, be outside the
support of p, while Theorem 2 in [14] doesn’t make this restriction.

Theorem 3.4 (Locations of critical points when p,, has many deterministic roots.).
Suppose X1, Xo, ... are tid complez-valued random variables with distribution u, let
&1,&, ... be fized deterministic values, let sy, l,,a, be positive integers less than n,
and fix e, L > 0, so that all of these together satisfy:

(i) 1 < s, <l =o0(n), apl, =o(n), a, = o(\/n);

(1t) min {|m,(&)] 11 <1< s,} >e and max{|m,(&)|:1 <1 <s,} < L;

s . l’Vl
(i) mln{|§l —z|:1 <1< s,, x€supp(u)U {fj}j:L#l} > a—iﬂ.
Then, there exist constants C,cue.r1,Cuer > 0 so that with probability at least
1 —C - spexp(—cuer-n/a?), the polynomial

ln n+1—1I,
) =1Ie-&) I (z-X))
1=1 j=1
has s, critical points, wgn), e ,wgf), such that for 1 <1 < s, wl(n) is the unique
critical point of py, within % of & and
2
(n) 1 n Cue,r-a;
max |w,  —§& + T : 1| < 5 . (34)
1<i<sn n+1 Zk:m#l = + 2?21 e n

Theorem 3.4 follows from an argument quite similar to the one provided in the
previous subsection. We outline the main differences in the following proof sketch.
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Argue as in Subsection 3.2 for each [, 1 <[ < s, separately but in place of the
definitions in equation (27) choose

L 2
: Cy = 3—, and Krip := Ej

S

Ci:==
DX 2

Also, modify the events E! into the events

B LN L) s @)l

_ 1< <s,y,.
" n+1_ln J=1 é—l_

3 3 f— —

Notice that condition (i) from Theorem 3.1 now holds for n sufficiently large (de-
pending on the rate of convergence of a,l,/n — 0) on the complement of E
because

l
1 - 1 canly,
sl E < = o(1
Ly & —8& | 6n o).

and this limit is uniform with respect to 1 <1 < s,,. The requirements (30) on n

now become
4Cy e2a?
n>max{7,4CgC( 1 +1]),an,,,

which hold uniformly for 1 <! < s, by assumption (i) in the statement of Theorem

3.4. By Hoeffding’s inequality (Lemma 3.3), with Yl = , K == =g, and

t = Im"gﬂ > 3, there are constants C, ¢, > 0, mdependent of l, &, and s, so
that for large n

P(EL) < Cexp (—cpe(n+1-1,)/a2).

Taking a union over [, 1 <[ < s, establishes the desired result.

3.4. Proof of Theorem 2.8. We now proceed to prove Theorem 2.8. In order to
control the behavior of + Z =1 =% X , we will rely on the Law of Large Numbers.
Lemma 3.5 below Justlﬁes this approach by establishing some regularity properties
for E(¢ — X1)~! = m,(€) that we will continue to use throughout the remainder of
the paper. We note that Lemma 3.5 is similar to Lemma 5.7 in [18].

Lemma 3.5 (Regularity properties of the Cauchy—Stieltjes transform). Suppose
that on B(£,p) C C, p has a density with respect to the Lebesgue measure that is
bounded by C, ¢ ,. Then,

(i) for any z € B(¢, p/2)

(o) < [ T ) < 25, min /2. 1} + max {2/ 1}

(i1) if p= 00 so that pu has a density bounded by C,, on all of C, then there exist
constants Ky, e, > 0, depending on i, so that the following holds. If x,y € C
with |x —y| < e,, then

(&) = miu()| < sz =yl log (o =yl ™) -
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Proof. To prove the first inequality, observe that for any z € B(&, p/2),

1 1
< —1,_ ; d —1,_ i d
|m#(z)| = /(C |Z — ’LU| |z—w|<min{p/2,1} ,u(w) + /(C |Z — ’LU| |z—w|>min{p/2,1} ,u(w)

min{p/2,1} 1
< 27TCM757P/ —-rdr+max{2/p,1}
o) ,

S 271—0#757!’ min {p/2a 1} + max {2/[)7 1} )

where we have used polar coordinates in the integral. To prove (ii), let Z ~ p and
fix x,y € C with |z — y| < 1. We will compute the difference

mao) = my)] = [&| 2| B |5 || < e - vim | =] o9

by splitting the expectations over each of the events
A={lz—Z| > |x—y| and |y— Z| > |z — y|},
B:={lzr—Z|>|x—y| and |y — Z| < |z —y|},
C={lz—Z| <|lz—yl and [y - 2| > |z —y[},
D:={lz - Z| <[z —y| and |y — Z| < |z —yl},

whose union occurs almost surely. The Cauchy—Schwarz inequality implies

1 1o zi>e—
E |:—A:| < E lz—Z|>| 2y|
e —2Zlly— 2] o~ Z]

E ]l\y—ZIZ\IZ—y\
ly — Z]|

1
1
< 271'0#/ —rdr +E[l] =27C, log
|

z—y| T

|+
r—=y

If B occurs, then |z — Z| > |z —y|, so the expectation on the right of (35) is
bounded by

1, _ |1*y\
IE[ 1s ] <! ]E[ b2l y] < AmCu L dr = anc,.
|z — Z| |y — Z| |z — vy ly — Z| lz =yl Jo r

We can bound E[l¢(|z — Z| |z — Y|)™!] in similar fashion. For the expectations
over the event D, we have the following bound on the middle expression of (35):

1p 1p lz—yl 1
E|—2 | +E|—2 | <8rC Zrdr < 87C, |z —y|.
| R e R A

In view of (35), these last few inequalities establish (ii). O

We proceed to prove Theorem 2.8, starting with a justification of (9) in the case
s =1and & = £ Choose pe > 0 so that in the disk B(€,3p¢), p has a density f
that is bounded by C¢. Our plan of attack will be to show that the hypotheses of
Theorem 3.1 are satisfied on the complement of a “bad” event whose probability
tends to 0 as n grows. To optimize our control over this event, we allow it to
depend on the parameter €, = o(1) that we will choose appropriately to achieve
the asymptotic bound in (9).
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To that end, suppose €, € (0,1), let d,, := [log(y/n)], and for each n > 1 define
the annuli

A%:_{ZE(C:|Z—§|<%},
k—1

k
AF = c:P <l 1<k<a,
pm{reci o cpog< 2o 1snsa,

and the binomial random variables

NE=#{1<j<n:X;eAl} 0<k<d,.

Consider the “bad” events

We will demonstrate that if

_ mu (9] _ 3Imu (9] _ Cuglogn
Cy = 5 Cy = 5 and  krip 1= R (36)
for &, := (logn)~%% and C, ¢ defined in Lemma 3.6 below, then the conditions

in Theorem 3.1 hold on the complement of E, UG, U|J, F¥ for large enough n.
Furthermore, we will show that the union of these events occurs with probability
tending to 0. Notice that events E,,, F¥, and G,, are related to conditions (i), (ii),
and (iii) of Theorem 3.1, respectively.

It is clear that condition (i) holds on the complement of E,, because m,,(§) # 0.
For n > %, (i) is true, on the complement of G,,, because in this case, \/% >

2. The following lemma establishes condition (ii).
1in

Lemma 3.6. There exists a constant C,, ¢ > 0, depending only on p and &, so that

if en, € (0,1), and
2
8pe )2 ( 8e? ) 8
n > max - 3 ) ’
{(Olan Cipe)  Cipe

then, on the complement of UZ;O FkUG,, any complex numbers z,w € B (5, %)
satisfy

1
(z—X))(w—X;)| = " "3

n
1=

1
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Proof. Fix z,w € B (§ , %) and 1 < 57 < n. By applying the triangle inequality

several times, we obtain
2 = Xl lw = X1 = [(1€ = X1 = 2 =€) (I = X;1 — lw—¢])|
> 16— X7 — 16 = X1 (|2 — &+ |w — &])

4
> (€= X"~ 16— X —

Consequently, on the complement of UZ’;O FFuG,,

2 1
; (z — X;)(w —

IN

X||w X

IN

2%
- 1
glf X, — ¢ - Xl o

1
> =

< z
1<j<n s.t. n ~ nCin
VEn P
%S‘Xj*§|<\/_%
dn
DYDY :
. pEeF 2 peek 4
k=11<j<n s.t. n Vi Cin

XjEAZ

1

+ > ; ,
oo e 6= X517 = 1€ = X5
| X5 —&1>pe

We have split the sum over 1 < 5 < n into d, + 2 pieces. Notice that for n >

2
8pe
Cl En )

1 2n
O<€_n_p_5 <=
n \/ﬁcln n
2\ 2
and forn>(c§%ps),
1 2n
O<p§ezi peet 4 <p2e2k—27f0r1§k§dn.
n \/_Cln

Additionally, if n > %Ps and | X; — £| > pe, then,

1 1
< 3 =
= XP —le=Xiletm ~ le— X1 (pe — o)

It follows that if
2 2
8¢ ) ( 8e? ) 8
n > max - , ) )
{ (Olan Cipe)  Cipe

<

IEES
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on the complement of UZ”;O Fku@,, forall z,we B (5, %),

J

n

1
« (2 = Xj)(w - Xj)

0 2n dn & 2n 2n
no Pe Pe

(rCyp2+1) 2n d"( ek 2
< — . 4 7TCp2€2k+—>7+—
VEn  en ; e TR ) iR T

d
n = n nlogn
\e2) =T Ve EANIETE

which completes the proof. ([

It remains to find an upper bound on the probability of F, U UZ:1 FF UGy,
which we accomplish in the next lemma.

Lemma 3.7.

dn
P <En U U FrFu Gn> =0p,e(1) + Ope (logn -2 +en) = 0ue(1)
k=0

Proof. To control P(E,,), apply the Weak Law of Large Numbers to the random

variables ﬁ, which have finite expectation by Lemma 3.5. Next, consider that
J
for large n,
En En
P(G,) < n-]P’(|X1 ¢ < —) <n-nCj; - — =7nCrey,
n n :

which establishes P(G,,) = O, ¢(en).
We now turn our attention to the events Fff For 0 <k <d,and1<j<n,
define the random variables

Xik = Lix;eary
which, for a fixed k, are independent and identically distributed according to a
Bernoulli distribution with parameter p, < wapge%/n. Since NF = 2?21 Xj.k
has expectation at most 7C'y pge%, Markov’s inequality yields

k

P Nk > 1C 2 2k € <
In order to control the fourth central moment of N*, recall that for two independent,
real-valued random variables X and Y,

SR [(VE - BN

(37)

E[(X +Y - E[X] -ElY))|

=E[(X —E[X))*| +E [(¥ — E[Y))"] + 6 Var(X) Var(Y).
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Since x;, are iid, it follows by inductively applying the previous identity that

E (Vi - EIVE)'| = nE [(ae — Ebaal)] + G"("T_l) Var(x1,,)?
<n (E[X%,k] + 6 Var(x1,x) (]E[Xl,k])2) + 3n? Var(XLk)2
< n (Bl + 6 (EDai))?) + 302 (Elxa,i)”

xC 2e2k 7T202 4e4k 71.202 4€4k
_n< L i L
n

2 2

n n

= Olhﬁ (€4k) .
Consequently, (37) becomes

k
P (N,’f > 7T0fp262k + e_a

\/—n) = Ope(en),

and by the union bound

dn
P (U F,’f) =0O,¢ (logn-e2).
k=0

The proof of Lemma 3.7 is complete. O

We have established that Ci, Cs, and krip defined in (36) satisfy conditions (i),
(ii), and (iii) of Theorem 3.1 for large n, on the complement of E,, U UZ;O Fkua,,
a “bad” event whose probability tends to zero. Consequently, the conclusion of
Theorem 3.1 guarantees that with probability at least 1 — o, ¢(1), the polynomial

pr has a unique critical point wgn) that fulfills (9).

We now consider the case s > 1. The argument in this more general situation
is much the same as the one just presented for s = 1, so we sketch the proof and
point out the major differences. Consider each of the roots £, 1 <[ < s separately
and modify the argument above in the obvious ways. In particular, we replace the
annuli A* with

1)
A?)n = {ZGCZ|Z—§Z|<%}, 1<i<s;
dek—1 sek
AF = C: <|lz— —
where § > 0 is any real number such that f is a density for u in the balls B(&;, §) and
so that 2§ < mini<j«i<s|§; — &|. Define the random variables Nl’fn accordingly, in

addition to the modified “bad” events

}, 1<k<dn 1<1<s;

1
Bip={|——o - > TSl 1 <i<s
8 ntl—s ; a—x, "M@=y =i="

n
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and the modified constants

o Imu(&)] . 3Imu(&)l I ._ 0 logn
Cl = T, CQ = f’ and kLip = Cu)g'giT, 1§l§8

(Note that CL & 1 <1 < s, will be defined via lemmata similar to Lemma 3.6.) On

the complemeht of the union of the modified “bad” events, for each [, 1 <[ < s,
conditions (i), (ii), and (iii) of Theorem 3.1 hold for reasons similar to those given
in the argument for s = 1 above. (Notice that for 1 <1 < s,

1 1
n :Z & — &k = o(l);

so computations similar to (28) and (29) establish condition (i) of Theorem 3.1.)
The fact that the union of the modified “bad” events occurs with probability at
most o(1) follows by an updated version of Lemma 3.7 and the union bound (recall
s is fixed and finite).

(n)

We now turn our attention to (10) which describes the joint fluctuations of w;",
1 <1 < s. This is considerably more difficult than our consideration of (13)
because in the current situation, (§ — X;)~!, are heavy-tailed random variables.
In Appendix B, we appeal to the Lindeberg exchange method with an appropriate
truncation to establish Theorem B.1, a CLT that we use to prove (10) in a similar
manner to our justification of (13).

To start, consider that with probability 1 — o(1), wl(n), 1 <1 < s satisty (9), so
with inspiration from (32) and (33), we obtain with probability at least 1 — o(1)
that for 1 <1 <,

=V [ e - &) | + o),

where all of the implied constants depend on &1,...,&s and u, and we have used
Slutsky’s theorem several times. (We also used the heavy-tailed CLT, Theorem B.1
once.) For the arbitrary constants ¢1,...,ts € C, we have with probability at least
1—o0(1),

i n3/2 1 1
()2 - (™ —
Re <§tl Toen u(&) <wl &+ —— mu(&)>>

A 1
= Re logn ﬁzztl [& - X _m“(&)] oll)

j=1i=1

which converges in distribution by Slutsky’s theorem and Theorem B.1 to a normal
distribution with with mean zero and variance y ;_; M This is exactly the
same distribution as the sum Re (3;_; ¢;IN;), where N; are defined as in (10) with
covariance structure (11). By the Cramér—Wold technique, this completes the proof
of Theorem 2.8.
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3.5. Proof of Theorem 2.12. We conclude this section by using Theorem 3.1 to
prove Theorem 2.12.

Proof. Conclusions (i) and (ii) follow from [32, Theorem 1.7]. We now use Theorem
3.1 to establish (15). In particular, we will verify the three conditions of Theorem
3.1 hold for some constants C'y, Cs, krip, > 0 which depend only on € and A. In view
of parts (i) and (ii), it suffices to work on the event where
11
Xi| <1+ 2, X 1+ —e< || <|A[+1. (38
e Xl <142 min [6- X235, 1+ el <N+1 (39)
In fact, this event automatically guarantees the third condition from Theorem 3.1
for all values of n sufficiently large. The second condition also follows for large n
since, for z,w € C with |z, Jw| > 1 4 5/2¢, we have

1n1 1 1n1 1
EZZ—X _ﬁzw X;

=1 =1

|z—w| 1
<
Z|Z—X||w Xi| L |z —wl

on the same event. The upper bound in the first condition of Theorem 3.1 follows
from a similar argument. The lower bound, however, is slightly more involved.
Indeed, for any 6 € R, we have

n—1

1 1
; fe\/jw _ Xie\/?w

gz

1 "i Re(¢eV=1%) — Re(X;eV~1?)
n 1€ — X '

i=1

Choose 0 € R so that £V~ is real-valued and positive. This gives
nol e V=16 V16 n—-l X,

Z Z ge Re(X;e ) > lz [3 |Xz|2'

§— X € — Xi n = (|| + | Xi])
Thus, on the event (38), we conclude that
15
nig X
which completes the proof of the lower bound. Hence, the three conditions of

Theorem 3.1 are satisfied. Applying Theorem 3.1, we obtain (15). Lastly, (16)
follows from (15) after applying conclusion (ii) and (39). O

>>8,)\ 17 (39)

4. PROOF OF RESULTS IN SECTION 2.4

4.1. Proof of Theorem 2.14. This section is devoted to the proof of Theorem
2.14. We will need the following lemmata.

Lemma 4.1 (Monte Carlo sampling; Lemma 36 from [35]). Let (X, pu) be a prob-
ability space, and let F : X — C be a square-integrable function. Let m > 1, let
T1,...,Tm be drawn independently at random from X with distribution u, and let
S be the empirical average

S = %(F(ml) +- 4+ F(zm)).

Then S has mean fX Fdp and variance % fX |F — fX Fdu|*du. In particular, by
Chebyshev’s inequality, one has

p(‘s—/Xqu‘zt> /' [ Fa

du
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for any t > 0, or equivalently, for any § > 0 one has with probability at least 1 — ¢

that
) 5 1/2
S—/qu’ﬁ—/‘F—/qu du .
’ X vmé \Jx X

Lemma 4.2. Fix C' > 0, and let X1,..., X, be complex-valued random variables
(not necessarily independent nor identically distributed) such that, with overwhelm-
ing probability,

max | X;| < " . (40)
1<i<n

Let ¢ : C — R be a twice continuously differentiable function (possibly depend-
ing on n) which satisfies the pointwise bound in (18) for all z € C. Then, with
overwhelming probability,

/B(O o, | AP log? [pn(2)|d?z < n?“nOW), (41)
Ao(2)121og? |9 (2 d2z<<n20n0(1) 1
| 90 g pn 7
B(0,n%)
and
/ | Ap(2)|2d%z < n*C. )
B(0,nC)

Proof. The bound in (43) follows immediately from the pointwise bound in (18).
In order to prove (41) it suffices, by the pointwise bound in (18), to prove that with
overwhelming probability

/ log? |pn(2)]d?z < n®W).
B(0,n%)
By supposition, we now work on the event where X1, ..., X,, € B(0, e”c). As

log? [pn(2)] < n Y _log?|z — Xil,
=1

it suffices to prove that

max / log? |z — X;|d?*z < n°W,
1<i<n Jg

where B := B(0,n°). Since X1, ..., X, € B(0,e""), it follows that

max / log? |z — X;|d*z < n*°|B| < n°W),
1<isn Jp\B(X;,1)

where |B| is the Lebesgue measure of B, and |B| = O(n?“). Near each root, we
have

max / log? |z — X;|d*z < max / log? |z — X;|d*z < 1
1<i<n BﬁB(Xi,l) l<isn B(X’ivl)

since log| - | is locally square-integrable. This completes the proof of (41).
For (42), we observe that on the event where (40) holds, the Gauss—Lucas theo-
rem implies that

C
max |w;| <e"
1<j<n—1
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where wgn), ceey wfﬁ)l are the critical points of p,,. Working on this event, the proof

follows from the same procedure as we used to prove (41); we omit the details. O

Lemma 4.3 (Crude upper bound). Fiz C > 0, and let X1,...,X, be complez-
valued random variables (not necessarily independent nor identically distributed).
Assume Z is uniformly distributed on B(0,n®), independent of X1,...,X,. Then
for every a > 0, there exits b > 0 such that

- 1

with probability 1 — Oy(n™%).
Proof. Conditioning on X1, ..., X,, we find that

n 2
1P><mm Z — X <a> <> P(Z € B(X,,2)) <<nni—c

1<i<n x
=1

for all € > 0. In addition, on the event where mini<;<, |Z — X;| > ¢, we have

- 1
;Z—Xi

In order to prove the claim, it suffices to assume a > 2C. In this case, by taking

n
9

€:= :%fl, the result follows from the estimates above. O

We now prove Theorem 2.14.

Proof of Theorem 2.14. Let B := B(0,n%), and let |B| denote its Lebesgue mea-
sure. Fix a > 0, and let 8 € N be a large constant (depending on C,¢, a) to be
chosen later.

Using the log-transform of the empirical measures constructed from the roots
and critical points of p, we obtain

n

>ex) = 3= [ Ave) ozl (2=, > ol = 55 [ Al tog )l

i=1

(These identities can also be found in a more general form in [16, Section 2.4.1].)
Instead of working with the integrals on the right-hand sides, we will work with
large empirical averages by applying Lemma 4.1. Indeed, let m := n®, and let
Z1,...,Zm be iid random variables uniformly distributed on B, independent of
Xi1,...,X,,. Taking B sufficiently large and applying Lemmas 4.1 and 4.2, we
conclude that

i3 Z D= =3 Ap(Z) oglpa(Z)] + O, (44
=1

) Z plwg) = = 3 Ap(Z)log b, (Z)] + O™ 0),  (15)
l:l

i z 22’: _ S TL_C_2C_1
5 [ 18ela 2o 20020 0! ) (16)
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with probability 1—O(n~%). In addition, by (17), Lemma 4.3, and the union bound
it follows that there exists b > 0 such that

n n

1
Yo 2%-X,

with probability 1 — O(n~%). Thus, since Z,"Ez; =Y, —%, we obtain

sup [log|pn(Z)| — log |p},(Z1)|| = O(logn) (47)

1<Ii<m

with probability 1 — O(n™%).
From (44) and (45), we find

fﬁg 0 |B|Zwﬂ

1 & el
EZ Ap(Z,)| log [pn(Z1)| = log|p;,(Z1)|| + O(n~°72)

nb<m1 b

1<l<m

<n

max
1<l<m

with probability 1 — O(n~%). Applying (46) and (47) yields

|B|Z“’ |B|Z“”“J

m

1
< (logn)— 3" [ Ap(Z)] +n7 2

=1
1
< (logm) /B | Ag(z)[d2z +n—c2C

with probability 1 — O(n=®). Since |B| = ©(n?“), we rearrange to obtain

n n—1

D e(Xi) =D plwy)| < (logn)|| Aplly +n~ (48)
i=1 j=1
with probability 1 — O(n~%). The proof of the theorem is complete. O

4.2. Proof of Theorems 2.16 and 2.17. In order to prove Theorem 2.16, it
suffices to show that Xi,..., X, satisfy the two axioms of Theorem 2.14. This
follows from Lemmas 2.19 and 2.20.

We now turn to the proof of Theorem 2.17. By Theorem 2.16,

Zcp = Zcp(Xi) + O(logn)
i=1

with probability 1 — O(n™19?). Since ¢ is bounded, we obtain

n—1

E i Zl&p ) 4+ O(logn).
j=1



LOCAL BEHAVIOR OF CRITICAL POINTS AND ROOTS OF RANDOM POLYNOMIALS 35

Therefore, we conclude that

n—1 n—1 n
1 (n) N
7n ;w(wj )—E ;@(wj )] = %;(‘P(Xi) — Ep(X3)) +o(1)
with probability 1 — O(n=1%). The claim now follows by applying the classical
CLT to the right-hand side.

4.3. Proof of Theorem 2.18. We will need the following companion matrix re-
sult, which describes a matrix whose eigenvalues are the critical points of a given
polynomial. This result appears to have originally been developed in [19] (see [19,
Lemma 5.7]). However, the same result was later rediscovered and significantly
generalized by Cheung and Ng [5, 6].

Theorem 4.4 (Lemma 5.7 from [19]; Theorem 1.2 from [6]). Let p(2) := [[j_, (2 —
zj) for some complex numbers z1,. .., zn, and let D be the diagonal matric D :=

diag(z1,...,2n). Then
1, 1
—zp'(z)=det |z -D(I——=J) |,
n n

where I is the n X n identity matriz and J is the n X n all-one matriz.

We will also need the Sherman—Morrison formula for computing the inverse of a
rank one update to a matrix.

Lemma 4.5 (Sherman—Morrison formula). Suppose A is an invertible matriz and
u,v are column vectors. If 1 +vT A7 u # 0, then

Aty T AL
1+vTA-1y’
Lemma 4.5 can be found in [1]; see also [15, Section 0.7.4] for a more general

version of this identity known as the Sherman—Morrison—Woodbury formula. We
also require the following consequence of [23, Lemma 4.1].

(A+uwT) =471 -

Lemma 4.6. Under the assumptions of Theorem 2.18, there exists a constant
¢ > 0 (depending only on C,c, and ) such that

z 1
Ele—XZ

>

inf
zel

with overwhelming probability.

Proof. Clearly |z| = C + ¢ for all z € T'. Thus, it suffices to prove that

1 & 1
ﬁ;Z—Xl

with overwhelming probability. The claim now follows from the uniform bound in
[23, Lemma 4.1] and the assumption on m,, given in (19). O

inf >
zel

With Lemma 4.6 in hand, we are now prepared to present the proof of Theorem
2.18.
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Proof of Theorem 2.18. Let D be the diagonal matrix D := diag(Xy, ..., X,). Us-
ing the notation from Theorem 4.4, we observe that zI — D is invertible for all
z € I'since X;,..., X, € B(0,C) by supposition. In addition, by the Gauss—Lucas
theorem and Theorem 4.4, it must be the case that the eigenvalues of D (I — %J )
are also contained in B(0,C). This implies that zI — D ( — %J ) is also invertible
for every z € I'. In view of these observations, we define the resolvents

G(z):=(zI-D)™',  R(2):= (zI—D (1_ #))-1

for z € T.
Thus, by Cauchy’s integral formula

n

> elX) = = ol G

=1

and
jz:;p(wj) +¢(0) = o \/_j{ z)tr R(2)dz.

We now take the difference of these two equalities. Since |@(0)| < [ [¢(2)]|dz], it
suffices by the triangle inequality to show

ilelrr) [tr G(z) —tr R(z)| = O(1) (49)

with overwhelming probability.
Since J = 117, where 1 is the all-ones vector, the Sherman-Morrison formula
(Lemma 4.5) implies that

LG(2)DJG(2)

R(z) = G(z) — W (50)

provided 1+ 217G(2)D1 # 0. In view of Lemma 4.6, there exists a constant ¢/ > 0
(depending only on C, ¢, and ¢) such that

n

z 1
Ezlz—XZ

1=

> (51)

1
inf |14 —lTG(z)D1’ = inf
zel n zel

with overwhelming probability. Here, we have exploited the fact that D and G(z)
are diagonal matrices, which implies that 1TG(2)D1 = 3" . Using (50) and
(51), we conclude that with overwhelming probability

112

1
sup [tr G(z) — tr R(z)| < — sup [tr[G(2)DJG(2)]] -
zel ne zer

To bound this last remaining term, we again exploit the fact that J = 11T. Indeed,
from the cyclic property of the trace, we have the deterministic bound

- | X C
g Z|Z—X|2_ =2

for all z € I'. Combining the bounds above, we obtain (49), and the proof is
complete. O

tr[G(2)DJG(2)]| = |17 G?(2)D1| =
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5. PROOF OF THEOREM 2.3

This section is devoted to proving Theorem 2.3. Our first lemma shows that
Assumption 2.2 implies Assumption 2.1.

Lemma 5.1 (Sufficiency of Assumption 2.2). If u satisfies Assumption 2.2, then
W also satisfies Assumption 2.1.

Proof. Without loss of generality, suppose p is radially symmetric about z = 0, and
let X ~ . By Lemma A.1, we can write

_ POXT <))
|m# (Z)| - |Z| )
so the hypotheses guarantee that |m,(z)| is continuous on C\{0}. (Indeed, P(|X| <
r) is the cumulative distribution function associated to the radial part of p, which
has a continuous density.) Since f(0) > 0, there are §,c > 0 so that |z| < § implies
|f(2)] > ¢ > 0. In particular, for |z| <4,

|2l |2l
Imu(2)| = %/O rf(r)dr > |70|/0 rdr = % (52)

Let 71 /5 be any value for which P(|X| < 71/5) = 1/2. By the extreme value theorem,
|m,.(z)| achieves its minimum, mmin, on the closed, bounded annulus

A::{ZE(C:5§|Z|§T1/2}.

We know that mmpin is non-zero by (52) and the fact that P(|X| < r) is non-
decreasing in r. This second fact additionally implies that for [z| > 712,

_ POXT<z])

1
= > —.

We conclude that for any € € (0, mmin),
c|X| 1 9
]P’(|m#(X)| <E)§P T <é€ +P(mmm<5)+P m <e€ SCE y (53)
for some C' > 0. (We have used the fact that p has two finite absolute moments to
bound the last probability.) It follows that y satisfies Assumption 2.1 part (i).

To see that u satisfies Assumption 2.1 part (ii), let X1,..., X, be iid complex-
valued random variables with distribution u, and observe that

P (max|Xj| > w/nlogn) =1-P (|X1| < \/nlogn)n
j

By Markov’s inequality,

n IE|*XV1|2 n—o00
]P)(|X1|§\/nlogn) >(1- 1,

nlogn

which completes the argument. O
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5.1. Introduction to and motivation for the proof of Theorem 2.3. The
following proof of Theorem 2.3 is motivated by the illustration in Figure 5 that
depicts the roots (red dots) and critical points (blue crosses) of p,,(z) when the roots,
X1,..., X150 are chosen independently and uniformly in the unit disk centered at
the origin. The observer will notice two things:

1) since the X, are chosen uniformly at random, they tend to “clump together,”
and

2) the roots further from the origin tend to “pair” more closely with nearby critical
points than the roots near the origin.

The first of these makes it difficult to use our strategy from Theorems 2.8, 2.10
and 3.1, where it was a simple matter to “zoom in” on a fixed root and ensure
that no other roots were nearby. We address this concern by grouping the critical
points that lie near each “clump” of roots and simultaneously considering all of the
critical points that lie in the same group. We will show that each “clump” of roots
(and its corresponding group of critical points) is far away from other “clumps,”
for large n.

The second observation can be explained by Theorem 2.8, which suggests that
§-n) m from
X;. For example, in the case where p is uniform on the unit disk, |m,(z)| = |z|
for |z| <1, so near the origin, it makes sense that the “pairing” phenomenon gets
worse. We tackle this problem by counting the “clumps” of roots and critical points
in exponentially widening, nested regions that avoid the zeros of m,. (In Figure
5, these are the annuli delimited by concentric dashed circles.) Using this method,
we can take advantage of the fact that the number of “clumps” that are a given
distance from the zero set of m, is roughly proportional to the strength of the
“pairing” within those “clumps.” The “pairing” phenomenon is quite unreliable
near the zeros of my,, so for any “clumps” that are sufficiently close to the zeros of
m,,, we bound the distances between the roots and critical points using the Gauss—
Lucas theorem. (In fact, this is where we expect to find the “extra,” un-paired root
that results because p, has a higher degree than p!).

In order to synthesize these two ideas, we will form random, disjoint, simple
closed curves to encircle each “clump” of roots and critical points. We will build
the curves from the arcs of circles centered at the roots of p,, and will use smaller
circles for roots that are farther away from the zeros of m,. See, for example,
the boundaries of the gray domains depicted in Figure 5. We will conclude with an
argument involving Rouché’s theorem to count the number of critical points interior
to each curve by comparing p/, to a simpler polynomial whose critical points can be
located with Walsh’s two circle theorem. Near the zeros of m,, our method breaks
down, and we use the Gauss—Lucas theorem for a bound on the distances between
the critical points and roots of p,. Luckily, there are few critical points near the
zeros of m,,, a fact which follows in part from Assumptions 2.1 and 2.2.

the closest critical point, w; ", to a given root X; is at a distance

5.2. Definitions. In view of Lemma 5.1, we prove Theorem 2.3 under Assumption
2.1. Let C}, > 0 be larger than each of the constants in Assumption 2.1 and larger
than the constant bounding the density associated to p. For each n € N, define the



LOCAL BEHAVIOR OF CRITICAL POINTS AND ROOTS OF RANDOM POLYNOMIALS 39

FIGURE 5. An illustration motivating the strategy we use to
prove Theorem 2.3. The red circles and blue crosses represent
the locations of the roots and critical points, respectively, of
p1s0(2), where g is the uniform distribution on the unit disk.
Roughly speaking, the gray disks around the X, are of radius
max {1/(n|m,(X;)]),1/y/n}. The dashed concentric circles are
meant to divide the unit disk into exponentially widening annuli.

following sets which partition C into regions based on the size of |m,(2)|:

ok
AR = {z e C:mu(2)| < %}, k = |4log(logn)|,
k1 o
Ak = {z eC: N < |mu(z)| < %}, [4log(logn)| +1 <k < |log (vn) ],
Ap=Lz€C:|mu(z) > elreslvm]
n =12 ()= —— _

Additionally, define the random variables

NE=#{1<j<n:X;e AL}, |dlogllogn)| <k < |log (vn)],
1
n ——1 ogn)? |m (X’L)|¢0
(= ¢ Xi = X XXzt T 1< j<n, A,
0, otherwise

and let NV,, be a n='/2-net of the closed disk B(0,n») that satisfies:
(1) F(Ov nCM) - UIGNn B(Ia n_1/2)a
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(ii) if z,y € N, and © # y, then |z —y| >

(iil) #N, = O, (n!t20%).
Such a collection of points exists by e.g. Lemma 3.3 in [23]. Let § > 0 be a fixed

real parameter to be chosen later. We will show that the conclusion of Theorem
2.3 holds on the complement of the union of the following “bad” events:

1

2v/n’

E} = {N} >2C,e*log(logn)}, |4log(logn)] < k < |log (v/n)];

1 4 - n n Xi
o’ |1 (- ) > el |

. 1
F' = Xl >
n |mH( )| = \/ﬁ n—lj:
J#

S

for 1 <i<m;
= {EIxENnU{XZ—}?_l s.t.#{lgjgn:|Xj—x|<%}22+510gn};

H, = {nn > nc*‘} .
For convenience, we use £224 to denote the union of all of the “bad” events:

[1og(cuv/n) | n
U Ej Ul F UG, UH,.

=1

gbad —
k=|41log(logn)|

5.3. The “bad” events are unlikely. In this subsection, we establish that
(54)

P (Esad) =o(1).
o(1), so it remains to bound the probabilities of the

By assumption, P(H,,)
remaining events.

Lemma 5.2.
|10g(v7) | 1
: U E) | < 5———F——5 = o(1).

N 2

k=|4log(log )] Cullog(logn)]

Proof. Observe that for a fixed n and k, [4log(logn)| < k < |log(yv/n)], NF is
< C,e*!/n. By Markov’s

a binomial random variable with parameters n and pyg
inequality, we have,
P (Nﬁ > 20#€2k log(log n)) <P (‘fo —E [Nﬂ | > Cﬂe% log(log n))
Var (fo)
= C2e%koa(1 2
et (log(logn)]
__ npe(1—pk)
Czetkllog(logn)]?
1
< .
= G, log(log n)?
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If we take the union over k, we obtain

[log(v7)] o0 . )
P Eﬁ S = )
- lglog ) kz::l Cue**llog(logn)]*  Cu(e? —1)[log(log n)J?

which implies the desired result. O
Lemma 5.3. P (|, F}) = o(1).

Proof. We will use the method of moments to control the probability of each F!,
1 <i<mn. Since F C {|m,(X;)| = n~/2}, we will often assume that [m,,(X;)| >
n~1/2 in our calculations. Recall from Lemma 3.5, part (i) that [m,(X;)| is almost
surely bounded above by an absolute constant (that depends only on ).

First, consider that for complex-valued random variables X and Y, where Y has
a finite fourth absolute moment,

E [|Y—IE[Y | x]|* ’ X}
A ) 2 , (55)
<E [|Y| \ X} +6(E [|Y| ] XD +4E [|Y| \ X} E[Y]| X].
(This inequality could be derived by writing
2, \2
Y -ElY | X)'= (Y -Ev | X]) (T-EV [X]) .
expanding the expression at right, and bounding each of the resulting terms with
an appropriate term from the right side of (55).)
Now, for X = X; and Y = C(n) where 1 < 4,5 < n with j # 1,
Xl.]

%, 7

— 1 >
71 _Gogm)? 1y o<
1X; — X;° ey SXe—Xalst

;

E [|Y|4 ‘ XZ} <

+E Lix,—x;|>1

1X; — X[t
1

r
—4d’l°+1

(logm)2 7
nlm (X;)]

<27Cy

7Cun? |m, (X;)|?
B H(logff)4 B

and similarly,
2nCyn |my, (X5)]
(logn)?

E [|Y|2 ’ Xz} <2nC,log (%) +1,

E [|Y|3 ‘ Xl} < —21C, +1,

E[Y|| X;] <2nC, + 1.
Consequently, via (55), there are positive constants C},, K, that depend only on p
so that if n > K, on the event |m, (X;)| > n~'/2,
2
o] Cp b (X)

(logn)® (56)

(n) (n)
W -E ¢

x|

1)
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Next, we show that there are constants C)/, K > 0 that depend only on p, so that
for n > KL and any fixed i, 1 <17 < n,

4
L, (xo12 5 B j_i(Cf?)‘E[@(?)'XiD X S%W o7
Write .
4
B | (6 - )| | x
i . )
=E i(cﬁ’;’—lﬁ[cfz’l&}) il(cff?—E[df;HXiD x|,
J#i i

and observe that if we distribute the factors inside the expectation, the indepen-
dence of {Xj; }?:1 implies that the only terms which contribute to a nonzero expec-
tation are bounded by expectations of the form
2
‘ X?,:| )

e ek |

where 1 < j, k <n and j,k # i. By a routine counting argument and the fact that
Cl-(f;-), j # 1 are identically distributed, it follows that

(n) (n)
(W -E ¢

¢y —E || X

4
e || (6 -2 [ | )| | x
j=1
i
<m-E| ¢ -E | X1 ’4 ‘ Xl}

- [

n—1\ /4 2 2
(")) ] <F|x])
where [ # i is any fixed index. From (56) and the bounds on E[|Y?| | X;] and
E[|Y]| X:] above, we can find C}, K, > 0 large enough so that n > K, implies
(57). (For the asymptotics, we are using that n=1/2 < |m,(X;)| = O, (1), where
the implied constant depends only on u.) Via Markov’s inequality, it follows that
for n > K7, and a fixed 4, 1 < i <n, on the event |m,,(X;)| > n~1/2,

n . C//
Pl (e — )| = e ) < " |
(e ! 2 nlmy (X:)| (logn)4
Jj#i

(58)
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We conclude the proof by demonstrating that P(U?_; F}) = o(1). Indeed, for n >
K/
'U,7

P (U F) < (12)
=1
[tog(vn)
=nP(®) +n > P{X1eA}nE)+n-P({X1€4,}nF})
k=|4log(logn)|+1
[log(vm) |
=n > E(Lix,eary PPy | X1)) +n-E(Lix,ea,; - P(F) | X1))
k=|4log(logn)|+1
[tog(v) ]
<n Z E( CZ.H{XSEML} >+nE< Og']l{XSEAn} )
h=4lonoamy 11\ M (X1)]” (logn)? nm, (X1)[” (logn)*
[log(vm) |
< )
k=|4log(logn)|+1

where we used (58) to bound P(F! | X;). Assumption 2.1 guarantees that

P(X) € 4%) < G- . 4logllogn)] < k < [log (v7)|.

C;LITL2P(X1 EA?Z) C;j?’LQP(Xl EAn)
n(logn)te2k—2 n(logn)te? [log(vn) |

)

We also have
eQLlog(\/ﬁ)J > teog(\/ﬁ)72 _ n6_2.

Hence, for large n, our calculation from above yields

n \_log(\/ﬁ)J " 2 "2

. c"Ce C"e
P Fi) < B E- .1 =0(1).
(H ) <X T gy

Lemma 5.4. For a fized § € (0, o ):
"

S n2+2C,
P(Gy) = Oy 1+ 510gn)(2+610gn) =05(1).

Proof. This is a straight-forward application of the Chernoff bound for binomial
random variables. In particular, for each x € N,,, define the random variable

n
Ny = E ]]'\Xj—m|§ﬁa
Jj=1

which has a binomial distribution with parameters n and p < 7C,,/n. The moment
generating function for N, is

E[eth] _ (1 —|—p(6t _ 1))11 < enp(ef_l) < eﬂ'CM(ef_l).
Choosing t =log(1 + 1/(nC),)logn) establishes
E[(1+1/(xCy)logn)*] < mn,
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and by Markov’s inequality, we obtain

E[(1+1/(xCy)logn)N=] n
P(N, >2461 < .
( >24dlogn) < (1+ 1/(7TCH)10gn)(2+6logn) = (1 + 1/(7TCH) 1Ogn)(2+5logn)

Note that the bound is independent of z, and that the argument can be easily
modified (by conditioning on X;) to show that for a fixed 1 < i < n,

n
< .
~ (14 1/(27C,) logn)(2+dlogn)

P Z R\Xj—xi\gﬁ >2+dlogn
j=1

J#i
Hence, we can apply the the union bound over all x € V,, and X1, ..., X,, to obtain
the desired result. O

Combining Lemmas 5.2, 5.3, and 5.4 from this subsection establishes (54), so for
the remainder of the proof, we work on the complements of the “bad” events.

5.4. Constructing disjoint domains that partition the roots. We will create
disjoint domains which contain clusters of roots of p,(z) that are close to one
another and show that inside each domain, the numbers of roots and critical points
of pn(2) are the same. The domains will be disjoint to ensure that no roots or critical
points are counted more than once (see Figure 5 for reference). For technical reasons
involving Rouché’s theorem, we will require that the boundaries of the regions be
simple, closed curves.

Our strategy will be to make an open ball around each X;, 1 < i < n, and to
consider the path-connected components of the union of these balls. Some of the
resulting regions may not be simply connected, so we need to “fill in the holes.” To
start, define the random collection of open balls

1 3 n
Cpn:=< B[z, (logn) CEE tx € {Xj}j:1 ,
n- Inax{|m#(:17)| , %}
and define on {1,2,...,n} the equivalence relation given by the following rule: i ~ j

if and only if there is a collection
{Bo, Bl, Cee Bl} C Cn,
with

(log n)?

By =B | Xi, -
nmax {m, (X)), G2 |

)

and

(logn)®

logn)4 ’
n-max { Iy, (X)), L2520 )

B =B|X;
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such that By N By # 0 for 0 < k <1—1. Let P, be the set of equivalence classes
induced by ~. The idea is that for a fixed P € P,

,_ (log n)?
Unr =) B[ X, oD
i€P n-max | [mu(Xs)|, ==

forms a connected component of Ugec, B. Each light gray region in Figure 5 is one
connected component, U, p for some P € P,; a “zoomed-in” version is presented
in Figure 7. Notice that some of the U, p, P € P, may not have simple, closed
boundaries, and some could be “nested” inside “holes” formed by others. We
address these concerns in the following discussion, where we demonstrate how to
select a simple, closed component of the boundary of each U, p, P € P,, whose
interior contains Uy, p.

More specifically, for each equivalence class P € P,, we will create a simple
closed curve, v, p C OU,, p, such that each X;, j € P is contained interior to the
bounded component of C\ v, p. Furthermore, we will show that the interiors of
the bounded regions defined by the curves {v, p} pep, are partially ordered with
respect to set inclusion. This will allow us to combine “nested” regions.

To that end, fix an equivalence class P € P,, and recall the definition of the
open set U, p from above. For simplicity, write U, p = Ué:l B;, where Bq,..., B
are distinct open balls (in the definition of U, p, some of the open balls could
coincide if, for example X; = X, for i,j € P, i # j). We use V, p to denote the
unique unbounded, path-connected component of the complement of U, p. (The
complement of Z/T,P has a unique unbounded, path-connected component because
U, p, a union of finitely many closed disks, is compact.) By construction, the
boundaries 0U,, p D 0V, p consist of arcs of the finitely many circles 9By, ..., 0B;.

Lemma 5.5. The curve v, p := 0V, p is a simple, closed curve (i.e. a Jordan
curve), and Uy, p is contained in the bounded component of C\ vy p.

Proof. There are several ways that one could proceed. One method is to construct
a simple path starting on the boundary 0V, p that follows circle arcs until it returns
to the start. A second approach is to consider the genus of the region U, p, find
generators for its fundamental group, and “close-off” any “holes.” We present, in
detail, a third method that relies on the following converse of the Jordan curve
theorem due to Schonflies (see [8, 36], and the discussion on pp. 13 and 67 of [38]).
The theorem statement requires two definitions.

A region of the closed set F' C C is defined as a path-connected component of
C\ F. A point z in F is accessible from a region R if there is a point y € R and a
simple path from y to x, whose intersection with F' is {z}.

Theorem 5.6 (Theorem 1 in [36]; see also Theorem II 5.38 on p. 67 of [38]). If
F is a compact set in C with precisely two regions such that every point of F is
accessible from each of those regions, then F is a simple closed curve.

Our goal is to show that the compact set v, p = 0V, p has precisely two regions
from which v, p is accessible at every point. Define U, pi= C\ Vyp. Observe that
C\Yn,p = Vo, pJU, P where the union is disjoint. It is clear that V,, p is a region
of vy, p; next, we argue that U, _p 1s also a region of v, p.

Since U], p C Cis open, it suffices to show that ul h.p 18 connected. Suppose, for
a contrad1ct1on that this is not the case. Then, there are disjoint, non-empty open
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(A) Case 1: y is on precisely one (B) Case 2: y is on more than one
circle among {8Bi}i:1. of the circles {8Bi}i:1.

FIGURE 6. The geometry near y € vy, p.

sets S,T C C such that SUT =U,, p. By construction, the open set U, p C U, p
is path-connected, and hence connected, so U, p must be completely contained in
either S or T'. Suppose, without loss of generality, that U, p C S. Since T is
non-empty, there is some x € T. We will demonstrate that a path whose image is
contained entirely in U,, p connects = to a point of U, p C S, which results in a
contradiction. We may assume that z ¢ 0U, p because otherwise = lies on a one
of the circles 0B;, 1 <14 <, and there is a path in Z/{JZ)P between x and a point of
Un,p cS.

Since the (finitely many) circles OBy, ..., 0B are distinct, there are only finitely
many points of C that are contained in more than one circle. Consequently, we can
choose a point v € V,, p such that the line segment Zv does not contain any points
of C that lie in the intersection of two or more distinct B;, 1 < i < [. (Indeed,
choose a circle €, C V), p, centered at x, whose interior contains the compact set
m. Then, the collection {Zz : z € €, } of line segments connecting x to points
of €, is infinite in number. Also, x ¢ OU, p by assumption.) Define the path
¢:]0,1] —» Cvia t — tx + (1 — t)v, whose image is the line segment Zv. Since T is
connected, it cannot be the case that 7o € C\ 7, p (indeed, L{;LP UVpp=C\Vnpr
is a disjoint union of non-empty open sets). Consequently, Zv contains a point of
Yn,p. Let t* := min{t: £(t) € v, p} and set y := £(t*). Note that ¢* > 0 since
x §é unyp.

By construction, y lies on precisely one of the circles {8Bi}§:1; suppose, without
loss of generality, that y € 0B;. Hence, we can choose an open ball B, 3 y small
enough that B, \ 0B consists of exactly two disjoint, path-connected open regions
(See Figure 6A). One of these regions must be a subset of By C Uy, p, and the other
must be a subset of V,, p. (The second region is connected and open, contains no
points of 9V, p, and must contain a point of V,, p because y € OV, p.)

Choose 1 > 0 small enough so that t* —n > 0 and £(t* —n) € B,. It follows that
the line segment

L:={(t):0<¢t<t"—n}
is connected and disjoint from v, p. We conclude that L is contained entirely in
T, for it contains z € T. This means L does not contain any points of V, p, so
Ut —n) € ByN By CUy,p CS. We have reached a contradiction since S and T'
are disjoint, so U,, p must be connected.

We have shown that 7, p has precisely two regions, V,, p and U,, p. It remains
to show that every point of v, p is accessible from both of these regions. Suppose
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Yy € 7n,p. There are two cases: y is contained in precisely one of 0B;, 1 <1i <[, ory
is contained in more than one of these circles. (See Figures 6A and 6B, respectively.)
If the first case is true, just as we did above, we can choose an open ball B, > y
small enough that B, \ 0B consists of the two disjoint, path-connected open regions
By NUy, p and B, NV, p. It is now clear that y is accessible from both V,, p and
Z/l/ P D) Z/[n P
On the other hand, suppose, without loss of generality, that y is contained in the
circles 0B1,0Bs,...,0B;. Then, we can choose an open ball B, 3 y small enough
that B, \ U]_, 0B; consists of 2j disjoint path-connected, open regions that do
not contain points from -, p (see Figure 6B). Consequently, each of these regions
must be entirely contained in one of the disjoint open sets U/, p or Vu p. Since
y € 0U,, p = OV, p, at least one of the 2j regions must be contained in Uy, p and at
least one must be contained in V,, p. It follows that y is accessible from both Vn,p
and U;, p
We conclude via Theorem 5.6 that v, p is a simple closed curve whose interior
contains U, p because L[AP is the bounded component of C\ 7, p, and U, p C
o O

We have shown that there are simple, closed curves {v, p}p ep, so that for each
P € Py, Yn,p C OU, p and U, p is contained in the interior of the bounded region
defined by ~, p. Furthermore, the path-connected, open regions {U,, p} pep, Are
disjoint by the definition of the equivalence relation ~. This means that no curve
Yn,p can pass through the interior of any region U, p, and as a result, we can
identify “maximal” curves which we will use in the remainder of the proof.

Definition 5.7. We say that a simple, closed curve v, p- among {yn,p}pcp 18
mazimal if whenever U, p» is in the bounded component of C \ ~, p for some
P € P,,, we have P = P*. We use M,, to denote the collection of maximal curves.
For each T € M,,, let Or denote the bounded component of C\T', so that 0Or =T

Notice that the domains Or, I' € M,, are disjoint by construction and that each
Xj, 1 < j <n,is contained in precisely one Or. We conclude this subsection with
two important lemmas that restrict the sizes of the equivalence classes P, P € P,
and domains Or, I' € M,,.

Lemma 5.8. Suppose 0 < 6 < 1/3. There exists Cs > 0 so that for n > Cs, the
following holds on the complement of G : for each P € P, |P| < dlogn + 2, and
if &,y € Up p, then, |z —y| < \3/—‘%

Proof. Assume, for a contradiction, that there is a P € P, for which |P| > dlogn+
2, and suppose, without loss of generality, that 1 € P. By the definition of P, for
each i € P\ {1}, there are elements Bj, Bi,... B, € Cy,, where

. 1 3
Bi=B|x, (log ) |
n~max{|m#(X1)|,—\g/E }
) 1 3
Bi =B | X, (logn)

n- maX{|m,u(Xi)| 5 (10%)4 } 7
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B,NB,, #0for0<k<1Il;—1,and Bj,...,Bj are balls with radius at most
(logn)~*n~1/2. Notice that the distance between X; and any X;, i € P\ {1}
is bounded by 2 + 2(l; — 1) times this maximum radius (recall that X; and X,
i € P\ {1} are the centers of Bj and Bj , respectively). We consider two cases:

(i) for every i € P\ {1}, ; < dlogn+ 2

(ii) there is an i* € P\ {1} for which l;» > dlogn + 2.
If case (i) is true, then, for n large enough to guarantee ¢ logn > 3,

242(; -1 24251 1 36 1
max |X; — X;| < max + 2 )< +(ogn+)§_<_7
i€P\{1} ieP\{1} logn/n logny/n vn n

so every X;, i € P is in the ball of radius n~1/2 centered at X1, which is impossible
on the complement of Gfl. On the other hand, if case (ii) is true, then, for large n,

[6log n+2] 1
U B CB(Xl,—).
k=0 v
I i* ’76 log ’ﬂ+2—‘ . . . -1 _1/2
ndeed, {Bk e are overlapping balls with radius at most (logn)~'n ,

so if n is large enough that dlogn > 7 and y € U,Eilgg n+2] B}:, then,
1+ 2[dlogn + 2] - 26logn + 7 < 30 - 1
log ny/n logny/n — /n o

This is impossible on the complement of G2 because it would imply too many roots
among {Xj}?:l in the ball of radius n='/2 centered at X;.

ly — X1| <

Now, suppose z,y € U, p and n is large enough to guarantee that, on the
complement of GS, |P| < §logn + 2 and dlogn > 4. Since the path-connected set

U, p consists of |P| overlapping closed disks of radius at most (logn)~'n~"1/2, we
have
2 2(6logn+2) 36
—y| < |P < < —=.
e =yl =P logny/n —  logny/n n
O

Corollary 5.9. Suppose 0 < § < 1/3. There exists Cs > 0 such that forn > Cs, on
the complement of G, each T' € M,, satisfies the following. There exist z*,y* € T
so that if x,y € Op, then |z —y| < |2* —y*| < 3—‘3—1.

Proof. In view of Lemma 5.8, it suffices to show that there exist z*,y* € T so that

sup_ [z —y| < [z" —y*]. (59)
z,yeOr

(Recall that there exists P* € P,, so that I' C 0, p~.) Since Or is compact and
(x,y) — |z — y| is continuous, the extreme value theorem guarantees the existence
of *,y* € Or so that the supremum in (59) is achieved when x = 2* and y = y*.
Suppose, for a contradiction, that z* ¢ T'. Then, 2* is in the open set Or, and
there is a p > 0 so that z* € B(z*, p) C Or. Consequently, the line segment z*y*
can be extended along the line connecting «* and y* by length p/2 without leaving
Or. This contradicts the assumption that the supremum in (59) is achieved for

x=x*, y=y*. We conclude that z* € I'. A similar argument shows that y* € I'.
O
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5.5. Pairing of roots and critical points inside each domain. We now show
that on the complement of the “bad” events, the roots and critical points within
most of the domains Op, I' € M,, are “paired.” The only domains for which this
does not occur are those that contain roots of p,(z) that are “too close” to the zeros
of my,. (See Figure 5 for reference; recall that m,(z) = 0 precisely when z = 0 in
the case where p is the uniform measure on the unit disk.) To make “too close”
rigorous, we define the random collection of roots

Rzair — {Xj :1<j<nand Xj c (C\ (A7Ll4log(logn)j UA}:Uog(logn)jJrl)}
(logn)*
v )

The following lemma is the main result of this subsection.

C {Xj 11<j<nand |mu(X;)| >

Lemma 5.10. For a fized § > 0 chosen sufficiently small, there is a constant
Cs > 0 so that for n > Cs, on the complement of Ul Fi UGS U H,,, the following
conclusion holds. For each Or, T € M,,, such that Or N RP¥" = (), the number
of critical points of pn(z) that lie inside Or is equal to the number of roots of
pn(2) that lie inside Or (where both counts include multiplicity). Furthermore, if
. 4
X € OrNREY" and w € Or is a critical point of py(z), then, | X —w| < %.
I

Proof. The proof of this lemma is similar in flavor to the proofs of Theorems 2.8
and 3.1, although the argument presented here is much more technical. Fix n € N,
suppose Or, I' € M,, is such that Or N RP2" £ () and choose an X € Op N RPAT
to be a distinguished root that will be a reference point in our calculations. We
classify the roots {Xj};.lzl into three groups based on their proximity to X (see
Figure 7). To that end, define

. . (logn)*
Rnar;={3:1g3gn, X, — X| < o8
‘ ! n |my, (X))
. . 1
Rmed::{]:lgjgna |Xj_X|<%}\Rnear

Rear := {jlg]gn, |XJ_X| > %}a
and let
ax(z) := H(z —X;) and rx(z):= H(z - Xj),
J¢Rnear J€Rnear
so that pn(z) = qx(2)rx(z). Note that |Rmed| and |Rpear| are of size at most
§logn + 2 on the complement of G¢. We will compare the zeros of p/,(z) inside Or
to the zeros of the function

Fx(2) = ax(2) <rfx<z> Frx()

that are inside Or, where Yx is defined by

n— |Rncar|>

Z—YX

n— |Rncar|

YX =X - 1 .
Zj&Rncar X—-X;

The idea is that ,
fx(2) _ ()
pn(z) rx(z) z—Yx

n— |Rnear|




50 SEAN O’'ROURKE AND NOAH WILLIAMS

is similar to the logarithmic derivative of p,(z) for z near X. Furthermore, the
number of roots of the equation

n— |Rnear|

0=,
() ()

that are inside Or will be easy to calculate since these are the same as the critical
points of

Px(2) :=7rx(2) - (2 — Yy )n | Roearl

that lie inside Or (we will show that Yx ¢ Or), and these can be located with
Walsh’s two circle theorem.

The following lemma contains a few facts that we will frequently reference for
the remainder of the proof of Lemma 5.10.

Lemma 5.11. Suppose 6 < 1/3. There is a constant K, s € N, depending only on
wand 6 (and not on X, P,T, etc...), so that n > K, 5 implies the following. On
the complement of UM_; F U G‘s if X € Or N RPY" and z € Or, then

n’

40(1
(i) |z — X| < 43(logn)’ and |z — X| > B0 if 2 € T

n my, (X)) (X1
|m,u(X)| 1 1
< <2 X)|;
(”’) ~\n—= |Rnear| ‘ _X _ XJ — |m#( )|7
aneaT
)
(i) <|z—Yx| < ———, so in particular, fx(z) is analytic in Or.
4|m, (X)] ( )| M (X))

Proof. Much of this proof relies on the fact that m,(-) is nearly Lipschitz (see
Lemma 3.5 part (11)) To establish (i), we first observe that for large n, on the
complement of G¢, if £ € Or, then

my (X))
2

3y ()]

< Ima(©)] < =78

(60)

Indeed, via Corollary 5.9, |£ — X | < 3—5 < i for large n, on the complement of

G?, so as long as we also have \/— < min {su, 1}, Lemma 3.5 guarantees that

(€)= mu(X )|<fm\/—10g<f).

(We have used the fact that on the interval [0, e~!], the function —x log z is increas-
ing.) It follows that for n > 5 and larger than some constant depending on p and
4, on the complement of Gfl,

(logn)? _ (logn)* _ |m, (X)

Voo T 2yn T 2 7
which implies equation (60). (The last inequality follows since X € RP**.) We will
use this inequality to compute |z — X|, for z € Or, in a way that references the
balls that we started with when we constructed I'.

Let n be large enough to establish (60) and the conclusion of Corollary 5.9 on
the complement of G2. Since, z, X € Or, Corollary 5.9 guarantees the existence

[mu(§) —mu(X)] <
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of wi,we € T for which |z — X| < |wy — wa|. Recall that I' C 90U, p~ for some
P* € Py, so there are i1,i2 € P* for which, X;,, X;, € Or, and

1 3
wy € 0B Xi17 (Ogn) 2
X)) (logn)
nmax < [mu(Xi,)l, NG
and
1 3
wo € 0B Xiz, (Ogn) n
nmax{|m (Xi,)| M}
2 12 ) \/ﬁ

Furthermore, since i; and iy are related by the equivalence that defines P,,, there
are open balls By, By, ...B; € C,, of the form

1 3
B X; Logn) (logn)* J e, X;j €Or,
n-max { Iy, (X)), L2520 )
where
1 3
By =B | X, (logn) oz )t )
n - max { my, (X, 2520 )
1 3
Bl =B Xi27 ( Ogn) (1 )t
n - max { my, (X,,)], 2520 )
and ByNBj41 # 0 for 0 < k < [—1. Notice that on the complement of G9, equation
(60) guarantees that the radii of these balls are bounded by % (recall that

X € RP3) and if n is large enough to guarantee the conclusion of Lemma 5.8, the
number of balls, , is less than |P*| < §logn + 2. It follows that for n larger than
a constant depending on &, on the complement of G?,

2(logn)3 < 4(6logn + 2)(logn)? < 45(logn)*

|z — X| < |wy —we| < |P*|-2 < < .
n m, (X)) nfm,, (X)] n m,,(X)]

We have established the first half of (i). To see the second inequality, simply recall
that I' does not pass through U, p for any P € P, so if z € I, then

(logn)?

logn)4
- max { my, ()], 2220

|z — X[ >

for any root X;, 1 < j <n. In particular, this is true for X € RP¥* which satisfies

|m,, (X)| > %, so we obtain the second part of (i).

Inequality (ii) holds for large n on the complement of U, F! U GY after several

interpolations. For each i, 1 < ¢ < n, the random variables IE[CZ(?) | Xi], 1 <j<mn,
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j # i are identically distributed, so

n

1 & 1 (n) (n)
2| < | D (¢ - B | X))
P P (61)
J#i J#i

+ B | Xi] = ma(X2)

+ |m#(XZ)| ’

where [ is any index different from ¢. Since the X; are iid, we have

1
B | Xi] —my(X0)| = [B | o1 ez | Xi
(68 1 X = (X3) \ = |xi—xl|<n<:ni<;3|‘ |
(log n)?
nlmu(X] 1
§2770u/| S
0 T
1 2
=2nC (log )

"y, (X[

so equation (61) implies that for any i, 1 <i <n,

L o L () (n) 21C,, (log n)>
n_1j§:1<w = n_lj_§:1 (¢ ~ BT 1 X2) [+ rYrs AT
i i

Now, X = X for some ix, 1 <ix <n, and X € RP*’ 50 on the complement of
U?:lF:l?

1 1 n—1 1 &
| Z Cl(x)ﬂ
n_|Rnear| . X_X_] n_|Rnear| 7’L—1 .
& Ruear .7:1
J#ix (62)
n—1 3 2rC,,(log n)?
(B muxi) + 2l

~ n— |Ruear| 2 nmy (Xiy )l

n—1 3 27C
- - (= X TR )
< e (3 01+ )

On the complement of GY, |Ryear| is at most dlogn + 2, so for large n, on the
complement of U F! U G® inequality (62) establishes the upper bound in (ii).
(We have used that X € RP¥T to bound \/52#22)2 above by, say, 1/4|m,,(X)| for
large n.) The lower bound in (ii) is achieved similarly by using the reverse triangle
inequality to obtain

n

1 (n) 1 (n) (n)
T 2G| 2 (X0l =225 3 1(cm- —E[7 | Xi])
J= J=
J# J7#i

— E[¢Y | Xi] — mu (X))

in place of (61).
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FIGURE 7. A diagram to illustrate Lemma 5.12 and its proof. The
red dots and blue crosses are meant to represent roots and critical
points, respectively, of p, that lie in a region near X, which is
denoted by a green star. The large dashed circle is intended to
be on the order of n=1/2. Note that indices 1 < 7 < nin Rpear
correspond to roots X; that lie interior to €;. This figure is neither
to scale nor the result of a simulation.

We conclude by establishing (iii) as a consequence of (i) and (ii). Indeed, via the
triangle inequality, we have for large n, on the complement of U, F}} U Gfl, that

n — | Ruear| 45(logn)* 4 5
< < )
Ejgzpzmar 1 nlmu(X)|  |mu (X)) [y, (X))

X=X

|z —Yx|<|z— X|+

where the rightmost inequality holds for large n. The lower bound in (iii) follows
for similar reasons, and fx is analytic because |m,(X)| is almost surely bounded
above by an constant that depends only on p (apply Lemma 3.5, part (i) with £ =0
and p = +00). O

The next Lemma justifies our choice of fx(z) as an intermediate comparison
between p,(z) and p!,(z) because it establishes that under the right conditions,
fx(z) and p,(z) have the same number of roots in the domain Or. Consider
Figure 7 which provides a visual aid to the argument.

Lemma 5.12. Suppose § < 1/3. For large n, on the complement of UT_, F} UG?,
the polynomial px(z) = rx(2)(z — Yx )" Bl has |Ryear| critical points inside

B (X, %) C Or, and none of these is Yx ¢ Or. In particular, under these

conditions, fx(z) has the same number of roots inside Or as pn(z) does.
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Proof. This follows from Walsh’s two circle theorem (see e.g. Theorem 4.1.1 in
[27].) First, we will show that rx(z) and p’y(z) have the same number of roots,
| Rncar|, inside Or by using Walsh’s two circle theorem, and then, we will use this
fact to compare the roots of p,(z) and fx(z) inside Or.

To that end, choose n large enough so that the statements in Lemma 5.11 hold
on the complement of U?_; F! UG?, and define the circular domains

(log n)?
n |mu(X)|) '

(logn)*
" |my (X))
Note that €; and €, are disjoint for large n on the complement of U™, F! UG? by
inequality (iii) of Lemma 5.11:

¢ =B (X ) and €, :=B <YX,

1 (logn)?

X —-Yx| > .
| 2 T~ (X))

In fact, for n large enough,
1 N 45(logn)t (logn)?
Alm (X)) nlmu (X)) nlmu (X))

so on the complement of UM, F! UGS, Lemma 5.11 part (i) guarantees that €5 is
disjoint from Or.

Next, observe that all of the roots of px(z) lie in €; U €,, so by Walsh’s two
circle theorem, the critical points of px lie in €; U €, U €, where € is the open ball

n— |Rncar| |Rncar| (log n)2
¢:=B X Y. .
(At s ety 2 )

By Lemma 5.11, for large n, on the complement of U™, F U G%, x € ¢ implies

n’

- Rne'r Rn ar 1 2
o — X| < | ey | Pneacl el (logm)”
n n nfmy, (X))
_ |Rncar| n— |Rncar| (log n)2
N Y R o | P (X))]

| Ricar| 4 (logn)?
no | mu (X)) nfm(X)]
< 4(6logn + 2) + (logn)?
- n[my, (X))
5(logn)?
n (X))
where the last inequality holds for large n. It follows that for large n, on the
complement of U, F! UGS,

(1og n)’*

- ma {fm,, ()], 520}

(recall X € RPT), so in particular, ¢ U €; is contained in Or, and this union is
disjoint from €5. Consequently, by the Supplement Theorem 4.1.1 in [27], for large
n, on the complement of U, F! UGY, Py (2) has | Rpear| Toots inside Or, just like
rx(z) does. Under these conditions, fx(z) has the same roots as gx (2)pP’x (z) inside

2
7 5(logn) )QB X,
nfmy, (X))

€§B<X
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Or because Yx ¢ Or, so it follows that fx(z) and p,(2) = ¢x(2)rx(z) have the
same number of roots inside Or. [l

We conclude this subsection with two lemmas and an application of Rouché’s
theorem to establish that fx(z) and p/,(z) have the same numbers of zeros in Or.
This will imply via Lemma 5.12 that p,(z) and p/,(z) have the same numbers of
zeros in Or.

Lemma 5.13. Suppose § < 1/8. There exist positive constants éw dependent only
on p, and C, s, dependent only on p and 6 (and not on X, T, etc...), so that for
n > C,.s, on the complement of Ul F: UGS UH,, if z€T,

11, (2) = fx (2)] < [pa(2)] Cud®n |y, (X)) (63)

here, C, is independent of §).
m

Proof. Fix z € T. By the definition of fx(z) and the triangle inequality, we have

P (2) = fx (2)]

- 1 e (2) 1 —|Rnear|
e n Z . — —
[Pa(2)] j;z—Xj rx(z) z—Yx
1 n— |Rnear|
= [pn(2)|- -
j&%f X 2 Yx
1 1 1 1 — | Ruear|
< _ _
SlnGIH | 20 T0 _ZX—XJ- T2 XX, T o
¢ Ruear J& Rnear J& Ruear
(64)

We find upper bounds for the two terms at right separately. First, factor |> ¢ Rueur X+XJ
from the second term, and combine the resulting fractions to obtain

1 n— |Rncar|
X—Xj Z—YX

1
Z X-X

j¢ Rucar J

(2 = X) ¢ R X—lxj
(Z - X) ZjQRncar X—;XJ +n— |Rnear|
2

1 1

"= [Racar jéancarX — %

n— |Rnear|
1 1 :
(2 = X) T ¢ Ruene =5 1

= [z - X]
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Lemma 5.11 and an application of the reverse triangle inequality to the denominator
of the rightmost factor yield for large n, on the complement of U, F! U G?,

Z 1 _ n— |Rncar|
SR T AT

46(logn)*

~ nfmu (X))

n— |Rncar| (65)
4 |y, (X))

L= |2 = X| |5 g e X
= 05 ((logn)* [my,(X)])
We now find a bound on the first term in (64). Combining the summands gives

1 1
ZZ—X'_ ZX—Xj

§¢& Rucar 7 j¢Rucar

1
= |z — X|
ﬁ%;m(z - X;)(X - Xj)

! 1
<l|z - X| N |
je%;ed (2 = X)X = X;) je%m (z — X;)(X — Xj)

so in view of (65) and the upper bound Lemma 5.11 gives for |z — X|, we can
establish (63) by showing there exist positive constants C,,, C, 5 satisfying the
following: on the complement of U F! UGS, n > C, s implies

1 1 G, [my.(X)|*
2 %) T2 rE x| S T G

jeRmed jeRfar

. (66)

We will bound each term on the left separately. By construction of the sets
{Or}rep,» recall that the curves I' € M,, do not intersect the interiors of the
open balls forming U,, p, P € P,. Hence, for j € Ryed,

(logn)*
- max { |y, ()], 22

|z = X;] >

\/H
By Lemma 3.5, it follows that for large n, |m,(X;)| < 2|m,(X)| (Recall that for
J € Rmed, | X —X;| < % and X € RPa"). Consequently, for large n, on the

complement of U, F! UGS,
(logn)® o _(logn)’

|z — X;] = = :
n-max{2|mM(X)|,%} 2n [my, (X))

In addition, for j € Rmed, |[X — X;| > _(logn)?_ Hence, for n large, on the comple-

. nfm, (X)]*
ment of UT_; Fi UGS,

2n” [m,, (X)|”
(logn)®

2 |m,, (X) |
(log n)?
(67)

< |Ried| < (dlogn+2)

1
2 (z = X;)(X - X))

jERmed
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We now turn our attention to the second term on the left side of (66). Since  is
absolutely continuous with respect to the Lebesgue measure on C, we expect that
the number of X;, j € Ry, within a given distance of X is roughly proportional
to the square of that distance, and hence, the sum over j € Ry, in (66) should be
roughly on the order of n. To take advantage of this intuition, we will split the
sum into pieces by grouping terms [(z — X;)(X — X;)] 7! according to the distance
between X; and X. To that end, define for 1 < k < /n — 1, the annuli

k k+1
Dy = C: —=<lw-X|<
; {we vn <= Xl s \/ﬁ}
k—1 k+2
o= C: <lw-X|<
b {we v Sl A= ﬁ}
k—2 k+3
D} .= C: <lw-X| <
bn {we g She=Xl= ﬁ}

and the random variables

#k,n = #{.7 01 S] STL, Xj EDk,n}-
DY, Dy, are disks.) On the complement of H,, each X;, 1 <

j < n is within n=/2 of some x; € N, and on the complement of G, there are at

most 2 + §logn roots X;, 1 <1 < n within n~1/2 of x;. It follows that

(Note that D]

1,n

#in < [No N Dy | - (5logn +2). (68)

We will argue that due to the fact that any distinct =,y € N, are separated by

at least ﬁﬁ’ the size of A, N D;C)n is bounded by 162k. Indeed, for any distinct

2,y € Ny, the balls B(z,n~'/2/4) and B(y,n~'/2/4) are disjoint, and if z € D} ,
then B(x,n"1/2/4) C Dy .- The area of D}/ for k > 2is 7(10k +5), so at most
16(10k + 5) disjoint balls of radius n='/2/4 can fit in D} . Similarly, at most
16 balls of radius n~'/?/4 can fit in DY,. Combining this with equation (68)
establishes that, on the complement of G% U H,,, we have #,, < 162k(5logn + 2).

We can now find an upper bound for the second term on the left of (66) by
breaking this sum into pieces that correspond to the annuli Dy, ,, 1 <k < {/n— 1.
To start, observe that

1
Z |z — X[ X — X

jeRfar
Vn—1 1 1
3 1
SR 2R PR A = A RNP DR e
k=1 j:X;€Dy JX=X;1>1
V-1

1 1
<
SDDEED DR g oy s < 15 gus S RANND DNy gy orpuy sy ok

k=1 j:X,;E€Dy n FX—X;1>1

(69)
where the last line follows from the reverse triangle inequality (the next equation
justifies why |z — X is smaller than |X — X,|). If 6 < 1/8 and n is large enough
to guarantee the conclusions of Lemma 5.11, then on the complement of U?_; F! U
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Gi U H,,, for j € Rg,y, we have

1 86 _ 83(logn)*
> 20 5 SOU08T) oo, x
i Vi S ) = 2 X

(note that |m,, (X)| > lo\g/—l ). Substituting |X — X,|/2 for |z — X| into the last
line of (69) establishes that for large n, on the complement of U, F! UG U H,,

2 2
Z|Z—X||X X|—Z 2 |X—Xj|2+ 2 X =X’

GERar k=1 j:X;EDkn G X=X, |>1

X - X;| >

at which point we can use the fact that |X; — X| >
v/n — 1 to obtain

I for X; € Dy, 1<k <

V-1 2
1 (16%k(dlogn +2)) n
Z|_X||X X|_Z#knk2+2§2 - + 2n.

J€ Retar

By approximating E\f k1 with 1+ fl\/ﬁ_l z~ ! dx, we see that this last expres-

sion is on the order of O (5n(10g n)2), where the implied constant is independent of
d. Together with (67), this establishes equation (66) since |m,(X)| > %. O

The last lemma in this subsection establishes a lower bound on |fx(z)| that will
combine with (63) to fulfill the hypotheses of Rouché’s theorem on the boundary I"
of the domain Or.

Lemma 5.14. For fived 6 > 0, there is a constant Cv'# s depending only on u and
0 so that when n > Cu s, on the complement of UP_ F} UGS, if z € T,

n’

[fx(2)] = [pa(2)] 1 [myu (X)) - e (70)

Proof. We have

oon)2 \ [Fnearl
rx(z)l =[] lz-Xil< (|z—X|+%>

XjERnear

and

fx(2)|

x(2)| T v | T Y (@) £ rx(E) (0= (R )]-

By Lemma 5.12, for large n, on the complement of U, F U G?, the polynomial
expression

Px(2)

(Z — YX)"{X(Z) + TX(Z) (n - |Rncar|) = (Z — YX)n*|Rncar|*1
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has degree | Ryear|, leading coefficient n, and |Rpear| roots in B (X, %) c Or.

It follows that under these conditions,

fx(2) n
= |z — w|
ax(2)| [z = Yx| wle_(IgF
Px (w)=0
2 ‘Rncarl
> _ ™ (|Z _x|- 5(logn) ) 7
=Yl i (X

where the critical points of px(z) that index the product are considered with mul-
tiplicity.
If additionally, § < 1 and n is large enough to guarantee the bounds on |z — X|
in Lemma 5.11, we have that on the complement of U, F}} U G? and for z €T,
(logn)* _ |z~ X|
n|my,(X)| = dlogn

Hence, if n is large enough, on the complement of U?_, F! UGS, for z € T,

B Al I Ix(2)
|fx (2)] = |pn(2)] (=) |ax(2)

5 [Rnear|
> [pa(2)] - — == X1 {1~ i)
dlogn
5 6 log n+2
nm, (X)) 1 - slogn
> [pu(2)] - R
dlogn

> [pn(2)| 1 [my, (X[ - e

We have used Lemma 5.11 to bound |z — Yx|, and the last inequality holds for large
n and comes from the fact that

T 6 log n+2
1+ D70, e
dlogn

(Note that the rate of convergence possibly depends on 6.) We have achieved (70)
as was desired. g

We have now established both (63) and (70), where the inequalities are indepen-

dent of X, I, and z € I'. Since C,, is independent of ¢, we can choose ¢ € (0,1/8)

small enough that 5u52 < e7?. For such a d, by Lemmas 5.13 and 5.14, for large
n, on the complement of U?_; F! U G® U H,, any z € I satisfies

P (2) = fx (2)] < |fx(2)].

It follows by Rouché’s theorem that for large n, on the complement of U, F! UGS U
H,, p,,(z) and fx(z) have the same number of zeros inside Or, and by Lemma 5.12,
we conclude that p/, (z) and p,(z) have the same number of zeros inside Or. The
inequality in the conclusion of Lemma 5.10 follows directly from this and Lemma
5.11 part (i) (note § < 1/4).

In the argument above, the particular curve I' € M,, and the root X € OpNRP
were arbitrary, and all of the constants involved were independent of I'; so we have
proved Lemma 5.10. (|
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5.6. Bounding the Wasserstein distance. In this subsection, we use Lemma
5.10 to prove Theorem 2.3. Let wln), cee w(") denote the (not necessarily distinct)
critical points of p,(2), and recall the deﬁmtlons of the empirical measures, u,, and
uh, (see (3)) Since the numbers of roots and critical points of a polynomial differ

by one, we first compare the measure p!, to the intermediate measure

n—1 n
1 — 1
o= — | 0% 0 (n here X = — X;.
o, o X—l—; wl™ , where nz §

j=1
The following lemma justifies our choice of fi,.

Lemma 5.15. Let ), fil,, and n, := maxi<j<n |X;| be defined as above. Then,
with probability 1, W (u!,, ii),) < 2=

— n

Proof. Let 7 be the measure on C x C given by

25 () 4y 25 ™ X))

whose marginal distributions are easily seen to be u!, and f!,. It follows from the
definition of the Li-Wasserstein metric that, almost surely,

n—1
1 — 1
Wi (i, ’ _ ‘ (”)—X’<O — - 2Ny,
(Hns i) <~ Zw n(n_l);w] SO0+ -2
where the last 1nequahty follows from the Gauss—Lucas theorem. O

The next result is an L;-Wasserstein comparison between p,, and fi/, that we will
use in conjunction with Lemma 5.15 and the triangle inequality to prove Theorem
2.3.

Lemma 5.16. Let X1,..., X, be iid, complex random variables with distribution p
that has a bounded density and satisfies Assumption 2.1. Then, there is a constant
Cnu (logn)®

C, depending only on p, so that with probability 1 —o(1), Wi (pn, fiy,) < =52,
where pn, i, and 0, are defined as above.

(n) ( V)

Proof. Suppose wy , ... 1 are critical points of p,(z) defined above, and define
w{™ := X. Then, for any permutatmn on of {1,2,...,n}, the measure
1 n
Mo, = E;é(x w’ )(J))

has marginal distributions u,, and [, so

Wi (ks i) < /II —y| dms, (z,y) Z ‘X wl¥ |- (71)

We will now make a judicious choice of o, in order to take advantage of the “clump-
ing” behavior of the roots and critical points of p,,(z) proclaimed in the conclusion
of Lemma 5.10.

To start, define the index sets Sp, I' € M,, by

Sr={1<j<n:X;e€Or}.
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For large n, on the complement of £°2¢| Lemma 5.10 guarantees that each Or,
I' € M,, satisfying Or N RPT £ () contains the same number of critical points and
roots of p,,(z). Consequently, we can choose o, so that for each I' € Mr satisfying
Or N RP¥T £ (), we have

Un(SF):{lgjgn—lin(-n)EOp}

(recall that Op, I' € M,, are pairwise disjoint). For the remaining indices whose
images under o, we haven’t specified, arbitrarily assign them from among the
remaining choices. (There is at least one index 1 < ¢ < n for which o, (%) is still
undefined because the number of roots and critical points of p,(z) differs by 1.
Recall that we have added w,(ln) =X to account for this fact.)

Based on our construction of o, Lemma 5.10 also implies that for large n, on
the complement of £Pad,

logn)4
™ (
el < ey
(Indeed, X; € RE*™ implies that X; € Or, with Or N R2*" = () for some I' € M,,.)
By the Gauss—Lucas theorem, each critical point (and each root) of p,(z) is in the
convex hull of the set {X; }?:1 of roots of p,(z), so for any X; ¢ RP*T we have the
trivial bound

when X; € RPY 1< j<n (72)

’Xj - w((:l)(j)’ < 2mp. (73)

We now find an upper bound for Wi (p,,, f1),) by splitting the sum on the right side
of (71) into many pieces. To start, we classify the terms based on whether or not
X; € RP¥T and apply (72) and (73) to obtain

(0] n4
> oty ¥ n|(71nfo)9>|’ ()

§: X, ¢ RRMT j: X, € RRMT

Wl (Mnu /7441) S

SRS

for large n, on the complement of £°2d. According to the definition of RP** any

X, ¢ RP™" is an element of Al410s(losm)]ygl4log(logn)]+1 'sq there are N#leallosm)]

N# log(logn) | +1 terms in the leftmost sum. It follows that for large n, on the com-

plement of £Pad,

Z 2, < 4,'7”0“ log(logn) (e2|_4log(logn)j + e2\_410g(logn)j+2) <, (logn)an'
j:Xj ¢R7pzair
(75)
It remains to control the rightmost sum in (74), which we accomplish by grouping
indices j, 1 < j < n that correspond to X; that fall in the same region among A,,

and AF, [4log(logn)| +2 < k < |log(y/n)]. We have,
[log(v/n)]
) (logn)* gz 3 (logn)* - (log n)*
X, CREST nmy,(X;)] k=4 log(log n) | +2 j: X, € Ak nm,,(X;)] JiX,eAn nm,, (X;)|

n nek—1 nellog(vn)]’

“"“Zﬁ” i, Qogn)'vin | (logn)!vin

<
k=|41log(logn)|+2

where the last inequality follows after applying the lower bounds on |m,(X};)| that
are given in the definitions of A, and A (note that there are N¥ terms in each inner
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sum, and the very last sum has at most n terms). For large n, on the complement
of £, we have N < 2C,e?**log(logn), for |4log(logn)| < k < |log(v/n)], so,
continuing from above,

[log(v/n)] 4
(logn)* e(logn)* x o (logn)*/n
E ———— < 2C, log(logn) ——— E el 4 =t
; [log(v/n)]
J:X;ERPHY n Imy(X5)] vn k=|4log(log n)+2 e

1 4 1 4
< 2C,, log(log n)% -1og(\/ﬁ)el"g(\/ﬁ) + W

<, (logn)S.

In view of the fact that P(EP2d) = o(1), we complete the proof of Lemma 5.16
by combining the last asymptotic with (74) and (75). (Note that with probability
1—0(1), nylogn > 1.) O

We conclude this subsection by remarking that Theorem 2.3 follows from Lem-
mas 5.1, 5.15, and 5.16 and the triangle inequality for the L;-Wasserstein metric.

APPENDIX A. PROOF OF ASSORTED RESULTS FROM SECTION 2

A.l. Computation of m, for radially symmetric distributions. The follow-
ing lemma is useful for computing the Cauchy—Stieltjes transforms of radially sym-
metric distributions, which can expedite the verification of Assumptions 2.1 and

2.2 in a variety of situations. We note that Lemma A.1 also appears as Proposition
3.1in [18].

Lemma A.1. Suppose u has a density f(r,0) = f(r) that is radially symmetric
about the origin. Then, m,(0) =0, and for § #0,

or [l
& o

(€ rf(r) dr = §P<|X| < e,

where X ~ p.

Proof. For & # 0, we can use polar coordinates and Laurent series to obtain

7 27 [ee) f(’l”)
my(§) —/0 /0 " -rdrdf
1 1€] 27 1 oy 1 oo 21 %e—ie 0 d
B g/o Tf(T)/o 1—ze® " 5/5 Tf(T)/o 1- %e*i(-) "
1 rlél o 2w s '9)j
- = —e* df d
) Tf(’”)jz_:oﬁ (g°) asar

N &[T (§ —w)j
el rf(r)jZOr/O e e df dr.

The only nonzero integral occurs when the power on the exponential is 0, so we
obtain

or [l

= </ rf(r)dr

mu(ﬁ)
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as is desired. Finally, observe that
2 _f [eS) 2 )
/ / - rdodr:—/ f(r)/ e~ df dr = 0.
rev 0 0

A.2. Calculations for Example 2.7. In this subsection, we establish that p from
Example 2.7 satisfies part (i) of Assumption 2.1. Setting each of the three branches
in (7) to zero shows that the only zeros of m,(z) are when z = 0, £v/3. We claim
that there is a C' > 0 such that if X ~ y, and € > 0 is small, then, P(jm,(X)| <
g) < Ce?. To start, consider that for |z + 2| < 1,

O

mu(2)| = 55 [~ DEFD +1]
= |1_2| (z—l—\/_ V3 - )(z+\f—\/§+2)+1‘
=2|21_2| }z+\f} \/g)(z+\/§)—(2+\/§)(z+\/§)}
_|z+\/§| I am z2++/3
=g (z+V3)+2-V3 (2+\/§)Z+\/§.

Since |z + 2| < 1, it follows that |z — 2| < 6 and also, by the triangle inequality,
|2+ V3| <z +2+|VE-2  <142-VE=3-V3

Hence, the reverse triangle inequality transforms our previous calculation into

|z+\/§| 3
() 2 S (e VAT ~ |+ v3| - |2 - v3|
|Zt2\f| (@+Vv3)-3-v3)-2-v3)
Vi
T 1 ‘Z
for |z 4+ 2| < 1. Similarly, |z — 2| < 1 implies that
m)l > L1y,

Since the random variable X can only take values z for which |z £ 2| < 1, it follows
that

252

2 )
where ¢ = 4/(v/3 — 1) and € > 0 is small enough that B(v/3,ce) C B(2,1).

P(|mu(X)| <e) S]P’(‘X-i—\/g‘ <c<€) —I—P(‘X—\/g‘ <cs) <

A.3. Proof of Lemma 2.20.

Proof. Fix a > 0, and let b > 0 be a large constant (depending on C and a) to be
chosen later. Since Z is independent of X1, ..., X, it follows that, with probability
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1, Z ¢ {X1,...,Xn}. Hence the sum > | - is well-defined and finite. By

conditioning on the values of Xo,..., X, and Z, it suffices to prove that

sup  sup IP’(
weC 2€ B(0,n°)

P — w‘ < n_b) L, n"
The claim now follows from Lemma A.2 below by taking e := n~" and choosing b
sufficiently large in terms of C and a. O

Lemma A.2. Fizx C > 0, and let X be a complex-valued random variable that
is absolutely continuous (with respect to Lebesque measure on C) and which has
density bounded by n®. If E|X| < n%, then for every a >0 and 0 < & < 1,

sup sup IP’( X
5 —

weC 2€ B(0,n°)

— w‘ < 5) < 4/en® + dmen3Cte 4o pm
Proof. Fix w € C and z € B(0,n%). We consider two cases. If |w| < y/€, then
1
S P
z—X

1
S]P)<|X_Z| 2 2—\/§>
< 2vE (B|X| +nC)

< 4y/zn®

z—X

by Markov’s inequality.
We now consider the case where |w| > y/¢. Define the event & := {|X| < n¢*2}.
By Markov’s inequality, it follows that P(£¢) < n~%. Thus, we obtain

1}»( ! gg)gp(i—(z—X)g\/az—Xo

z—X

—w

IN

p(i_(z_X) g\/E|z—X|‘5)]P’(8)+]P’(8°)

IN
~

(|2 - - x| <2vane) e
P (X € Blw™" —2,2¢/ent")) + n~¢
an® (2\/Enc+a)2 +n o

Combining the bounds above yields

(

for any w € C and z € B(0,n®). The proof of the lemma is complete. O

IN

IN

—w
z —

< E> < 4y/en® 4 dren3¢ T2 4 pe

APPENDIX B. A HEAVY-TAILED CLT

In this subsection, we prove Theorem B.1, a CLT for “heavy-tailed” random
variables that have the same distribution as Y := 5—va where X ~ p and p
has a continuous density f in a neighborhood of £. Notice that E|Y |’ < oo for

€ [0,2), but E|Y|> = co. Many results demonstrate that Y is in the domain of
attraction of a normal random variable (see e.g. Section XVIL5 in [9], Theorem
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11 in Section 6.4 of [10], and Theorem 3.10 in [26]), however, our implementation
of Theorem B.1 requires specific information about the parameters of the limiting
normal distribution; we include an explicit statement and proof for clarity.

Theorem B.1. Let X1, Xo,... be iid, complez-valued random variables with com-
mon distribution p, fir s,k € N, and suppose &1,...,&s,t1,...,tx € C are deter-
ministic values with &1, ...,&s distinct. In addition, assume that p has a bounded
density f in a neighborhood of each &, 1 <1 < s, that is continuous at these points.
Then,

—-m — N
=D zz s s
in distribution as n — oo, where N is a complexr random variable with mean zero
whose real and imaginary parts have a joint Gaussian distribution that has covari-
ance matrizc

5 = Z M[. (76)

2
k=1
(Here, I denotes the 2 x 2 identity matriz.)

Proof. We proceed by Lindeberg’s exchange method [20]. (See also [4]. Similar
methods have been applied to problems in random matrix theory; see e.g. [33],
[34].) To that end, let N, N1, Na,... be a sequence of iid complex random variables
independent of {X;}, whose components have a joint Gaussian distribution with
mean zero and covariance matrix X, defined in (76), and let g : C — R be a smooth
test function with compact support. We will show that

n S 1 "
K nlogngZ {fk—X] 1y, () —E g %;Nj =0,

(77
as n — oo, which implies convergence of the corresponding measures in the vague
topology. Convergence in distribution follows because for each n, n=/2 Yo N
has the same distribution as the random variable N. (See e.g. Exercise 1.1.25 of
[31], pages 23-33.)

Since the random variables > ;_; gkt——kxj are heavy-tailed, we initially need to
truncate them. Let € € (0,1) be fixed, and define

ng — {|§k X5~ t<ey/nlogn}s

(Be aware that this notation suppresses the dependence of ¢; and Ej on ¢ and n.)

Lemma B.2. There is a constant CH)SJ; > 0, depending only on i, s, and tq,...,tk,
and there is a natural number K, 4. so that n > K, 4. implies

n
Z N;j = Cu,sfg'

Jj=1

Si-

1 N~
E — j —E
g \/nlogn;g g



66 SEAN O’'ROURKE AND NOAH WILLIAMS

Proof. By Taylor’s theorem applied to the Taylor series for g centered at

1 ~
Al,n = 7@ ;ij
we have
1 >l _ g (A1) = gy (A1) =
g vnlogn ;CJ = 9(Ain) + nlogn Re (Cl) * ynlogn tm (Cl)
g;ELIJ Al n 2 g Al n ~\2
2n logn Re (Cl) + ;7:1 logn tm (Cl)
gz Al n 1 ~
;Zlogn Re (G) Tm (G1) + s \/W;Cj !
where

R

w

)

o 20 || < g ol
nlogn < 71 = 21 (nlogn)3/2 1M
and C, is any constant that is an upper bound for the mixed partial derivatives

of g up to and including order three (which are compactly supported and thus
bounded). Taking the expectation of both sides yields (by independence and the

fact that ZJ are centered)

= |7 | T
— Bg(Ay)] + ez (i)l [Re (21)2] 4 Elgwy Arn)l g [Im (21)1

2nlogn 2nlogn

e COROI A CE

Similarly, we have

Nl
Bl \/W ZC’
=E[g(A1n)] + WB [Re (Nl)ﬂ + WE [Im (Nl)ﬂ
E[gwy (Al,n)] Ny 1 ~
+TE[R€(N1)IH1(N1)]+E R3 T nlogn§<j R

where
N1 8-Cy

<29 INy P
vn \/nlognzg - 2!-n3/2| i

R3
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The difference between these two equations is bounded by

<o 1ognE[ ] - [Rew]

o lognE{Im 2]~ [t (]

% | 8 [Re(@) (@) - E[Re () 1 ()]
mﬁfn st [[af] + Sepe ).

If we continue, for 2 < k < n, the process of computing the second order Taylor

polynomials of g centered at

k— 1 n
g nlognjgl G

3\

and evaluating them at both

1 k—1 n k 1 no_
%;Nj nlog Z TZN‘*—\/nlognJ_;ﬂCj’

we find that
. 1 k—lN 1 no_
9 _nj:1 J+\/n10gnj:ZkC]
1 < 1 LI
_E NN -
g( n; J+\/nlognj§_1@
C ~
<l ] £’
2n 1ognE [Im ] {Im (Nk)ﬂ
-2 log _~ E [Re o) Im(C } E[Re (N;) Im (Ny)]
4C 4C,
(nlogn 3/2IE UCk‘ } n3/2 [|Nk| ] '
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Now, repeatedly applying the triangle inequality and using the fact that the &; and
Nj; are iid gives

+Cy

@E [Re(&) Im(&)} —E[Re(N)Im (N)]‘

o [P+ 7 I

In order to establish Lemma B.2, we need to show that each of the terms on the
right side of (78) is dominated by € as n — co. It is in these computations that we
use the fact that f is continuous at &1,...,&s. To take advantage of this hypothesis,
fix n > 0, and note that there is a 6 = §(n) > 0 such that 6 < %minlgkdgs &k — &
and for which |z — &| < 0 implies |f(z) — f(&)] <n for 1 <k <s. We have

E[Re’(()] = E [Re*()] — (E[Re(G)))* < E [Re*(G1)]

° (Z & ikX1> H REkX1|>61
k=1 k=1

+ ZE Re? <Z g _th1> 111/(5\/W<\5FX1|<5H Lig,—x,|>5
= =1

14k

t
< <Z m) + ZE [ (fk — ) ll/(sm<|5kxl|<5:|

k=1
2

D3 SEa R

k=1 \ l#£k

tr
§k—X1

+2ZZ |fl|

k=1 £k

where the last inequality follows from the fact that
Re?(z + w) = Re?(2) + 2 Re(z) Re(w) 4+ Re?(w) < Re?(2) + 2|z lw| + |w]”.

Since E ’&+X is bounded by a constant that depends only on p (see Lemma 3.5),

there is a constant C, 7 ; depending on s, f1,...,¢s and 0 so that, continuing from
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above,

E[Re()] < €y + OF

k=1

Re (6 — X0)/t) |
nlogn -X 5
(6p — X1) /1|1 M/ (EVnloam<le=Xal<

2w 8/ |tk 2 0052 0
< st6+z (&) +n) |tr]” / / L2 ards
1/(|tx|ev/nlogn) r
<Ost6+z f&) +m) |tk| log(dey/nlogn).
Dividing both sides by logn yields
(&) +mn)
Re? } t 1). 79
logn [ (G Z'kl +o(1) (79)

On the other hand, similar to above,
E [Re(G)]
= E [Re*(¢1)] — (B [Re(¢1)))?

S S tl
> E |Re?

) |(eviTogi<lén—xil<s | | Le—xi12s | —o(logn)

=1 o
é.k - Xl)/tk)
§ nlogn)<|{— 5| —o(logn)
l; | é.k _Xl)/t | 1/(ev/nlogn)<|é—X1|<
21 p8/ |tk 2 C0529
> Z(f(é il [ [ 0, 4o ofiogn)
1/(|tx|ev/nlogn) r

> Z n) |tk|* log(de/nlogn) — o(logn),
and d1v1d1ng by logn yields

£[rec)]
logn

Z mi® ) (80)

If we combine inequalities (79) an (80) and first take limsup,,_,., (respectively
liminf,, ) of both sides and then take n — 0, we see that

lim
n—oo logn

E[Re(@)] =3 mHE L ez vy, (81)

2
k=1

(Note: f is bounded, and by Lemma 3.5, the expectation of | — X |71 is uniformly
bounded, so the limit in n is uniform in £.) Nearly identical arguments show that

| 27 m &) [l _ oo
Jim o (G = ;# Effm?(N)] (82)
and
Jim & [Re(G) ()] = 0 = E[Re(N) Tm(N)], (83)
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with the only difference being that when we find bounds for E {Re(&) Im(a) , we

consider separately the cases where the integrand is positive and negative.
In our quest to prove Lemma B.2, we next show that

lim sup

1
P g/ Toa n UQ” O,.5.1(8)- (84)

Note that
E U&ﬂ <2-Elaff] +6 E[jaf] Elal < 85\/nlogni|tk|ﬂ£ [StHE
k=1

where the last inequality comes from using the fact that, almost surely, |(;] <

eyv/nlogny ;7 _, |ti|. Choose §; > 0 so that §; < %minlgkdgs |€&x — &| and that

for |z — &| < 61,1 <k <s, we have |f(z) — f(&)| < 1. Then, it follows that for n
1

large enough to ensure T S o1,

nlogn —

“Cl‘ } Z8a|tk| {|Cl|2}

logny/nlogn — logn

2
8E|tk| S
I I Lig,—
logn Z gk — Xl € —X1]>61

k=1

) 1/(ev/nlogn<|&r—X1|<61 H 1\51—X1|Z51
£k

s 2
8¢ |tk 7]
+k:1 logn — &L —-X, Ly /(evnTogn<ie - X1 /<8
2
~Selte] [ [¢] It
2E

" logn Z & —Xu Z 0 +Z Z ’

k=1 =1 AL 1=1 \ j#l

where we have used the fact that |z 4+ w|* < |z|*> + 2 |2||w| + |w|* . Continuing from
above, where the second sum is the only one of non-negligible order, we have

1 ~13
ey [
log ny/nlogn [Cl ]
t
&-X1

t 2m
Z 8€|k| &) +1) [t / / —rdrd9—|—0( )
k=1 logn 1/(ev/nTlogn) 2

S

-y 167e(f (&) + 1) [t] [t1]* log(81ev/nTogn)

logn

]]'1/(5\/nlogn<\£z—X1\<51 + 0(1)

+o(1)

k=1
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and taking limsup,,_,.. establishes (84). We conclude the proof of Lemma B.2 by

combining equations (78), (81), (82), (83), and (84) in view of the facts that |N|
has a finite third moment and f(z) and e are bounded. O

In order to establish (77), we still need to remove the truncation, which we will
accomplish through a series of interpolations. We have

S ii (52~ @)

=1k
- e (Z 6 ) WZ<J
1
+ Jnloen ; <E[Cj] - ;tkmﬂ(&c)> -

For n large enough to guarantee that the density, f, is well-defined and bounded
by a constant, C¢, on

° 1
B b — b)
kL:Jl (&C 5«/n10gn>
it follows that

1 n s tk 1 n s

are both less than

\/TLlOgnZ| k|E |:|§ - X, |]]'|fk X1~ 1>5\/W:|

NS MaAX] <k<s [tk - Cy /27r /1/(5 moen) —rdr‘d@
Vnlogn

nsmaxi<k<s |tk| Oj
- vnlogn a\/nlogn
=o(1).

Consequently,

1 LIS
|¢m22tk(§ . mu<s>)—m2gj:0(1)

=1k=1

We can take advantage of the fact that g is Lipshitz (indeed, g is smooth with
compact support, so it has bounded partial derivatives), to obtain

1 "
E\|g \/WZ“; (5 X, m,u(g)) -9 W;Q =o0(1).
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Lemma B.2 now implies that for n larger than a constant depending on u, g, €, s,

and tq,...,ts,
1 U 1 1 «
B 19 | oo 2 2 = ) )| B o 7
1 " 1 o
< |E|g W;Q —E\g %J_Zle +o(1)
= Ou,syﬁg(g)’
so taking ¢ — 0 yields equation (77). The conclusion of Theorem B.1 follows since
our choice of g was arbitrary. ([
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