
Abstract

The artificial intelligence (AI) industry has created new jobs that are essential to the real 

world deployment of intelligent systems. Part of the job focuses on labelling data for machine 

learning models or having workers complete tasks that AI alone cannot do. These workers are 

usually known as ‘crowd workers’—they are part of a large distributed crowd that is jointly 

(but separately) working on the tasks although they are often invisible to end-users, leading to 

workers often being paid below minimum wage and having limited career growth. In this 

chapter, we draw upon the field of human–computer interaction to provide research methods 

for studying and empowering crowd workers. We present our Computational Worker 

Leagues which enable workers to work towards their desired professional goals and also 

supply quantitative information about crowdsourcing markets. This chapter demonstrates the 

benefits of this approach and highlights important factors to consider when researching the 

experiences of crowd workers.

Keywords

crowdsourcing, crowd work, crowd labour, Amazon Mechanical Turk, turker, crowd market, 

fair labour, fair wages, skill development, plug-ins

9

Research Methods to Study and Empower Crowd Workers

Saiph Savage, Carlos Toxtli, Eber Betanzos

Introduction

Individuals are beginning to discover that digital platforms offer work opportunities and to 

find that they can earn a living from this work (Kuhn and Maleki 2017). Pew Research 

Center reported that by mid-2016 around 20 million Americans said that they had earned 



money through labour they completed on digital platforms in the previous year (Smith 2016). 

Jobs on digital platforms are expected to add $2.7 trillion to the global GDP by 2025. These 

digital platforms are typically coined ‘crowd marketplaces’ because employers offer 

temporary jobs in crowdsourcing platforms to workers on the platform (who are thus coined 

‘crowd workers’). For a growing number of individuals, crowd markets have become an 

important new source of income (Abraham et al. 2018). An especially popular crowd market 

is Amazon Mechanical Turk (MTurk) (Amazon 2020). The labour that is posted on crowd 

markets like MTurk is usually known as ‘human-intelligence-tasks’ (Eickhoff and de Vries 

2011). These tasks are tasks that artificial intelligence (AI) by itself cannot do and hence 

human intelligence is necessary. Together, crowd markets not only help to power our AI 

industry, but these markets also inject millions of new jobs into the economy (Smith 2019).

The new jobs that the AI industry has created on crowd markets are essential to enable 

the real-world deployment of intelligent systems. Part of these new jobs typically focuses on 

labelling data for machine learning models (Sorokin and Forsyth 2008). For instance, a 

number of tasks on MTurk focus on having human workers label where pedestrians appear in 

blurry videos (Hall and Perona 2015), which can be difficult for machines to do on their own. 

The labelled videos are then fed into machine learning models that use the data to learn to 

detect pedestrians from non-pedestrians. These machine learning models can then be inserted 

into autonomous vehicles. Indeed, the human labour behind our AI has powered self-driving 

cars, voice-based virtual assistants and search results with minimum hate speech (Young et 

al. 2018). However, the crowd workers powering the AI industry are often invisible to end-

users. Their invisibility has exacerbated power imbalances where workers are often paid 

below the minimum wage (Hara et al. 2019) and have limited career growth (Deng and Joshi 

2013). Part of the problem emerges because much of the algorithmic designs and platform 

choices of these crowd markets have focused on privileging employers and have not 



considered how they might harm workers. These types of designs can lead to unintended 

consequences that involve cruelty towards workers that is perpetrated by algorithms 

(henceforth referred to as ‘algorithmic cruelty’) for example platforms that automatically 

terminate workers (Jagabathula et al. 2014), resulting in workers losing their livelihoods and 

experiencing stress (Gray and Suri 2019).

In this chapter, we outline how human–computer interaction can re-envision the reality 

of crowd workers to improve their labour conditions. In particular, we present design criteria 

for tools that can serve to transform crowd markets and drive positive social change. Our 

design criteria are based on social theory that highlights how humans flourish when 

connected with the social essence of work (Yeoman 2014). For this purpose, we develop 

systems and computational methods that create on-demand ‘professional leagues’ for crowd 

workers. Our leagues focus on orchestrating workers to produce collective action while 

having social conversations. This collective social action enables: (1) increasing workers’ 

wages (Savage et al. 2020); (2) enabling workers’ skill development (Chiang et al. 2018b; 

Toxtli and Savage 2020; Hanrahan et al. 2020); and (3) driving justice in employers’ 

evaluations of workers (Gaikwad et al. 2015). Unlike prior work that concentrated on 

primarily providing better communication and transparency (Huang and Fu 2013), the design 

criteria we present here open a new area of research focused on computationally orchestrating 

crowd workers to actively drive positive change in their professional lives.

Prior Research Methods to Investigate Crowd Work

Prior methods used for investigating crowd work can be broadly divided into two main 

strands: (1) qualitative studies for understanding crowd work (Hilton and Azzam 2019); (2) 

tools and platforms for improving crowd work (Kaplan et al. 2018). In the following section 



we present an overview of these methods and discuss where our research methods fall within 

this schema.

Qualitative studies for understanding crowd work

To understand the new work dynamics that are emerging in these crowd markets, some 

research has focused on conducting surveys and interviews with crowd workers and their 

employers to start to understand: how these crowd markets are functioning (Berg 2015; Hara 

et al. 2019; Kasunic et al. 2019); the type of dynamics that are emerging between the 

stakeholders of these markets (workers, employers, and platform owners) (Toxtli et al. 2019); 

and the challenges and opportunities that emerge in these markets (Slivkins and Vaughan 

2014). Several of these qualitative research studies have been critical to understanding the 

precarious conditions in which crowd workers operate as well as helping researchers and 

practitioners to understand the unjust power dynamics and algorithmic cruelty that takes 

place within crowd markets (Gray and Suri 2019, Toxtli et al. 2021). We build on these 

previous studies to influence and improve crowd work. Additionally, the studies serve to 

identify critical points we can improve through systems design.

However, it is important to note that these qualitative studies based on self-reports from 

workers, while they are rich in information about workers’ direct experiences in crowd 

markets, generally lack quantitative data based on direct measurement of crowd markets. 

Data from direct measurement or observation are important because they can help us to 

understand crowd markets from another perspective. For instance, crowd workers might state 

via surveys or interviews that they have low wages, and that the tasks they do within the 

crowd market do not facilitate their career growth. Without explicit log data, it can be 

difficult to understand just how low wages are. It is also difficult to understand the exact 

characteristics of the labour that crowd workers are exposed to, and that might not help their 
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growth. This limited view makes it difficult to design adequate technologies and socio-

technical interventions that can create and provide transformative change within crowd 

markets.

Tools and platforms for improving crowd work

Other research has focused on designing tools and platforms that aim to directly improve 

crowd work (Jarrahi and Sutherland 2019). The vast majority of research in this space has 

focused on studying the platform and system designs that are most appropriate for producing 

higher quality labour in these crowd markets while reducing costs (time, wages, etc.) 

(Allahbakhsh et al. 2013). These investigations are very much focused on the interests of 

employers and the owners of crowd markets (Singer and Mittal 2013). Crowd workers under 

these settings are sometimes viewed as ‘clogs’ in a pipeline whose operation needs to be 

optimized (Bernstein et al. 2012). These designs have led to circumstances where workers are 

earning less than minimum wage and have little opportunity to develop themselves (Saito et 

al. 2019b).

In part inspired by the qualitative research methods that identified the difficult living 

situations of crowd workers, a portion of investigations have also focused on devising tools 

and platforms that are more worker-centric. Part of the narrative around the worker-centric 

research is that crowd markets entail algorithmic cruelty in part because these markets have 

not been designed to provide transparency to workers. Economists consider that a market is 

transparent when all actors can access information about the market, such as products, 

services, or capital assets (Strathern 2000). The problem is that crowd markets have, for the 

most part, limited the amount of information that workers have about employers. Usually, 

employers (the individuals who post the labour they want workers to do) are granted access 

to information concerning the events in the marketplace, while workers have a much more 



limited perspective (Irani and Silberman 2013, 2016). For example, Amazon Mechanical 

Turk allows employers to view the previous performances and interactions that workers have 

had on the platform (Hara et al. 2018); while workers can discern very little about what 

employers have done previously (e.g. it is not possible to easily gauge whether a certain 

employer is paying unfair wages to workers, or whether the employer is actually a fraud 

looking to steal workers’ data or obtain free labour; Irani and Silberman 2013; Gadiraju and 

Demartini 2019). This lack of transparency for workers can lead them to invest significant 

time in completing certain labour but receive anywhere from inadequate to no compensation. 

Six Silberman discusses how the lack of transparency on crowd markets affects workers 

earnings: ‘A wide range of processes that shape platform-based workers’ ability to find work 

and receive payment for work completed are, on many platforms, opaque’ (Metall 2016).

To begin addressing the issue of transparency, Irani and colleagues (Irani and Silberman 

2013) explored creating computational tools and forums through which workers could share 

information about crowd markets. Practitioners also started following similar efforts with the 

goal of empowering workers to share concrete and useful information about the crowd 

markets in which they worked (ChrisTurk 2018). The goal was that this information could 

help workers better navigate the crowd market and ultimately lead workers to have better 

working conditions. These tools and forums provide crowd workers with otherwise 

unavailable information about the employers, tasks, and expected payments within a crowd 

market. For instance, the computational tool of Turkopticon1 (a popular tool used to bring 

1  Turkopticon is an online tool that helps workers to see the reputation of employers 

(requesters) on crowdsourcing markets to help workers decide if they should work with those 

employers based on how much they typically pay, if they reject work, as well as other metrics. 

Turkopticon is built as a plug-in to be directly embded inside the crowdsourcing market. The use of 

plug-ins facilitates repurposing crowdsourcing markets to better suit the needs of workers. For 

instance, in this case the crowdsourcing market of Amazon Mechanical Turk did not officially 



workers transparency) allows workers to obtain an overview of the expected hourly wage 

they would receive if they worked for a particular employer. This value is calculated based on 

what other workers have reported receiving when completing tasks for that employer.

However, while an ever-increasing number of workers are using these tools for 

transparency (Kaplan et al. 2018), only a fraction of workers’ earnings are well above the 

minimum wage (Hara et al. 2018). Additionally, despite the tools, crowd workers are still 

stuck without clear ways to develop themselves and grow within the marketplace. Perhaps 

part of the problem is that utilizing transparency tools to grow professionally is not 

straightforward? Each tool displays several different metrics that provide workers with 

transparency information about different aspects of the market (e.g. how much is a given 

employer expected to pay? How often does the employer reject workers’ labour?). This 

leaves it unclear which metrics a worker could use to help them to build a career pathway 

within a crowd market. This complexity has likely led most workers to employ transparency 

tools ineffectively (Kaplan et al. 2018; Saito et al. 2019b).

For workers alone, it can be hard to learn how to navigate crowd markets to ensure fair 

wages and professional skill development. The design criteria that we present build on the 

prior work described above to present computational mechanisms and tools that create ‘on-

demand leagues’ that inform workers on how to effectively and collectively use transparency 

information to grow professionally in crowd markets. The leagues focus on helping workers 

to use transparency information effectively through directed social conversations in order to 

construct career pathways on crowd markets. We showcase how we can use these types of 

design criteria to: (1) increase workers’ wages (Kasunic et al. 2019; Savage et al. 2020); (2) 

enable workers’ skill development (Chiang 2018b; Toxtli and Savage 2020); and (3) drive 

justice in employers’ evaluations on workers (Toxtli et al. 2020). Unlike prior work that 

share any reputation information about the employers. The plug-in helps workers to now be able to 

access such information even without the official support of Amazon.



concentrated on providing more transparency for crowd workers (Huang and Fu 2013), the 

design criteria that we present here open a new area of research focused on computationally 

orchestrating workers to actively drive positive change in their professional lives through the 

use of transparency.

Research Framework: Computational Worker Leagues

In this chapter, we present our overarching research framework for studying crowd workers: 

‘Computational Worker Leagues’. Our Computational Worker Leagues are sets of tools that 

allow crowd workers to collaborate with other workers in an on-demand manner, to address 

and pursue any professional goals they set forward. These tools also offer the additional 

benefit of collecting quantitative log information about the conditions of the crowd market 

and present researchers with detailed information about workers’ current markets and the 

challenges they face. Through this quantitative log data, researchers are empowered to design 

improved tools for crowd workers. Prior work had to infer the conditions from survey studies 

or interviews. Our framework, in contrast, offers ways for researchers to be able to study 

crowd markets ‘in the wild’ from a quantitative perspective.

Our Computational Worker Leagues tool uses a crowdsourcing technique called ‘data 

brokers’. Our approach draws on the assistance of crowd workers who have become efficient 

in interpreting the information embedded in crowd markets to pursue professional goals. For 

instance, they may have become very effective at identifying what information to use to earn 

higher wages. We recruit workers (‘data brokers’) that have been able to achieve particular 

professional goals and enable them to share advice with other workers. Our approach also 

incorporates techniques from machine learning to learn the type of advice from the data 

brokers that is the most effective for enabling workers to achieve their desired goals. The 

result is that workers can define a specific professional goal (e.g. raising one’s wages or 



developing skills) and locate concrete guidelines on how to navigate the crowd market to 

reach this goal.

We offer the data brokers different incentives for participating. For example, workers 

can be paid to provide the advice. Workers use our tool to provide the advice and then, at the 

end of the day, our tool measures how much advice a worker provided and pays the worker 

accordingly directly into the worker’s bank account (just as if they were doing any other job 

on the platform). Another incentive we use is offering workers new career opportunities by 

becoming brokers. You can imagine that workers who provide the advice are in a way acting 

as managers for new workers. Workers who want to earn experience of becoming managers 

can participate and use our tool to gain that much needed expertise of guiding others to 

succeed. Workers acting as data brokers also do this based on their intrinsic motivation, with 

the purpose of helping their fellow workers have a better experience on the marketplace and 

to improve labour conditions for everyone. Our Computational Worker Leagues are 

composed of a group of data brokers who support workers to go after their goals with the 

help of the collective of workers. Figure 9.1 presents an overview of our Computational 

Worker Leagues.

<COMP: INSERT Figure 9.1 NEAR HERE>

Design principles of the Computational Worker Leagues

While there are many ways in which we could computationally organize workers to create 

these leagues, we focus on collective help while on the job. In our design, we took into 

account that it was critical to reduce the amount of time that crowd workers spent outside 

crowd markets, as this was a time when they would not be receiving wages. Consequently, 

we utilized a web plug-in that would enable them to continue working on the crowd market 

and earning money at the same time as participating in the league. Web plug-ins are pieces of 



software that act as an add-on to a web browser and gives the browser additional 

functionality. Plug-ins can allow a web browser to display additional content that it was not 

originally designed to display. Most crowd markets allow for web plug-ins. This means we 

do not have to depend on crowd market owners (usually large technology companies, such as 

Amazon) for support. Through the plug-ins, we can add the functionality we desire to any 

crowd market. By being directly embedded where workers are working, it makes it easier for 

workers to participate in providing and following advice. Web plug-ins allow us to add three 

main functionalities into crowd markets: (1) an interface through which workers can act as 

‘data brokers’ and provide advice on how to pursue a wide range of professional goals; (2) a 

means of directly displaying on the crowd market the advice that the data brokers are 

providing; (3) mechanisms through which researchers can collect information about the 

crowd market to conduct quantitative analysis.

Additionally, as stated above, it was important for us to design solutions that would 

allow for the data brokers to operate in a manner that would not distract them from their main 

job. Our design is based on ideas from ‘Micro-Volunteering”’  Savage et al. 2016), where 

people do micro-tasks as a side activity that does not disturb their main task. For this purpose, 

we frame the design of our intervention around: (1) availability: workers should be able to 

engage in collectively helping each other with a click; (2) low cognitive load: workers should 

be able to collectively help each other without the task being a distraction from the main 

work; (3) paid training: given the economically harsh labour conditions that crowd workers 

face, our design focuses on enabling workers to receive advice from the data brokers while 

they are earning money.

To enable these points, our data brokers utilize three components:

Peer Help Collector. The collector lives as a plug-in that connects with the given crowd 

market in which the worker is operating. In contrast to prior work where workers have to 



provide lengthy assistance to others (Doroudi et al. 2016), we focus on asking workers to 

provide micro-assistance. Our data brokers’ interface has a small ‘provide tip’ button. Upon 

clicking the button, workers see a small pop-up window where they can provide their micro-

advice that will help other workers navigate a crowd market to reach a particular goal. We 

allow workers to input advice anywhere they are within the crowd market. We store the 

context so as to display the information to other workers at the same point.

This setup enables our design principle of ‘availability’. To limit the cognitive load, we 

limited the length of the micro-assistance that workers gave to each other to 100 characters 

(length established through trial and error). In the pop-up window, workers just have to select 

the type of goals for which their micro-advice is relevant (other workers first input the 

different professional goals they have and for which they would appreciate having assistance 

from others who have been able to work out how to achieve this goal). Workers select the 

goal and then type their advice. This allows us to match the advice to the particular goals for 

which advice is relevant in a simple and direct manner. Figure 9.2 presents how workers can 

provide advice to others to help them achieve certain goals.

<COMP: INSERT Figure 9.2 NEAR HERE>

Intelligent Selector. For each of the different tasks that workers have on crowd markets, the 

Peer Help Collector returns a long list of micro-advice. However, not all of this advice will 

necessarily be helpful for workers to achieve their particular goal. To overcome this issue, we 

have an Intelligent Selector that focuses on learning what type of advice is best for reaching a 

given professional goal.

We use a reinforcement learning algorithm which focuses on maximizing the number of 

workers who consider that the micro-advice that is presented to them is useful. For this 

purpose, we first ask workers to micro-assess a particular piece of micro-advice for a given 

goal via upvotes or downvotes. These assessments are fed into our reinforcement learning 



algorithm that aims to maximize the number of upvotes it obtains from workers. Through this 

process, our data brokers start to learn the most suitable micro-advice.

Collective Help Display. This component focuses on presenting the micro-advice. The 

Collective Help Display presents workers with four different examples of micro-advice that 

the reinforcement learning algorithm ranked highest on the list. If workers want to read more 

advice, they can click the left or right button to view more. To ensure that new advice has a 

chance of being evaluated, our tool intermixes new advice that needs micro-assessments into 

the list of high-ranking advice.

Quantitative data collection

Given that our Computational Worker Leagues offer ways in which crowd workers can 

pursue goals, we had to establish mechanisms through which we could measure and study 

whether crowd workers were indeed able to reach their goals. For instance, if the goal was to 

earn higher wages, we had to develop mechanisms that would show whether we were 

actually able to increase workers’ wages. Specifically, we needed methods for: (1) collecting 

and quantifying workers’ behaviours and the labour they performed on the crowd market 

(this is necessary to start identifying how much the data brokers might help workers reach 

their desired goals); (2) flagging when workers followed the strategies from the data brokers; 

(3) measuring how much workers’ behaviour and outcomes changed when following the 

strategies from the data broker. For this purpose, we developed tools that allowed us to 

collect information about crowd workers’ behaviour, as well as information about the crowd 

market itself. The tool we built collected:

● Labour information, such as the title of the task posted on the crowd market, how 

much the task paid, timestamps (when a worker accepted to do the labour/when a 



worker submitted the labour/when a worker returned a task), employer IDs, and IDs 

of tasks.

● Worker information, such as daily earnings, tools they use to help their labour, 

approval rate (how much of their labour gets approved by employers), and worker 

IDs.

● Employer reputation information: this is part of the transparency information we 

collected from previous tools that focused on bringing more transparency to the crowd 

market. Such information can come from tools such as Turkopticon.

We use this information to study the effectiveness of our leagues. For instance, we have used 

our tools to identify the hourly wage of workers on Amazon Mechanical Turk (Saito et al. 

2019b), as well as average wages (Hara et al. 2018). In this way, we offer researchers a more 

in-depth perspective on the marketplace and allow them to measure the quality of labour 

conditions for workers. Knowing the exact conditions facilitates taking action to be able to 

change and improve (Whiting et al. 2019). We believe it is especially valuable to connect 

these types of quantitative tools with interviews and surveys to have a much richer 

understanding of the reality of crowd markets. For readers interested in learning more about 

our tools, from the computational side, please refer to our research papers, Hara et al. (2018); 

Saito et al. (2019b).

Application of Our Research Framework

In this section, we present an overview of how our Framework has been used to help crowd 

workers attain two important professional goals: earning higher wages and developing their 

skills. We present how we deployed our tools in the wild and offer insights about how 

researchers could benefit from the quantitative data we collected.



Computational Worker Leagues for increasing wages

We conducted a field experiment to investigate how the hourly wage of workers changed 

when using our Computational Worker Leagues. It was not a simple task. Most crowd 

markets do not provide any information about the hourly wage for a particular task nor how 

much time it would take workers to complete the actual labour. It is, therefore, not 

straightforward to calculate the change in workers’ wages over time (Hara et al. 2018). To 

overcome this challenge, we utilized the quantitative tools within our Computational Worker 

Leagues. These tools calculate how much time workers spend on each task and estimate each 

worker’s hourly wage per task based on this. We are thus able to estimate how workers’ 

wages varied over time.

Equipped with our Computational Worker Leagues and the associated tools for 

quantifying worker behaviour, we ran a two-week field experiment. We had real-world 

novice workers from Amazon Mechanical Turk complete over 25,000 tasks posted from 

1,394 employers, with the experimental group of workers utilizing our Computational 

Worker Leagues and the control group operating as normal without being exposed to our 

Worker Leagues. Details about how we recruited workers for the study and how much we 

paid them for their participation can be found in our research papers (Saito et al. 2019a; 

Savage and Jarrahi 2020; Savage et al. 2020; Hanrahan et al. 2021). Our study concluded that 

having workers utilize the Computational Worker Leagues empowered them to increase their 

income.

Computational Worker Leagues for skill development

In our second application of our Computational Worker Leagues, we hypothesized that 

receiving advice from data brokers can help workers to build their skills in particular areas. 

Similar to Doroudi et al. (2016), we measured skills growth in terms of an increase in 



workers’ speed and labour quality. To test this hypothesis and to understand the type of work 

that is well or poorly supported by the Computational Worker Leagues in the wild, we 

conducted: (1) a controlled field experiment; and a (2) real-world deployment of our design.

Controlled field experiment

The goal of our field experiment was to compare our Computational Worker Leagues with 

other approaches to evaluate the effectiveness of our proposed framework in helping workers 

develop their own skills. We considered three conditions: (1) workers do tasks without 

receiving any type of advice from the data brokers (control condition); (2) workers do tasks 

while receiving random advice from data brokers (random condition); (3) workers do tasks 

while receiving advice from data brokers that our machine learning models have identified 

are the best for helping workers to develop their skills (Computational Worker Leagues 

condition).

Given that we needed to measure participants’ work quality, we focused on skill 

development for labour that was not open-ended and whose quality we could more easily 

measure. We focused on audio transcription tasks whose quality can be directly measured  by 

transcription accuracy. It is important to note that audio transcription tasks are not only a 

popular task on crowd markets (Difallah et al. 2015) but, in addition, becoming proficient at 

audio transcription can substantially increase a person’s wages. Transcribers typically earn 

US$0.01–0.02 per sentence (Novotney and Callison-Burch 2010), which could potentially 

translate to high wages if a worker is fast (and accurate) enough. Specializing in audio 

transcription can allow crowd workers to command higher wages as audio transcription is in 

high demand. Written records of court proceedings and captions for live television events, 

such as the news, sports, and political speeches, all require real-time audio transcription. 

Audio transcription skills are thereby highly specialized, highly valued, and well paid, 



earning up to $300 per hour outside MTurk. Building audio transcription skills on MTurk 

could thereby help crowd workers expand their horizons and increase their earnings.

We considered that novices were the ones who could benefit the most from our tool as it 

can be difficult to learn the ropes of a crowd market while also developing new skills. Novice 

workers were defined as both workers who were new to Amazon Mechanical Turk (i.e. to a 

particular crowd market) and those inexperienced in audio transcription tasks. Our field 

experiment therefore focused on investigating whether our design helps novice crowd 

workers improve their audio transcription skills.

We studied novices’ completion time and work quality for three different audio 

transcription tasks under one of our three study conditions. We recruited a total of 90 novice 

MTurk workers and randomly divided them into three experimental conditions (30 in each 

condition). Participants in each condition were assigned the same audio transcription tasks 

with the same order. Tasks were sourced from real-world audio transcription tasks on MTurk 

and had similar difficulty: participants had to transcribe around 28 seconds of audio with 

similar levels of background noise, and with an average speaking rate of 165 words-per-

second. We designed a tool that recorded workers’ retention rate, completion time, and 

accuracy for each task. To calculate the time to complete a task, we measured the time when 

a worker first accessed the task as the start time and the time when workers submitted their 

labour (transcription) as their finish time. To study accuracy, we calculated the word error 

rate (WER) produced by each worker for each transcription, a commonly used metric to 

assess performance in audio transcription (Bigham et al. 2017). During the study period, 

novice workers completed a total of 253 tasks across all three conditions. Overall, our field 

experiment indicated that workers exposed to the Computational Worker Leagues were faster 

without sacrificing accuracy than workers without the advice from our data brokers. See our 

research paper Chiang et al. (2018b) for more details on this study.



Real-world deployment

We launched our Computational Worker Leagues for skill development and studied their use 

by real-world workers on Amazon Mechanical Turk. Our tool was installed by 179 workers; 

86 per cent of these were active users of the system (i.e. they either became data brokers or 

used the advice from the data brokers to develop their skills); the rest used our system more 

passively (i.e. they just installed our tool). A total of 96 workers provided 363 snippets of 

advice while they acted as data brokers, and 146 workers provided 1401 micro-assessments 

of the advice from the data brokers.

From our real-world deployment, we found that workers who decided to become data 

brokers tended to create different types of advice each time. This is important, as it was 

unclear whether there would be an infinite set of advice that the data brokers could provide or 

whether there might be a vast but bounded set of advice that could be constantly shared to 

improve the experiences of workers. Our study highlights that a flow of advice can be 

constantly arriving from the data brokers. Crowd work is continuously evolving (Hara et al. 

2018). We, therefore, believe that data brokers will likely always have new advice to provide. 

The popular worker tool of Turkopticon was published in 2013, and it is still active with new 

reviews of requesters (Irani and Silberman 2016). Therefore, we do see our data brokers 

being used long term. Through our real-world deployment, we identified that workers used 

our tool for all of the different types of tasks that are available on Amazon Mechanical Turk. 

This thus also highlights the viability of our tool. Our approach was able to get workers to act 

as data brokers for all of the different types of labour available on the platform. This is 

promising as there were no tasks where workers did not feel they could not help other 

workers become more efficient and develop their skills.

Broader Challenges



The research methods we present here focused on evaluating how our Computational Worker 

Leagues help workers to achieve the professional goals they set forward. This entails 

conducting real-world experiments. However, this is not simple given the variability and 

randomness that can exist around tasks that are available on the crowd market—it might be 

that in any one week some tasks that could help a worker achieve certain goals are not 

available and hence it is not so much that the Computational Worker Leagues were not 

effective, but rather what was available on the crowd market did not facilitate the 

achievement of the goal (Hara et al. 2018).

Another potential problem is that to recruit participants for our studies, we usually post 

tasks on crowd markets and use that platform for recruitment. But this means that we only 

reach workers who are willing to engage with our tasks in the first place. Future work could 

explore other ways of recruiting workers and eliciting information from them (e.g. via video 

recordings or interviews). Such studies could explore how using different mechanisms for 

eliciting information from workers shapes the type of information that is obtained. In other 

words, we believe there is significant value in exploring different setups of our data brokers. 

Additionally, we presented our systems primarily within the context of Amazon Mechanical 

Turk. Future work could also explore how our data brokers might operate in other crowd 

platforms (e.g. Uber, Upwork, or Citizen Science platforms). Nonetheless, given that our goal 

was to start to understand how our computational methods played out in the wild, we 

consider our approach to be appropriate and representative.

We also believe there are technical and educational challenges that need to be addressed. 

In particular, we think there is a gap between qualitative and quantitative researchers who are 

investigating crowd work. Qualitative researchers might not feel as comfortable deploying 

our Computational Worker Leagues to conduct studies, perhaps because significant technical 

knowledge is required to do such investigations in the wild. For instance, researchers need to 



have knowledge about databases to instal a database that can collect the worker data to 

conduct the quantitative data analysis; researchers also need to know some javascript in order 

to configure the plug-in and connect the plug-in to their database. Additionally, researchers 

need to have some data science skills in order to take the data collected from the plug-in and 

start to find patterns. However, despite these challenges, we have seen that qualitative 

researchers can make use of the quantitative data our studies collect (notice that this step 

involves simply having more data science skills). Our hope is that through the data collection 

that our systems offer, we can encourage and enable more qualitative researchers to study 

other aspects of crowd work that they might not have had access to in the past.

Ethical challenges

Our research approach involves collecting quantitative data about workers and the crowd 

market (including information about employers). While the data are used to benefit workers, 

ethical questions can emerge about close monitoring of workers even if it is for their benefit. 

Our research has always anonymized worker data, as well as conducting group analysis 

instead of studying individual behaviour. However, there are questions to ask about the best 

strategy for managing the data that are collected. Should it be data that are owned by the 

companies or universities which run the studies with our Computational Worker Leagues? Or 

should they always be data that are owned by a collective of workers? We believe that the 

best option is to develop approaches that involve all stakeholders, and especially include 

populations that are typically ignored and not given power over their data (e.g. workers). 

There is also value in exploring approaches that have been utilized in opensource 

collaboration projects to enable all stakeholders of the crowd market to use the anonymized 

data for the different goals they might have. For instance, employers might be interested in 

utilizing the data to improve the quality of the work that they obtain on the crowd market; 



however, workers might benefit from using the data to identify the best strategies for 

developing their skills; while researchers, on the other hand, might want to use the data to 

better understand the crowd market.

However, part of the problem is that state of the art tools that collect crowd market 

information are limited and tend to be focused on particular tasks. For instance, Turkopticon 

(as above) focuses primarily on collecting data about requesters’ ratings (Irani and Silberman 

2013). To address these challenges, we propose ‘The Opensource Storehouse For Multiple 

Stakeholders’. The storehouse would function in the same way as a traditional repository that, 

for a given crowd market, collects different types of information related to the market. 

However, the storehouse would also request that metadata are uploaded that can help the 

different stakeholders to achieve their desired goals, for example:

● Stakeholder and goals: information about the goal for which the data were collected, 

and the stakeholder who was interested in the goal;

● Data collected: This relates to all the crowd market information that is collected, such 

as worker characteristics, types of tasks, employer information, etc.

● General crowd market characteristics: There is value in understanding the nature of 

the crowd market in which the data were collected. Was it location-based crowd 

work? Was it volunteer labour? Paid labour? In what national context(s) was the work 

carried out?

● Feedback: A space for the different stakeholders to provide input on the data that 

were collected for a particular crowd market and a particular goal.

● List of to-dos: List of things that can be done to enhance the data collection (e.g. 

perhaps data from more populations are needed).

Workers were paid to participate in using our Computational Worker Leagues. We believe 

there is value in considering setups where workers are paid to participate in research, 



especially given the harsh labour conditions they face. We also believe there is value in 

identifying the best setups to make tools, such as our Computational Worker Leagues, into 

something that is sustainable long term. Research has identified that the emergence of private 

tools to help crowd workers is creating further social divisions among workers (Williams et 

al. 2019). It is, therefore, important to find ways in which these types of tools could be 

accessible for all. Turkopticon has recently turned from a space that was primarily run by 

academics, into a space run by workers.2 To continue its operation, Turkopticon has become a 

type of NGO that can receive funding from different parties. A similar setup could be 

explored with our tools. However, a committee that analyses from which parties it is 

acceptable to receive funding would also be required, in particular to ensure the tools remain 

appropriate for all of the different stakeholders.

Conclusion

Crowd markets offer a wide range of readily available labour (Alkhatib et al. 2017). 

Unfortunately, it is often difficult for workers to know how best to navigate these crowd 

markets in order to find labour that pays well and might actually be useful for workers’ career 

growth. A number of tools have emerged to help workers better navigate crowd markets by 

bringing transparency (Irani and Silberman 2013). We argue that transparency is not enough. 

2  Turkopticon was created by academics Lilly Irani and Six Silberman while they were both 

PhD students at the University of California, Irvine. However, they decided to turn Turkopticon 

into a worker-owned NGO to provide workers with more agency in how they wanted the tool and 

future tools to evolve and the type of governance associated. You can read more about this decision 

here: https://blog.turkopticon.info/?page_id=474



We need to provide workers with effective tools for using transparency for the different 

professional goals that workers might have. In this chapter, we presented a brief overview of 

how these tools can be used to help workers aim for different professional goals, in particular 

developing their skills and increasing their wages. We began with an overview of the type of 

labour markets that are feeding our artificial intelligence industry. We explained the types of 

problems that workers in these platforms face and discussed how we might design tools to 

empower workers to address these problems and change their labour conditions. We also 

presented ways other researchers can use this approach to not only create interventions in 

crowd markets but also conduct quantitative analysis of what is happening inside such 

marketplaces.
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